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Abstract

Anthropogenic climate change is threatening the welfare of mankind. Accordingly, policy
makers have repeatedly stated the goal of slowing climate change and limiting the increase
of global mean temperature to less than 2◦C above pre-industrial times (the so-called “two
degree target”). Stabilizing the temperature requires drastic reductions of greenhouse
gas (GHG) emissions to nearly zero. As the global system of energy supply currently
relies on fossil fuels, reducing GHG emissions can only be achieved through a full-scale
transformation of the energy system. There are many possible paths to realize such a
decarbonization, resulting in a variety of distinct energy-economy systems. Different
transformation paths require different technologies and system changes, and will result in
different socio-economic and environmental impacts.

This thesis investigates the economic requirements and implications of different scenarios
that achieve stringent climate mitigation targets1. It starts with the analysis of characteris-
tic decarbonization patterns and identifies two particularly relevant aspects of mitigation
scenarios: deployment of variable renewable energies (VRE) and decarbonization of the
transport sector. To investigate the role of renewable energies, we performed both a com-
parative study across seventeen integrated assessment models (IAMs) as well as a detailed
deep-dive with the IAM REMIND. For the transport sector, we undertook a comparative
study of five IAMs. Finally, we turned towards one of the most relevant questions for
policy makers and analyzed the trade-off between the stringency of a climate target and
its economic requirements and implications. All analyses are based on the improvement,
application, comparison, and discussion of large-scale IAMs.

We started by developing the novel “mitigation share” metric and applying it to scenar-
ios produced with REMIND. This metric allowed us to identify the relevance of specific
technology groups for mitigation and to improve our understanding of the decarbonization
patterns of different energy subsectors. It turned out that the power sector is decarbonized
first and reaches lowest emissions, while the transport sector is slowest to decarbonize.
For the power sector, non-biomass renewable energies contribute most to emission re-
ductions, while the transport sector strongly relies on liquid fuels and therefore requires
biomass in combination with carbon capture and sequestration (CCS) to reduce emissions.

The subsequent comparison of seventeen IAMs used by different research groups world-
wide generally confirms the findings from the previous analysis: For most models, the
deployment of renewable energy sources increases substantially with the stringency of
climate policy. In most of the low stabilization scenarios that have a high likelihood of
achieving the 2◦C target, renewable energy becomes the dominant source of electricity.
Furthermore, the models with high renewable shares also show particularly high contri-
butions from the VRE wind and solar. At the same time, the model comparison reveals
large differences between actual technology deployment levels in the different models.

1“Stringent climate mitigation target” and “low stabilization scenario” in this thesis denote scenarios
where the increase of global mean temperature is limited to 1.5–2.5◦C above pre-industrial times.
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8 Abstract

An in-depth investigation of the solar power technologies photovoltaics (PV) and con-
centrating solar power (CSP) in REMIND confirms the dominant role of these variable
renewable energies for the decarbonization of the power sector. Recent cost reductions
have brought PV to cost-competitiveness in regions with high midday electricity demand
and high solar irradiance. The representation of system integration costs in REMIND is
found to have significant impact on the competition between PV and CSP in the model:
the low integration requirements of CSP equipped with thermal storage and hydrogen co-
firing make CSP competitive at high shares of variable renewable energies, which leads
to substantial deployment of both PV and CSP in low stabilization scenarios.

A cross-model study of transport sector decarbonization reveals a number of different
decarbonization routes, as well as the need for future model improvement to ensure that
all decarbonization options along the chain of causality are well represented. Our research
confirms the earlier finding that the transport sector is not very reactive to intermediate
carbon price levels: Until 2050, transport decarbonization lags 10–30 years behind the
decarbonization of other sectors, and liquid fuels dominate the transport sector. In the long
term, however, transportation does not seem to be an insurmountable barrier to stringent
climate targets: As the price signals on CO2 increase further, transport emissions can be
reduced substantially – if either hydrogen fuel cells or electromobility open a route to
low-carbon energy carriers, or second generation biofuels (possibly in combination with
CCS) allow the use of liquid-based transport modes with low emissions.

The last study takes up the fundamental question of this thesis and analyses the trade-off
between the stringency of a climate target and the resulting techno-economic require-
ments and costs. We find that transforming the global energy-economy system to keep
a two-thirds likelihood of limiting global warming to below 2◦C is achievable at mod-
erate economic implications. This result is contingent on the near-term implementation
of stringent global climate policies and full availability of several technologies that are
still in the demonstration phase. Delaying stringent policies and extending the current
period of fragmented and weak action will substantially increase mitigation costs, such
that stringent climate targets might be pushed out of reach. Should the current weak cli-
mate policies be extended until 2030, the transitional mitigation costs for keeping the 2◦C
target would increase three-fold compared to a world in which global cooperative action
is decided on in 2015 and where first deep emission reductions are achieved in 2020. In
case of technology limitations, the urgency of reaching a global climate agreement is even
higher.

In this thesis, we performed a comprehensive analysis of stringent mitigation scenarios
and their economic implications, with a special focus on VRE deployment and transport
decarbonization. Based on extensive modeling work and global cross-model analyses, this
thesis provides crucial insights and identifies strategies for achieving stringent mitigation
targets.



Zusammenfassung

Der anthropogene Klimawandel gefährdet das Wohlergehen der Menschheit. Aus diesem
Grund haben Politiker wiederholt das Ziel formuliert, den Klimawandel zu verlangsa-
men und die Erhöhung der mittleren globalen Temperatur auf weniger als 2◦C über dem
vorindustriellen Wert zu begrenzen. Um den Temperaturanstieg zu stoppen, müssen die
globalen Treibhausgasemissionen nahezu vollständig vermieden werden. Da das heutige
globale System zur Energienutzung auf fossilen Rohstoffen beruht, erfordert die Reduk-
tion von Treibhausgasemissionen eine umfangreiche Umgestaltung unseres Energiesy-
stems. Es gibt eine Reihe unterschiedlicher Strategien, um eine solche Dekarbonisierung
zu erreichen, und eine Vielzahl von möglichen Energie- und Wirtschaftssystemen, die mit
niedrigen Treibhausgasemissionen einhergehen. Diese Strategien unterscheiden sich so-
wohl in ihren Technologien als auch in der jeweiligen Umgestaltung der Energiesysteme
und bringen insofern verschiedene Umwelt- und sozio-ökonomischen Folgen mit sich.

Diese Arbeit erforscht die ökonomischen Anforderungen und Folgen von ambitionierten
Klimaschutzzielen2. Sie beginnt mit einer allgemeinen Analyse der charakteristischen
Dekarbonisierungsmuster des globalen Energiesystems. Diese identifiziert zwei beson-
ders relevante Aspekte von Klimaschutzszenarien: die Nutzung von variablen erneuer-
baren Energien (VRE) und die Dekarbonisierung des Verkehrssektors. Für die Analyse
der VRE führen wir eine Vergleichsstudie über 17 Integrated Assessment Models (IAM)
durch, gefolgt von einer Detailstudie mit dem IAM REMIND. Für den Verkehrssektor
vergleichen und diskutieren wir Aufbau und Ergebnisse von fünf IAMs. Abschließend
wenden wir uns der für die Politik fundamentalen Frage zu, wie sich die Strenge eines
Klimaschutzziels auf seine ökonomischen Folgen auswirkt. Die Arbeit beruht auf der
Verbesserung, der Anwendung sowie dem Vergleich von IAMs.

In einem ersten Schritt haben wir eine Metrik entwickelt, die es erlaubt, die Bedeutung
einzelner Technologiegruppen für die Emissionsvermeidung zu identifizieren. Dies er-
möglicht ein besseres Verständnis der Dekarbonisierungsmuster, die die jeweiligen Ener-
giesektoren zeigen. Unsere Analyse ergibt, dass zunächst der Stromsektor dekarbonisiert
wird und die niedrigsten Emissionen erreicht, wohingegen sich die Emissionen im Ver-
kehrssektor am langsamsten verringern lassen. Im Stromsektor tragen die erneuerbaren
Energien Wind, Solar und Wasserkraft am meisten zur Emissionsreduktion bei. Im Ge-
gensatz dazu benötigt der Verkehrssektor in großem Maße Flüssigtreibstoffe, deren Emis-
sionen hauptsächlich durch Biomasseverflüssigung in Verbindung mit Kohlenstoffabtren-
nung und -speicherung (CCS) reduziert werden können.

Der anschließende Vergleich einer Reihe von IAMs, welche von internationalen For-
schungsgruppen verwendet werden, bestätigt diese Erkenntnisse größtenteils: Bei den
meisten Modellen steigt die Nutzung von erneuerbaren Energien substantiell mit der vor-

2“Ambitionierte Klimaschutzziele” und “Niedrig-Emissionsszenarien” stehen im Folgenden für Szena-
rien, in denen die Erhöhung der globalen Durchschnittstemperatur auf 1.5◦C bis 2.5◦C über dem Niveau
vor der Industrialisierung begrenzt ist.
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10 Zusammenfassung

gegebenen Strenge des Klimaziels an. In Niedrig-Emissionsszenarien werden erneuerbare
Energien langfristig zur hauptsächlichen Quelle für die Stromproduktion. Modelle mit ho-
hem Anteil an erneuerbaren Energien weisen außerdem besonders hohe Anteile der VRE
Wind und Solar auf. Der Vergleich zeigt aber auch deutliche Unterschiede zwischen den
in den verschiedenen Modellen berechneten Nutzungsniveaus.

Eine vertiefende Analyse der beiden Solartechnologien Photovoltaik (PV) und solarther-
mische Kraftwerke (CSP) in REMIND bestätigt die fundamentale Rolle dieser VRE für
die Dekarbonisierung des Stromsektors. Aufgrund der in den letzten zehn Jahren erreich-
ten Kostensenkung ist PV mittlerweile in Regionen mit hohem mittäglichem Strombedarf
und starker Sonneneinstrahlung konkurrenzfähig zu anderen Kraftwerksneubauten. Die
Abbildung der Systemintegrationskosten in REMIND hat einen deutlichen Einfluss auf
den Wettbewerb zwischen PV und CSP: CSP mit thermischem Speicher und Wasserstoff-
Co-Feuerung kann gesicherte Leistung bereitstellen und hat deshalb niedrigere Integrati-
onskosten als PV, wodurch CSP bei hohen Anteilen an VRE konkurrenzfähig wird.

Eine modellübergreifende Analyse des Verkehrssektors zeigt eine Reihe von unterschied-
lichen Emissionsvermeidungsstrategien auf. Unsere Untersuchung bestätigt, dass der Ver-
kehr nur schwach auf CO2-Preise mittlerer Höhe reagiert: Bis 2050 hinken relative Emis-
sionsreduktionen im Verkehrssektor 10–30 Jahre hinter denen in anderen Sektoren her,
und Flüssigtreibstoffe bleiben Hauptenergieträger. Auf längeren Zeitskalen bis 2100 stellt
der Verkehrssektor jedoch hinsichtlich ambitionierter Klimaschutzziele kein unüberwind-
bares Hindernis dar: Bei höheren CO2-Preisen zeigen die Modelle deutliche Reduktionen
der Verkehrsemissionen – falls entweder Wasserstoff-Brennstoffzellen bzw. batteriebe-
triebene Elektromobile die Nutzung neuer Energieträger mit niedrigen CO2-Emissionen
ermöglichen oder Biotreibstoffe der zweiten Generation (möglicherweise mit CCS) nied-
rige Emissionen trotz fortgesetzter Nutzung von Flüssigtreibstoffen erlauben.

Die abschließende Studie beschäftigt sich mit dem Zusammenhang zwischen der Stren-
ge eines Klimaschutzziels und den damit verbundenen technischen und ökonomi-
schen Anforderungen und Folgen. Unsere Ergebnisse zeigen, dass die Umgestaltung
des globalen Energiesystems, die zur Einhaltung des 2◦C-Zieles mit einer Zweidrittel-
Wahrscheinlichkeit notwendig ist, zu moderaten ökonomischen Kosten erreichbar ist.
Dieses Resultat ist abhängig von der zeitnahen Umsetzung umfassender globaler Emisssi-
onsminderungsmaßnahmen sowie der Verfügbarkeit verschiedener Technologien, die die
Marktreife noch nicht gänzlich erreicht haben. Verzögert man die Einführung starker Kli-
maschutzpolitik, so erhöhen sich die Kosten substantiell, was das Erreichen ambitionierter
Klimaschutzziele gefährdet. Wird die heutige schwache und lückenhafte Klimaschutzpo-
litik beispielsweise bis 2030 fortgeführt, so würden sich die Übergangskosten zur Er-
reichung des 2◦C-Ziels verdreifachen gegenüber einem Szenario, in dem sich die Welt
schon 2015 auf ambitionierten Klimaschutz verständigt und somit ab 2020 deutliche CO2-
Reduktionen erreicht. Sollten Schlüsseltechnologien nicht nutzbar sein, so würde sich die
Dringlichkeit eines globalen Klimaschutzabkommens noch weiter erhöhen.

In dieser Arbeit wurde eine umfassende Analyse ambitionierter Klimaschutzszenarien
und ihrer ökonomischen Anforderungen und Folgen durchgeführt, wobei ein besonderer
Fokus auf der Nutzung erneuerbarer Energien einerseits und Emissionsreduktionen im
Verkehr andererseits lag. Auf Basis umfangreicher eigener Modellrechnungen und globa-
ler Modellvergleiche liefert die Arbeit entscheidende Erkenntnisse und Strategien für das
Erreichen ambitionierter Klimaschutzziele.



Nomenclature

AEII Autonomous energy intensity im-
provement

AFR Sub-saharan Africa

AME Asian Modeling Exercise

BAU Business as usual scenario

BECCS Bioenergy with carbon capture
and sequestration

BEV Battery-electric vehicle

Bio-IGCC Biomass based internal gasifica-
tion combined cycle power plants

BRIC Brazil, Russia, India, China

CBA Cost-benefit analysis

CCS Carbon capture and sequestration

CES Constant elasticity of substitution

CGE Computable general equilibrium

CHN China

CSP Concentrating solar power

DNI Direct normal irradiation

DSM Demand side management

EJ Exajoule

EMF Energy Modeling Forum

ESM Energy system model

EU ETS EU emissions trading system

FCV Fuel-cell vehicle

FE Final energy

FLh Full load hours

GDP Gross domestic product

GHG Greenhouse gas

GTI Global tilt irradiation

GW Gigawatt

GWP Gross world product

H2 Hydrogen

HVDC High voltage direct current

IAM Integrated assessment model

IAV Integrated adaptation and vulner-
ability

IND India

IPCC Intergovernmental Panel on Cli-
mate Change

JPN Japan

LAM Latin America

LCOE Levelized costs of electricity gen-
eration

LDV Light-duty vehicle

MAC Marginal abatement cost

MEA Middle East and northern Africa

MWh Megawatt hour

O&M Operation and maintenance

OAS Other Asia

PE Primary energy

POL Policy scenario

ppm CO2e Parts per million CO2 equivalents

PV Photovoltaics

RE Renewable energy

REF Reference scenario

RES Renewable energy sources
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12 Nomenclature

ROW Rest of the world

RUS Russia

SAM Social accounting matrix

SE Secondary energy

SM Solar multiple

SRREN Special report on renewable en-
ergy sources and climate change
mitigation

VRE Variable renewable energy

Wp Watt-peak



Chapter 1

Introduction

Humanity is interfering with the climate system by emitting greenhouse gases (GHG),
thereby threatening its own future welfare. Limiting climate change and stabilizing the
temperature requires drastic reductions of GHG emissions to close to zero. As our cur-
rent system relies on fossil fuels, reducing GHG emissions can only be achieved through
a full-scale transformation of the energy system. There are many possible ways how such
a decarbonization could be realized, and how the resulting energy-economy system might
look like. Different transformation paths require different technologies and changes and
will result in different socio-economic and environmental impacts. To make informed de-
cisions about the desired ambition of climate targets and the process of decarbonizing the
economy, policymakers need to understand the different requirements and implications of
alternative transformation routes.

In this chapter, we first give a brief overview of the current state of knowledge about im-
pacts of climate change (Section 1.1). Section 1.2 is dedicated to basic concepts of the
economics of climate change mitigation, including metrics for mitigation costs, different
problem framings, as well as a brief review of global model comparison studies that have
analyzed economic implications of mitigation. In Section 1.3, we discuss the main tool
for studying global economic impacts of climate mitigation, namely integrated assessment
models (IAMs). IAMs represent the most relevant dynamics and interactions between the
energy system, the economy and the natural sphere in a stylized way. They ensure consis-
tent scenario building and allow scientists to quantitatively estimate key characteristics of
transformation pathways, and are therefore crucial for policy assessment. In Section 1.4
we discuss the energy system and present decarbonization patterns of the power sector
and the transport sector. Section 1.5 specifies thesis objective and structure, and details
how the main research questions are addressed.

The main methodological tool used in this thesis is the IAM REMIND, a hybrid intertem-
porally optimizing growth model coupled to a detailed energy system model (see Section
1.3.4). This IAM allows the detailed analysis of the structural decarbonization patterns of
different parts of the energy system, such as the power sector or the transport sector. In-
vestigating a wide spectrum of options and conditions reveals critical bottlenecks as well
as low-hanging fruits for climate change mitigation.

13



14 Chapter 1 Introduction

1.1 Climate change

Human economic activity is closely linked to the emission of greenhouse gases. These
emissions alter our climate, or, as the summary for policymakers of working group 1 of the
5th assessment report of the Intergovernmental Panel on Climate Change (IPCC) states:
“Human influence on the climate system is clear. This is evident from the increasing
greenhouse gas concentrations in the atmosphere, positive radiative forcing, observed
warming, and understanding of the climate system”. Moreover, the IPCC claims that “It
is extremely likely that human influence has been the dominant cause of the observed
warming since the mid-20th century” (IPCC, 2013). Among scientific publications, there
is an overwhelming consensus that climate change is strongly driven by anthropogenic
influence – a recent study found that out of the ∼4000 papers published between 1991
and 2011 that express a position on anthropogenic global warming, 97% endorse the
position that humans cause global warming (Cook et al., 2013).

Unmitigated climate change will likely lead to a further mean global sea level rise by
52–98 cm until 2100, further loss of global glacier volumes by 35–85%, and an increase
of intensity and duration of droughts (IPCC, 2013). It is very likely that frequency and
duration of heat waves increase over most land areas, and that frequency and intensity of
extreme precipitation events increases over most of the mid-latitude land masses and over
wet tropical regions.

All of these climatic changes will have major effects on human societies that have evolved
and adapted their infrastructure in response to a certain climatic situation. For example,
many of the major metropolitan areas are situated close to the sea or in river estuaries.
Hence, a sea level rise can impact these centers of economic activities, possibly leading
to disruptive secondary effects. Loss of glacier volumes will in the long term endanger
the drinking and irrigation water supply for the people living in their watersheds, which
make up about 1/6th of the global population (IPCC, 2007). The increase in frequency and
intensity of droughts and extreme precipitation events will harm the agricultural sector
and possibly lead to regional famines.

The existence of “tipping elements” makes it advisable to follow a precautionary principle
approach to climate change mitigation. Tipping elements can be described as qualitative
changes to large components of the climate/ecosphere once global warming reaches a
certain threshold temperature. These changes strongly increase either climate change
itself or its effects (Lenton et al., 2008). Examples include the thawing of permafrost soil
releasing methane, the melting of the Greenland ice sheet leading to substantial sea level
rise, or the collapse of the Amazonian rain forest influencing regional ecosystems and
precipitation patterns.

In a recent World Bank study called “Turn down the heat: why a 4◦C warmer world
must be avoided”, the authors discuss a number of risks that unmitigated climate change
poses to ecosystems and human societies (World Bank, 2012). While acknowledging
that uncertainties are still large, they come to strong conclusions: “[. . .] a 4◦C world is
so different from the current one that it comes with high uncertainty and new risks that
threaten our ability to anticipate and plan for future adaptation needs. The lack of action
on climate change not only risks putting prosperity out of reach of millions of people in
the developing world, it threatens to roll back decades of sustainable development.”
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1.2 Economics of climate change mitigation

From the above it seems clear that letting the world continue on a path towards unmiti-
gated climate change is not an option. Article 2 of the United Nations Framework Conven-
tion on Climate Change accordingly defines its objective “to achieve [. . .] stabilization of
greenhouse gas concentrations in the atmosphere at a level that would prevent dangerous
anthropogenic interference with the climate system” (UNFCCC Secretariat, 1992). The
conference of the parties specified the ambition of “reducing human-generated green-
house gas emissions over time to keep the global average temperature rise below two
degrees” (UNFCCC Secretariat, 2011). Stabilizing the global temperature increase at a
certain level implies a corresponding cap on cumulative GHG emissions (Matthews and
Caldeira, 2008; Matthews et al., 2009; Meinshausen et al., 2009), which can only be
achieved by decarbonizing the energy system.

Deciding on a level of ambition for the climate target opens up new questions. For any
given climate target, there are a multitude of possible transformation pathways with differ-
ent requirements and (economic) implications. These pathways to decarbonization span
a large solution space: they result in different costs for different nations and populations,
rely on different technologies, require different transformations of the economy, imply
different risks, and are more or less flexible towards policy revisions.

At the same time, a number of different objectives compete with each other, including
lowest total cost, distributional impact, other sustainability challenges, reduction of risk
of failure. Weighting these different objectives is beyond the reach of science, and needs
to emerge from an informed process of public debate and policy choice. What science
can contribute, however, is the exploration of the various implications, including eco-
nomic ones, of different paths in the solution space of mitigating climate change. Such an
exploration can provide a sound scientific basis pointing out the most relevant trade-offs,
which enables policymakers to weigh the various benefits and costs of differing mitigation
targets and decarbonization pathways, and to decide which route to follow.

To provide this scientific basis and identify and assess the most relevant economic trade-
offs of climate change mitigation, IAMs have turned out to be a useful tool, which we
will discuss in detail in Section 1.3 (Nakicenovic et al., 2000; Hourcade and Shukla,
2001; Fisher et al., 2007; Barker et al., 2007; Weyant, 2009). IAMs are computer models
that represent the energy system, the economic sphere, and a simplified link to or repre-
sentation of the climate system, with optional further links to other relevant spheres such
as the land-water nexus, air pollution or ecosystem services. They are used to develop
self-consistent scenarios of how the world might develop under different mitigation poli-
cies and socio-economic assumptions (Morita and Robinson, 2001; Fisher et al., 2007).
Comparing these scenarios allows analyzing the changes to the energy and economic
system that are required to achieve an aspired mitigation target, and to deduce the techno-
economic impacts and requirements of different mitigation targets.

1.2.1 Metrics for economic implications and costs

Comparing scenarios with different levels of climate policy allows quantifying the eco-
nomic costs incurred by reducing emissions. As the decarbonization of the economy will
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have impacts across a variety of sectors and market actors, a number of different metrics
for mitigation costs at different aggregation levels are commonly used (Hourcade et al.,
1996b; Markandya and Halsnaes, 2001; Edenhofer et al., 2006).

Most detailed are direct engineering costs, which represent the explicit costs of a tech-
nical measure that is implemented to reduce emissions. In contrast, sector-specific costs
look at a larger number of mitigation measures and substitutions within one sector, thus
taking a partial equilibrium view. If one also includes general equilibrium effects, i.e. eco-
nomic feedbacks between sectors, one arrives at macro-economic mitigation costs. The
most commonly used metric for such costs are consumption losses: the difference be-
tween the cumulated discounted total consumption in the climate policy and in a reference
scenario, usually stated relative to cumulated discounted gross domestic product (GDP) or
consumption to allow a more intuitive understanding. Welfare costs go one step further:
they include the basic welfare-economic notion that marginal utility of consumption de-
creases as consumption increases, and therefore consumption losses over(under)estimate
the actual welfare effects at high (low) per capita consumption levels (Edenhofer et al.,
2006). Besides changing total GDP or consumption of a country, mitigation efforts will
also directly influence energy prices. Energy prices are a tangible metric, as they are
directly borne by the population. Thus they can serve as a relevant metric to gauge pub-
lic reaction to climate policies. Furthermore, energy expenditures are regressive, such
that mitigation-induced energy price changes capture some of the distributional effects of
climate change mitigation.

1.2.2 Cost-benefit vs. cost-effectiveness analysis

From an economic point of view, an action can be evaluated by looking at all its cur-
rent and future costs, and weighing them off against all the current and future benefits
it brings. This is the principle embodied in cost-benefit analysis (CBA), a tool that is
often employed to evaluate whether or not public projects should be pursued (Layard and
Glaister, 1994; Arrow et al., 1996b; Mishan and Quah, 2007). In the realm of climate
change, CBA might theoretically be used to derive a climate mitigation target according
to the following logic: the optimal amount of mitigation is reached when the marginal
cost of mitigating an additional ton of CO2 is equivalent to the marginal damage this ton
of CO2 would cause in climate damages – at least in theory, if all direct and indirect dam-
ages and costs were known with full certainty and could be aggregated in a consistent way
(Munasinghe et al., 1996).

While CBA is widely used for the appraisal of public projects, e.g., infrastructure in-
vestments, it is of limited use for climate change mitigation. Some IAMs were used to
perform CBA of climate change mitigation (Nordhaus, 1993; Peck and Teisberg, 1995;
Manne et al., 1995; Nordhaus and Boyer, 2000), but this approach has been criticized for
a number of reasons (Munasinghe et al., 1996; van den Bergh, 2004; Ackerman et al.,
2009). As CBA remains a focus point for policymakers and the discussion about its use
for climate change mitigation resurfaces from time to time, we list some of the most
critical issues in the following.

First of all, the exact nature and incidence of climate damages is fraught with uncertainty,
and the way this uncertainty is dealt with can substantially influence the results (Ackerman
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and Munitz, 2012). The monetization of climate damages strongly depends on the choice
of method and requires a multitude of controversial ethical assumptions, such as whether
or not the value of lost life years scales with income (Pearce et al., 1996).

Aggregating costs and damages for a CBA requires some assumption about how future
costs and benefits are discounted, which is a very controversial issue (Rabl, 1996; Ar-
row et al., 1996a; Markandya and Halsnaes, 2001; Halsnaes et al., 2007; Brekke and
Johansson-Stenman, 2008; Dasgupta, 2008; Ackerman et al., 2009; Roemer, 2011). Cli-
mate change impacts are most severe in the far future, while mitigation costs would ap-
ply immediately. Therefore, the higher the chosen discount rate, the less important cli-
mate damages appear compared to mitigation costs. While some argue that discount rates
should be derived from observed interest rates in markets, which leads to comparatively
high discount rates (Nordhaus, 2007), others argue that observed market behavior is un-
suited for the evaluation of long-term societal decisions, and that based on philosophical
arguments much lower discount rates should be used (Stern, 2007).

Also, from the exponential form of discounting in combination with the uncertainty about
the real discount rate it can be derived that for long-term analyses, a declining discount
rate should be used (Arrow et al., 2013) – which is in contrast to current IAM conventions.

According to Weitzman’s Dismal Theorem, fat-tailed distributions of climate change pa-
rameters together with nonlinear climate damages can dominate the discounting proce-
dure and lead to substantially higher expected climate damages than one would calculate
using only the average values (Weitzman, 2009). This poses an issue to IAMs, which
mostly use average values instead of the full probability distribution functions due to
numerical complexity, and thus underestimate climate damages. This issue can be com-
pounded by the mathematical specification of the welfare function in some cost-benefit
IAMs, namely the link between risk aversion and preference towards intergenerational
transfers (Kaufman, 2012).

Aggregating costs and benefits across space also poses substantial challenges for both
modelers and policymakers, as it raises fundamental questions about equity (Banuri et al.,
1996; Banuri and Weyant, 2001; Toth and Mwandosya, 2001; Halsnaes et al., 2007; Gupta
et al., 2007). Most optimizing IAMs that model more than one region utilize the “Negishi
Weight” mechanism (Negishi, 1972; Manne and Rutherford, 1994). This process ensures
that the optimized model result equals the market equilibrium, but it can also be described
as attaching greater weight to the welfare of richer regions to prevent capital transfers from
rich to poor regions (Stanton et al., 2009; Stanton, 2011).

Although the mostly techno-economic nature of mitigation reduces many of the monetiza-
tion issues of climate damages, IAMs might overestimate the difficulties of reducing CO2
emissions as they are usually calibrated on trends and technologies based on observations
in a past where there were no incentives for emission reductions, thus they did not matter.
Many IAMs do not represent the changing nature of socio-economic systems, which will
adapt to new incentives through several mechanisms such as endogenous technological
change or the effect of expectations on investment (Ackerman et al., 2009; Jaeger et al.,
2011).

Some IAMs have begun to endogenize technological change for specific sectors and tech-
nologies (Weyant and Olavson, 1999; Grubb et al., 2002; Edenhofer et al., 2006; Gilling-
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ham et al., 2008), but a full integration of endogenous growth and socio-economic evolu-
tion in IAMs is still missing.

By instead performing cost-effectiveness studies, which analyze the economic costs of
achieving a given climate or emission target, some of these issues can be circumvented
(Munasinghe et al., 1996; Hourcade et al., 1996a; Toth and Mwandosya, 2001; Acker-
man et al., 2009). In such scenarios, the difficulty of monetizing climate damages is
avoided and the impact of the discount rate is reduced (Munasinghe et al., 1996; Acker-
man et al., 2009; Luderer et al., 2013b). In the last decade, the cost-effectiveness approach
has become the norm for IAMs: most model comparison projects (including all studies in
this thesis) assume a certain climate policy as given, and calculate cost-effective paths to
achieve this policy.

1.2.3 Economic implications of climate change mitigation – results
from recent model comparison projects

Model comparison projects employing a number of IAMs are a crucial instrument for as-
sessing mitigation policies and their economic implications. In these model comparison
projects, international research groups define a number of scenarios with different bound-
ary conditions, such as climate target stringency, technology availability, or international
cooperation. These scenarios are then run by all participating IAMs to see if robust find-
ings emerge, or if differences can be traced back to different model assumptions. Here we
briefly list the results from some of the most important comparison projects finished in the
last years, namely ADAM (Edenhofer et al., 2010b), EMF22 (Clarke and Weyant, 2009),
RECIPE (Edenhofer et al., 2012), AME (Calvin et al., 2012a), and EMF27 (Kriegler
et al., 2014).

The ADAM project focused on the cost and achievability of stringent climate targets
based on availability of aggregated technology classes (Edenhofer et al., 2010a; Knopf
et al., 2010). All analyzed models showed technical and economic feasibility of stringent
climate targets, with aggregated mitigation costs of below 2.5% of GDP for scenarios
limiting GHG concentrations to 400 parts per million CO2 equivalents (ppm CO2e). Ex-
cluding renewables from the technology portfolio was found to have the highest impact
on mitigation costs, followed by the exlcusion of carbon capture and sequestration (CCS).

The Energy Modeling Forum study EMF22 analyzed the effect that delayed participa-
tion by certain global regions has on climate mitigation scenarios (Clarke and Weyant,
2009). The analyzed scenarios entailed UNFCCC Annex I countries mitigating emissions
immediately, the BRIC states (Brazil, Russia, India, China) implementing mitigation poli-
cies after 2030, and the rest of the world joining in 2050. Such a substantial delay strongly
increased mitigation costs for weak climate policy targets and made achieving a climate
target with 450 ppm CO2e concentration in 2100 impossible for all but two out of the total
of fourteen models.

RECIPE turns the focus on a number of second-best complications that exist in the
real world but were only insufficiently represented in early IAMs, such as inertia, path-
dependencies of infrastructure investments, or myopic behavior (Edenhofer et al., 2012).
For aggregated mitigation costs, the results confirm earlier findings: as long as the in-
ternational community takes immediate action to mitigate climate change, the total mit-
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igation costs of intermediate climate stabilization targets are below 2% of global GDP.
Delaying global climate policy until 2030 would push the 450 ppm CO2 target out of
reach, and renewables and CCS are found to be the most important technologies for mit-
igation (Luderer et al., 2011). When a strongly myopic behavior is assumed, very high
initial carbon prices are required to initiate the trend-break necessary for low climate sta-
bilization (Waisman et al., 2012). Also long-term costs can be substantial due to difficult
decarbonization of the transport sector (Luderer et al., 2011), but additional infrastructure
policies can induce shifts to public transport modes and thereby reduce mitigation costs
substantially (Waisman et al., 2012).

The Asian Modeling Exercise (AME), which Chapter 2 of this thesis is part of, fo-
cused on the role of Asia for global climate change mitigation, with specific diagnostic
attention to the impact of regional socio-economic characteristics (Calvin et al., 2012a).
While differences between regions influence the results in all models, it was also ob-
served that differences between models can be larger than differences between regions
(Clarke et al., 2012), with some models exhibiting dominant technologies and strong re-
gional convergence that might be seen as “model fingerprints”. Also, reasons for differing
base year assumptions were identified (Chaturvedi et al., 2012), and the range of different
model baseline scenarios was analyzed and compared to historical values (Blanford et al.,
2012). A comparison of nationally set targets (the Copenhagen pledges) to the modeling
results for different global climate targets found that some of the national targets seem to
have low ambitions, as they are reached even in the baseline scenarios of several models
(Calvin et al., 2012b).

The Energy Modeling Forum study EMF27, which Chapter 3 of this thesis is part
of, analyzed the role of individual technology groups for the achievability and cost of
different mitigation targets (Kriegler et al., 2014). A large number of models ran a matrix
of scenarios that differed in their assumptions about the availability and cost of major
technology groups such as nuclear, CCS, variable renewables, and biomass, as well as
about additional energy efficiency improvements. Given full technology availability, all
models but one were able to achieve a stringent 450 ppm CO2e target (consistent with
the 2◦C target) at aggregated discounted mitigation costs below 3.5% of baseline GDP.
Limiting technology availability had a marked impact on target achievability and cost,
with highest cost increases resulting from the exclusion of CCS, followed by the scenarios
with limitations on biomass use (Krey et al., 2014).

1.3 Integrated Assessment Models

IAMs1 combine the socio-economic sphere with natural sciences to analyze long-term
interdisciplinary questions such as assessing policies to mitigate climate change (Van Vu-
uren et al., 2011a). They are the workhorse of quantitative research about the economics
of global mitigation. IAMs can be very different in size and scope, ranging from ex-

1In this thesis, we mostly use the term “IAM”, but the terms “Energy-Economy-(Environment/ Emis-
sions/ Climate) Model” or “E3 Model” are also frequently used in the research community. Although much
wider classes of IAMs exist, in the context of climate change they usually consist of an energy-economy
model that at least tracks emissions, but often also is coupled to a reduced-form climate module plus possi-
bly other modules for land use, material flows, etc.
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tremely aggregated and thus mathematically simple models like DICE (Nordhaus and
Boyer, 2000) to extremely detailed models like IMAGE (Bouwman et al., 2006; van Vu-
uren et al., 2010), GCAM (Calvin et al., 2011; Edmonds et al., 2013), MESSAGE (Mess-
ner and Schrattenholzer, 2000; Krey and Riahi, 2009), AIM (Kainuma et al., 2003), or
REMIND-MAgPIE (Popp et al., 2010; Luderer et al., 2013a,b). DICE can be used to
quickly explore a large parameter space and helps to understand basic dynamics and in-
teractions between climate policy and the economy, but the exact results can be dominated
by the simplifying assumptions and thus should not be taken at face value. The large-scale
models manage to create a much more detailed representation of the relevant interactions
in the different subsystems, but due to their complexity are much more challenging to use,
modify, and understand (Craig et al., 2002; DeCarolis et al., 2012).

1.3.1 Purpose of IAMs

The main objective of IAMs in the context of climate change is to produce self-consistent
scenarios of how the future might unfold in several key spheres, namely the energy sys-
tem, the economy, GHG emissions and the climate system. These scenarios are useful to
assess mitigation targets, the possible strategies to achieve them and the economic costs
they entail (Hourcade et al., 1996a; Nakicenovic et al., 2000; Morita and Robinson, 2001;
Sims et al., 2007; Barker et al., 2007; Moss et al., 2010; Van Vuuren et al., 2011b). They
can be seen as focus points that allow identification, discussion and analysis of econom-
ically relevant decisions, they point out bottlenecks where envisioned transformations
might fail, and they help to prioritize the most pressing questions for further research
(Abaza and Baranzini, 2002; Weyant, 2009; Moss et al., 2010; Edenhofer et al., 2012).
IAMs should not be mistaken for crystal balls that try to foretell the future (Smil, 2000b;
Craig et al., 2002). Rather, they help to construct plausible scenarios that are internally
consistent, meaning that they respect the many interactions perceived by the modeler to be
crucial, and monitor stocks and flows of both physical and economic quantities (Nakata,
2004). IAMs are therefore useful tools for policy advice and assessment. They can assist
by scanning the full spectrum of options and determining the crucial technological, eco-
nomic and political factors that influence the achievability of climate targets (Craig et al.,
2002; Edenhofer et al., 2010a; DeCarolis, 2011). IAMs can point out important trade-offs
and necessary decisions between different objectives, such as total cost, distributional
effects, or other sustainability indicators.

Within the approaches used to study the economic implications of emission reductions,
IAMs have important advantages over other methods such as sector-specific studies or
marginal abatement cost (MAC) curves: IAMs can incorporate both the sectorial inter-
actions, the regional interactions, as well as the path-dependencies and inertias seen in
the real world (Kesicki and Strachan, 2011; Morris et al., 2012). Sector-specific stud-
ies can analyze decarbonization options within one sector in high detail, but they omit
the feedbacks that a change within one sector can have on prices, as well as the inter-
actions between decarbonization options in different sectors (Kim et al., 2006). MAC
curves represent a single point in time; they try to estimate what a certain emission reduc-
tion that is achievable through a certain technology deployment or other measure would
cost. However, these costs, as well as the size of possible emission reductions, funda-
mentally depend on what happened in the past. Most energy technologies are long-lived,
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and replacing them outside their normal depreciation schemes comes with substantial cost
increases. Developing and upscaling new low-carbon technologies requires decades – the
emission reductions achievable in a certain year thus depend on whether the technology
deployment process was started five or twenty years earlier.

IAMs are neither prescriptive nor comprehensive – their results should be evaluated in
conjunction with other non-modeled factors influencing policy decisions, such as ethical
premises, social preferences, as well as institutional capacities and limitations.

IAM scenarios also serve as vital input for the research performed by the climate and
integrated adaptation and vulnerability (IAV) modeling communities (Van Vuuren et al.,
2011a): “In turn, IAMs provide to the climate modeling community emissions scenar-
ios of greenhouse gases (GHGs) and short-lived species (SLS) and land-use projections.
IAMs provide to the IAV modeling community projections of socioeconomic states, gen-
eral development pathways, and the multiple stressors of climate change” (Janetos, 2009).

1.3.2 Right or Wrong – the art and science of IA modeling

A more detailed model is not necessarily a better model (Craig et al., 2002). The art
and science of IA modeling consists of determining and modeling the interactions and
dynamics most relevant for a specific problem or research question, and omitting the
details that are not relevant (Epstein, 2008). It is not only technically impossible to include
all details about a certain sector or technology, it can actually reduce usability of the
model, as too much detail potentially swamps the relevant results. The aim of IA modeling
is to reproduce the characteristic patterns of sectorial decarbonization, not to include as
many subcategories of technologies as possible. Another danger of trying to include all
subsector details is that it can create a misleading sense of certainty (Morgan and Keith,
2008).

This does not mean that IAMs are created in a void – their aggregated representations of
interactions and dynamics rely on the existence of more detailed disciplinary and secto-
rial knowledge from which stylized facts can be extracted (Abaza and Baranzini, 2002;
Derr and Patrick, 2009; Bhattacharyya and Timilsina, 2010). An illustrative example:
Changing the energy system will likely require new investments into energy infrastruc-
ture, such as grids or pipelines. An IAM cannot calculate these costs directly, as it does
not have a sufficient spatial detail: a model representing the EU as a copper plate cannot
endogenously determine the additional EU-internal grid investments arising from large-
scale renewable deployment. To do this, bottom-up models with higher spatial detail are
required (Weigt et al., 2010; Leuthold et al., 2012; Schaber et al., 2012; Becker et al.,
2013). From a large number of detailed calculations, it should then be possible to extract
generalized scaling rules that can be implemented in the IAM to roughly represent the de-
tailed costs. Accordingly, there needs to be a constant two-way dialogue between IAMs
and more bottom-up research. Better understanding of the detailed dynamics inside a sec-
tor or subsystem informs the aggregated representation in IAMs, while IAMs provide the
relevant system states (surrounding conditions and interactions, including future demands
and scarcities or expected prices) that might become relevant in the future and therefore
should be investigated in more detail (Schneider, 1997).
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On a fundamental level, IAMs are formed by their modelers – explicitly or implicitly, the
modeler’s perception of the world shapes how the IAM is formulated, which interactions
and dynamics are deemed relevant and therefore programmed into the code, and which
are seen as less relevant and therefore omitted to reduce numerical complexity (Keepin
and Wynne, 1984; Craig et al., 2002; van der Sluijs, 2002). Their nature as scenario-
producing tools makes it difficult to test IAMs against the future development of the world
and find “the right one” – no one can foresee how adaptive economies are, which tech-
nology will evolve how, which policies will be implemented when (Craig et al., 2002;
Weyant, 2009; Scher and Koomey, 2011; DeCarolis et al., 2012). Hence, there exists a
certain space for “a modeler’s choice”. The analysis of decisions about climate change
mitigation requires value judgments about inter- and intra-generational equity that can-
not be determined scientifically, such as appropriate discount factors, equity weights, or
technology risks (Schneider, 1997; Craig et al., 2002; van der Sluijs, 2002; Risbey et al.,
2005; Edenhofer et al., 2012).

If an IAM is only calibrated to past and current micro-states of the different energy and
economic subsystems, it is of little use for analyzing climate mitigation scenarios, as in
these scenarios a hitherto unknown driver changes the world from the state we currently
know: the (priced) scarcity of carbon dioxide emissions (Craig et al., 2002; Nakata, 2004).
On the other hand, if an IAM produces scenarios that in the short to medium term do not
respect currently known technical and economic restrictions and are therefore implausi-
ble, it has little value for either science or policy advice.

It is therefore important to continuously analyze IAMs and their results and ask “is this
a bug or a feature? Are certain results an interesting and relevant outcome of the mod-
eled interactions, or are they an unwanted by-product of simplifications that should be
changed to increase plausibility?” (Derr and Patrick, 2009; Bhattacharyya and Timilsina,
2010; DeCarolis et al., 2012) A valuable tool both for testing and improving IAMs and
for making them more useful for policy advice are model comparison exercises, two of
which can be found in Chapters 3 and 5. For one thing, they force modelers to critically
assess and explain the results of their models and to determine the reasons for diverging
results. Additionally, they capture some of the real-world uncertainty that often cannot
be included in one model, and thus prevent the fallacy of accepting a model’s results as a
true projection of the future (Craig et al., 2002).

1.3.3 IAM typology

Energy-economy-emission-models used for analyzing long-term climate policies can be
classified according to different schemes (Kydes et al., 1995; Sanstad and Greening, 1998;
Hourcade and Shukla, 2001; Barker and Srivastava, 2001; Nakata, 2004; Hourcade et al.,
2006; Edenhofer et al., 2006; Stanton et al., 2009). One insightful way of categorizing
them is to trace them back to four fundamental model types (Edenhofer et al., 2006):
i) computable general equilibrium models, which focus on a detailed representation
of the individual sectors of an economy, ii) optimal growth models, which focus on
the optimal long-term evolution of macro-economic variables, iii) energy system mod-
els, which try to represent the energy system at a high level of detail and disaggregation,
and iv) econometric/simulation models, which deterministically project aggregated state
variables based on time series from the past or differential equations. Furthermore, the
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attributes “top-down” and “bottom-up” are sometimes used to additionally classify mod-
els, with top-down models focusing more on economic effects and – due to their aggre-
gated nature – relying strongly on parameterization, while bottom-up models use a more
detailed, technology-level description that is based on engineering data (Hourcade and
Shukla, 2001; Barker and Srivastava, 2001; Nakata, 2004; Hourcade et al., 2006). The
model type can have a large influence even on the aggregated results: “Still, one relatively
robust feature with the models included in the study is that the technology rich models (in
this case the bottom-up models ETSAP-TIAM, IMAGE, MESSAGE, MiniCAM) show a
lower cost of meeting a 550 ppm CO2e target without overshoot as compared to models
with less technological details“ (Hedenus et al., 2013). In the following, we will outline
some basic characteristics of the four model types:

Computable general equilibrium (CGE) models like EPPA (Paltsev et al., 2005), the
GTAP model (Hertel, 1999), SGM/Phoenix (Brenkert et al., 2004; Fisher-Vanden et al.,
2012), GEM-E3 (Capros et al., 2013) or WorldScan (Lejour et al., 2006), follow the cir-
cular flow of the economy and can be traced back to the input-output models developed
by Leontief (Dixon and Jorgenson, 2012). In the late 1950s, Leif Johanson extended this
approach by adding functional forms for the substitution between input factors, adding
demand/production functions for households and firms and endogenizing prices (Dixon
and Jorgenson, 2012). The basis of a CGE are the social accounting matrix (SAM) map-
ping all the monetary flows of the economy, as well as the market clearing condition for
production factors and commodities, the zero-profit condition for firms and the budget
constraint for households (Mathiesen, 1985; Sue Wing, 2004, 2009). CGEs are calibrated
to the SAM representation of the base year and can be used to analyze statically how an
external shock to one variable affects all other variables in the model. To produce a sce-
nario that spans more than one point in time, they are solved repeatedly, and the outputs
of the static solution of one time step plus some externally prescribed time-evolution of
GDP and technology parameters are taken as input for the next solution. This process is
termed “recursive-dynamic”.

As CGEs usually model a large number of economic subsectors and the commodity flows
between them, they are useful for an analysis of the differentiated impacts that policies
(such as a trade tariffs, or a carbon tax) would have on different economic subsectors.
However, the initial benchmarking to the base-year SAM and their reliance on constant
elasticity of substitution (CES) functions imply that the initially observed flows can have a
determining impact on the future evolution of the system (Clarke et al., 2012). This raises
questions about their suitability for the development and analysis of long-term scenarios
that try to project trend breaks and paradigm shifts, such as would occur in a world trying
to achieve climate stabilization.

Optimal growth models like DICE or MIND (Edenhofer et al., 2005) follow a differ-
ent approach. They are based on neoclassical growth theory and apply the Ramsey-
Cass-Koopmans framework (Ramsey, 1928; Koopmans, 1963; Cass, 1965; Maussner and
Klump, 1996). These models endogenize savings and consumption in order to maximize
intertemporal welfare, which for mathematical reasons is usually taken to be the logarithm
of consumption. Growth models are used to develop intertemporally optimal long-term
scenarios that might be seen as benchmarks of what unlimited foresight and optimal pol-
icy instruments might achieve. They can therefore be useful for climate policy advice and
assessment: they highlight the importance of long-term goals for short-term actions and
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set an aspirational goal. On the other hand, pure optimal growth models usually take an
aggregated view of the economy and the energy system, and are thus less suited for a de-
tailed sectoral analysis of the requirements and implications of climate change mitigation.

Energy system models (ESM), including the MARKAL/TIMES model family (Loulou
et al., 2004; Loulou and Labriet, 2008), MESSAGE, GCAM, POLES (Criqui et al., 1999;
Kitous et al., 2010), PRIMES (Capros, 2004; Capros et al., 2014), LEAP (Heaps, 2008),
OSEMOSYS (Howells et al., 2011), GET (Azar et al., 2003, 2006), REEDS (Short
et al., 2009), LIMES (Haller et al., 2012) and many others, focus on a detailed partial-
equilibrium representation of the energy sector. While some ESMs are simulation models,
most employ an optimization framework and are used to design a cost-minimizing energy
system. They depict the stocks and flows between final energy (or even energy service)
demands and primary energy inputs by modeling numerous energy conversion technolo-
gies that link the different energy types. ESMs are based on engineering input data for
costs and efficiencies of conversion technologies, and usually assume exogenously fixed
final energy demands, although some ESMs include price responses to achieve a more
realistic model behavior. When focusing on the electricity sector, ESMs usually imple-
ment more temporal detail than the other IAM model types, which model time steps of
1–10 years. The reason for this is that electricity is difficult to store and thus not a homo-
geneous good in time: It is not only the total amount of electricity produced over a year
that is relevant, but also when it is produced2 (Steiner, 1957). Therefore, many ESMs
implement two to thirty so-called “time slices” representing characteristic times of a year
with different load values and renewable production, or even represent each hour of the
year. ESMs are well suited for developing a detailed understanding how energy systems
react to policies such as a carbon price. However, their use becomes limited when an-
alyzing stringent long-term mitigation paths or other trend-breaking scenarios. They do
not include the feedback of high energy prices on economic growth, and often do not in-
clude price-responsive energy demands. Also, deep emission reductions will likely lead
to a changing relevance of different economic sectors, resulting in changing demands for
energy services.

Simulation/econometric models include a wide range of different model types, which all
repeatedly use differential equations to calculate the state variables for the next time step
from the state variables of the current state of the world. These equations can either be
developed from first principles or be based on econometric time series. In contrast to CGE
models, they do not necessarily assume general equilibrium; in contrast to growth models,
they have no long-term foresight and intertemporal optimization. The differentiation to
energy system models is more a question of focus (whole economy vs. energy system)
than of methodology, as many ESMs also use econometrically derived functions to project
future energy demands. Examples of this model type include World3 (Meadows et al.,
1972), IMAGE or E3MG (Kohler et al., 2006; Barker and Serban Scrieciu, 2010).

Hybrid models have started to blur this separation of model types, which was never very
strict to start with. Over time, more and more groups have combined aspects from dif-
ferent modeling approaches or coupled different models to each other (McFarland et al.,
2004; Horne et al., 2005; Bataille et al., 2006; Ghersi and Hourcade, 2006; Hourcade et al.,

2Electricity is also not homogeneous in space, thus the where of production and demand is also relevant,
but only very few of the IAM models focus on this aspect. It will be further discussed below in Section
1.4.1.
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Figure 1: Own estimation of how various IAMs rank along two aggregated axes, namely energy sys-
tem focus vs. economic focus, and focus on short-sightedness and market distortions vs. focus on
intertemporally optimal first-best solution. Color-coding denotes the main model types, and shows
some clustering of the models according to their types. Models written in bold are included in the
studies presented in Chapters 3 and 5. Models don’t have an exact position but can show some flex-
ibility through addition or exchange of sub-modules, which is exemplified with range bars for a few
select models.

2006; Böhringer and Rutherford, 2008). Some optimal growth models have added quite
detailed energy systems, e.g., REMIND, MERGE (Manne and Richels, 2005), WITCH
(Bosetti et al., 2006); some CGE models were augmented with ideas from optimal growth
models (IGEM (Goettle et al., 2007), G-cubed (McKibbin and Wilcoxen, 1999)), or from
energy system models (IMACLIM (Waisman et al., 2012), AIM/CGE & AIM/Enduse
(Kainuma et al., 2003)); some energy system models were enhanced by macro-economic
feedbacks (MESSAGE-MACRO (Messner and Schrattenholzer, 2000), PRIMES), sim-
ulation models used detailed energy systems modules (IMAGE-TIMER) or introduced
limited optimization frameworks (E3MG).

In addition to these four model types, a number of further categorizations can help to dif-
ferentiate the models and understand better which models are suited for which research
questions. As just one example, we show in Figure 1 how some of the models named
above might be ranked in a two-dimensional matrix. As y-axis we use the “model world
view” – does a model focus on myopic behavior and market failures, or is it used to
find the intertemporally optimal first-best solution as a benchmark, and thus takes a more
normative approach? The other dimension sorts the models according to their focus on
economic detail in contrast to energy system detail. While three of the main model types
tend to cluster in certain areas of the diagram, it should be emphasized that the models’
behavior can be more flexible: many modeling groups can add or change individual sub-
modules of an IAM und thereby tune the IAM for specific problems and research ques-
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tions, for example including the effect of market failures in an optimal growth model.
This is shown for a few exemplary models with range bars.

1.3.4 The REMIND model

To address the research questions of this thesis, we employ mainly the REMIND model
developed at the Potsdam Institute for Climate Impact Research (Leimbach et al., 2010).
It is a hybrid model that combines an intertemporal growth model with a detailed en-
ergy system model and a simplified representation of the climate system. It can also
be soft-coupled to the agriculture/land-use model MAgPIE (Klein et al., 2014). A de-
tailed description of REMIND can be found in the model documentation (Luderer et al.,
2013a). REMIND represents the world in 11 regions and runs until 2100. This long time
horizon is necessary for the analysis of climate change mitigation: Given the substantial
GHG emission growth over the last decade and assuming realistic rates of change for
energy-economic systems, reduction of emission to close to zero will not happen before
the second half of the century (Rogelj et al., 2011; Matthews and Solomon, 2013).

The economy is represented by a nested CES production function (see Figure 2). The
energy system module represents capacity stocks of more than 50 conventional and low-
carbon energy conversion technologies, including technologies for generating negative
emissions by combining bioenergy with carbon capture and sequestration (BECCS). RE-
MIND accounts for relevant path-dependencies, such as the build-up of long-lived capital
stocks allowing the analysis of embedded emissions and stranded investments (Bertram
et al., 2014), as well as learning-by-doing effects and inertias in the up-scaling in inno-
vative technologies. By explicitly representing the scarcity of energy resources (fossil,
nuclear, biomass and available land for solar and wind) and international trade, it endoge-
nously calculates the reaction of resource prices to climate policies and other scenario
assumptions.

1.4 Decarbonizing the energy system

Substantially reducing GHG emissions necessarily implies decarbonizing the energy sys-
tem, as energy system emissions account for about 66% of all anthropogenic GHG emis-
sions in 2004 (IPCC, 2007). Figure 3 shows a sketch of the US energy system to exemplify
the energy flows and transformations from primary energies on the left to energy services
on the right. Common to most energy systems in developed and emerging economies is
the important role of electricity generation, the use of solid, liquid and gaseous fuels to
provide heat for the stationary sector (combining residential, commercial and industrial),
and the reliance of the transport sector on liquid fuels to provide mobility.

1.4.1 Power sector

When analyzing the decarbonization of the energy system, the electric power sector has a
pronounced position: It accounted for 41% of all energy-related CO2 emissions in 2010
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Figure 3: Exemplary US energy flow chart 2012, showing the energy flows and conversions from
primary energies (left) to energy services (right). Figure was modified from a figure by Lawrence Liv-
ermore National Laboratory/Department of Energy (Lawrence Livermore National Laboratory, 2013).

(IEA, 2012b) and is a highly concentrated sector with relatively few actors. Most im-
portantly, electricity can be produced from a large variety of primary energy types with
widely different emission factors, and as an energy carrier, it is not inherently linked to
carbon – in contrast to solid and liquid fuels, which partially consist of carbon. The last
two points can explain why several studies find that the power sector is the energy sec-
tor most suitable for decarbonization (Fawcett et al., 2009; Luderer et al., 2012). Also,
from a political economy/transaction-cost point of view, the fact that the power sector
is highly centralized and either state-controlled or only recently liberalized can make it
more cost-effective and easier to regulate. The EU emissions trading system (EU-ETS),
which was instituted in 2005 and puts a cap on certain CO2 emissions from the 27 EU
member states, targets the power sector, large factories in the energy-intensive industries
and aviation. The European Commission explains this focus by stating “while emissions
trading has the potential to cover many economic sectors and greenhouse gases, the EU
ETS focuses on emissions which can be measured, reported and verified with a high level
of accuracy” (EC, 2013).

For the power sector, a large number of technology options with low CO2 emissions exist,
although they all have some caveats and should not be seen as “silver bullets”. Replacing
coal with gas will reduce emissions by about 50%, but a large-scale switch to gas might
lead to a lock-in into an infrastructure that is incompatible with the very high emission
reductions necessary for limiting warming below 2◦C above pre-industrial temperatures.
Using biomass instead might lead to the required very low emissions, but the widespread
use of biomass can lead to issues of equity, food security, and induced emissions through
land use change (Sagar and Kartha, 2007; Fargione et al., 2008; Searchinger et al., 2009;
Melillo et al., 2009; Dornburg et al., 2010; Creutzig et al., 2012). Also, biomass is very
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versatile and can be used for the production of low-emission liquid fuels and heat, which
are heavily demanded by the transport sector and for provision of heat. As the biomass
potential is limited, it is therefore not clear whether a cost-efficient energy system will
use the limited biomass supply in the power sector. Using CCS in combination with
fossil fuels could possibly prevent most of the emissions and allow to use the existing
fuel base, but the efforts at scale-up in the last years have been less than promising (von
Hirschhausen et al., 2012). Also, doubts about safe long-term storage have led to public
opposition. Similar to the situation for biomass, CCS can also be used to produce low-
emission liquid fuels, therefore demand from transport and heat sectors will lead to strong
competition for secure sequestration sites. Nuclear power has low emissions, but brings
both the risk of catastrophic failure as well as the unresolved issues of waste disposal,
decommissioning, and proliferation, and thus faces major acceptance issues. Also, ura-
nium supplies for conventional reactors are limited (OECD and IAEA, 2009; Bauer et al.,
2012), and past experience with fast breeder reactors has not been encouraging (SCHNEI-
DER, 2009; Cochran et al., 2010). Hydro power is currently used in many countries of the
world, but not much resource potential remains to provide for the scale-up necessary to
supply future electricity needs (Horlacher, 2003; Kumar et al., 2011; IEA, 2012a). Wind
and solar power resources are huge (Arvizu et al., 2011; Wiser et al., 2011), but unevenly
distributed across the globe. More importantly, electricity production from wind and solar
is variable, which makes integrating them into the current power system a challenge (see
Section 1.4.1). Also, noise and shadowing issues as well as nature conservation concerns
have led to public opposition against wind in densely populated regions, suggesting that
there is a social limit to the number of wind turbines in one region. Finally, geothermal
power is very promising in a few areas of the world where geological conditions are suit-
able, but for most regions, deep drilling is required, which can bring about small-scale
earthquakes and can thus lead to public opposition in densely-populated regions (IEA,
2011; Goldstein et al., 2011).

Electricity is a highly versatile energy carrier whose share in energy system tends to in-
crease strongly as economies develop (Devine, 1983; Ausubel and Marchetti, 1996; Smil,
2000a; Grubler, 2012). Due to its higher value, it currently is mostly used for appliances
and other energy services where other fuels are less suited. Under stringent climate miti-
gation targets, however, the comparatively easier decarbonization of electricity compared
to other energy carriers might lead to an expansion of the use of electricity also for heating
and mobility (Edmonds et al., 2006; Krey et al., 2014).

Modeling the power sector

From a modeling point of view, the power sector is well suited for representation in an
energy-economy model, as consumers have little specific preferences for “different kinds
of power”, thus the assumption of rationally optimizing producers and consumers seems
well-founded. This condition can be very different for the provision of heat and transport
services, where decisions are strongly influenced by individual preferences and lifestyles
(especially for specific types of mobility (Anable et al., 2012), transaction costs (e.g.,
the landlord/tenant dilemma), and other factors (infrastructure dependency of heating and
transport systems, timing of renovations) that are not easily accounted for in an aggregated
economic modeling framework.
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However, complicating issues remain when modeling the power sector, namely that power
is an inhomogeneous good in time and space: Demand is varying over time and located
at certain points, and generation usually does not fully coincide neither in time nor space,
thus additional costs arise to bring the two together (Steiner, 1957; Mohring, 1970; Haus-
man and Neufeld, 1984; Crew et al., 1995; Hsu, 1997; Stoft, 2002; Bessembinder and
Lemmon, 2002; Kirschen, 2003; Green, 2005; Haller, 2012; Ludig, 2013). The fact that
demand is variable requires that some power plants only run a few hours per year. This
shifts the trade-off between capital intensive power plants like coal or nuclear and low-
capital, high fuel cost power plants like gas combustion turbines, leading to a mix of the
two types. Modeling the power system with only one energy balance equation requir-
ing that total electricity demand is equal to total electricity production will ignore this
trade-off and will, as a consequence, not be able to reproduce the reality. In such a sys-
tem, different power plants will only compete on LCOE, thus no intermediate or peaking
power plants will be built.

To overcome this issue, three main approaches are used in large-scale energy-economy
models: time slices3, load duration curves, and additional flexibility equations (Stoft,
2002; Loulou and Labriet, 2008; Neuhoff et al., 2008; Short et al., 2009; Ludig et al.,
2011; Haller, 2012; Sullivan et al., 2013). The first one adds balance equations for several
representative times of the year (e.g., high load / medium load / low load) to reproduce
the fact that some plants will only run a few hours per year. Load duration curves follow a
similar view, but change the basic separation unit from time to capacity. They separate the
total capacity into different electricity bands – the “base” band that is always demanded,
and one or more “intermediate/peak bands” in which power plants can only produce a
limited amount of hours per year. Both approaches directly capture the trade-off between
capital and operation costs seen in reality. The third approach is more parameterized – it
adds another balance equation requiring that the weighted sum of electricity production
must be larger than electricity demand, with different weights attached to different power
plants according to their aggregated flexibility. These weights can then be parameterized
in such a way that the resulting electricity system is similar to the results from a more
detailed bottom-up model that has high temporal resolution and includes detailed ramping
constraints and dispatch decisions (Sullivan et al., 2013).

Variable renewable energies

The integration of wind and solar power into the current electricity system poses chal-
lenges to both technical system design and market design, as two main characteristics set
them apart from thermal power plants: variability and heterogeneity (Grubb, 1991; Skea
et al., 2008; Denholm and Hand, 2011; Sims et al., 2011; Mai et al., 2012; Haller, 2012;
Mills and Wiser, 2012; Ludig, 2013; Hirth, 2013; Ueckerdt et al., 2013; Edenhofer et al.,
2013). Wind and solar power are termed “variable renewable energies” (VRE) due to the
temporal variability of the energy resources they rely on. The fluctuations span a wide
range of time scales: from minutes (clouds, gusts) to day-night cycles to 3–10 day weather
patterns (synoptic) to seasonal and even inter-annual variations. Variability is seen as a

3“Peak capacity equations” are a special subgroup of the time slice approach, in which one additional
equation requiring that total generation capacity must exceed peak demand plus some reserves – it is essen-
tially a “peak demand time slice” with zero length.
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major challenge for the large-scale deployment of VRE, as the current power system de-
sign and the behavior of market actors is adapted to dispatchable power plants. A number
of flexibility options exist that can facilitate the use of VRE (Sims et al., 2011; Math-
iesen et al., 2011), including more flexible generation plants, increased demand response
(Stadler, 2008; Roscoe and Ault, 2010; Cappers et al., 2012), increased transmission to re-
gions with different temporal demand and generation profiles (Weigt et al., 2010; Schaber
et al., 2012; Haller et al., 2012; Becker et al., 2013; Rodríguez et al., 2014), electricity
storage (Drury et al., 2011; Budischak et al., 2013; Steinke et al., 2013), as well as con-
version of electricity to other energy vectors whose demand is not temporally correlated
or which are easier to store, such as hydrogen or heat (Stadler, 2008; Hedegaard et al.,
2012; Arteconi et al., 2012). VRE also suffer from spatial heterogeneity: Wind speed is
strongly influenced by geography (mountain ranges, oceans) and local conditions (surface
roughness leading to turbulence). For solar power, the latitude is the strongest determi-
nant, but local climate (cloud cover) and human influence (smog) can also influence solar
irradiation4. If sites with favorable conditions are far from demand centers, the trade-off
between transmission costs and lower quality of the renewable resource can be analyzed
to determine if it is economical to expand transmission grids in order to achieve higher
capacity factors.

Modeling these issues poses a challenge to large-scale energy-economy-models, as they
usually have a temporal resolution of 1–5 years and a spatial resolution of country to
continent size, which is much too coarse-grained to explicitly include the challenges.
Some existing approaches to modeling these challenges are presented in Chapter 3, while
a highly stylized custom approach is developed in Chapter 4.

1.4.2 Transport sector

CO2 emissions from the transport sector make up 22% to total energy-related CO2 emis-
sions (IEA, 2012b), have experienced substantial growth in the past and are expected to
double until 2050 (IEA, 2009). The current transport sector relies almost exclusively on
liquid fuels, mostly coming from crude oil (IEA, 2009). Accordingly, it is expected that
the transport sector will be particularly difficult to decarbonize (Schäfer and Jacoby, 2006;
Barker et al., 2007; Fawcett et al., 2009; Banister et al., 2011; Luderer et al., 2011).

In principle, decarbonization options for the transport sector exist on many different levels
(Schafer et al., 2009): Total demand for mobility can be reduced through increased travel
costs, improved (urban) infrastructure or changed consumer preferences (Banister et al.,
2011; Waisman et al., 2013). Modal shift from travel modes with high carbon intensity
such as aviation or private vehicles to ones with lower carbon intensity such as buses,
trains or ships will reduce GHG emissions (Cuenot et al., 2012). Within one travel mode,
energy demand and thus emissions can be reduced through more efficient vehicles (either
through technology or smaller and lighter vehicles), as well as increased load factors.

4It should be noted that fossil power is also to some extent geographically heterogeneous: coal power
plants are preferably built either close to coal mines or close to rivers or the ocean to allow cheap shipping
of coal, and thus not necessarily close to demand centers. If no infrastructure exists, building transmission
lines and transporting coal by wire can be cheaper than transporting the coal by rail (Bergerson and Lave,
2005). However, the influence of choosing a suboptimal site for a coal power plant on the price of electricity
is lower than the price markup when building a wind farm at a site with very low wind speeds.
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Switching to advanced vehicles like plug-in hybrids, battery electric vehicles or fuel cell
vehicles not only increases efficiency, but can also open up new paths to low-carbon
primary energies like renewable or nuclear energy (Schäfer and Jacoby, 2006; van Vliet
et al., 2010; Kyle and Kim, 2011; Bosetti and Longden, 2013). Finally, the Fischer-
Tropsch process allows the production of liquid fuels from biomass, coal or natural gas,
both with or without CCS (van Vliet et al., 2009; Liu et al., 2011).

However, none of these decarbonization options is expected to be easily deployed. Trans-
port demand has been persistent in the past, and is strongly influenced by urban form and
lifestyle, both of which are slow to change. Infrastructure development has been mainly
geared towards light-duty vehicles, and a fundamental mind change would be required
to achieve modal shift to less carbon-intensive modes. Advanced battery-electric or hy-
drogen fuel cell vehicles are currently substantially more expensive than regular internal
combustion engines, and require the build-up of a comprehensive refueling network – a
chicken-and-egg coordination challenge. The extent to which the various mitigation op-
tions are applied at the different system levels is discussed in Chapter 5.

Further policies besides pricing carbon can have a substantial influence on mobility de-
mands, and thus CO2 emission. Cuenot et al. (2012) use the IEA’s mobility model to
develop a passenger transport scenario in which a variety of measures including strong
policy action result in modal shifts towards less energy-intensive modes, leading to a 20%
decrease of CO2 emissions in 2050 compared to their reference scenario without these
modal shifts.

1.5 Thesis objective and outline

This thesis aims to improve the understanding of the techno-economic achievability of
low stabilization targets, with a focus on the role of variable renewable energies and on
the transport sector. It addresses a series of questions, which can be grouped into three
categories:

Economic implications of stringent climate targets
What are the economic costs of low stabilization scenarios?
What are the main characteristics and determinants of these mitigation scenarios?
What are the technologies contributing most to emission reductions?
How do the structural patterns of the decarbonization of different sectors compare?

Variable renewable energies
How important are variable renewable energies for decarbonizing the power sector?
How important are system integration costs for the deployment of VRE?
What influences the answers to these questions in different IAMs?

Transport sector decarbonization
How much and through which options can transport emissions be reduced?
How does transport decarbonization compare to the decarbonization of other sectors?

These questions have been addressed in five journal publications, which are reproduced as
Chapters 2–6 of this thesis. The publications are based on the results of energy-economy
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models, mostly the REMIND model. The author of this thesis significantly contributed to
the development and fundamental improvement of REMIND in the process of answering
the research questions by

• introducing adjustment costs for more realistic technology deployment paths

• developing more realistic final energy demand projections and calibrating the model
with respect to these projections

• developing a transport sector representation with explicit modeling of vehicle stock

• developing simplified storage and grid expansion cost representations

• introducing a new solar technology (concentrating solar power, CSP) and updating
parameters for photovoltaics (PV)

• developing a new resource data set for solar power technologies

Chapters 3 and 5 also include results from other energy-economy-models, which were
provided by courtesy of the respective modeling teams named in the individual publica-
tions in the context of IAM model-comparison projects.

1.5.1 Structure of the thesis

The thesis consists of five self-contained articles either published or under review in peer-
reviewed journals. The design of the thesis is presented in Figure 4. Chapters 2 and 6

Variable Renewable Energies

Relevance of sectors and technologies for mitigation

The role of renewable 
energy in climate stabilization

Using the sun to
decarbonize the power sector

Transport

Long‐Term Transport Energy 
Demand and Climate Policy

Asia's role in mitigating climate change

Achievability of stringent climate targets

Economic mitigation challenges66

33

44

55

22

Framing the Research

Introduction11

Framing the Research II

Synthesis and Outlook77

Figure 4: Overview of the thesis structure, with grey circles showing the chapter numbers. Chapters
shown with blue shading consist of model comparison studies and include the results of many IAMs.
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bracket the research by discussing the general structure of mitigation scenarios devel-
oped with the energy-economy-climate model REMIND, and ultimately investigating the
economic feasibility of climate mitigation targets at an aggregated level. Two aspects of
energy transformation scenarios are then investigated in more detail: Chapters 3 and 4
discuss renewable energies, with a focus on variable renewable energies and how they
are represented in energy-economy-models. Chapter 5 turns to the transport sector and
analyzes how different IAMs model the decarbonization of transport, and if the differ-
ent models come to similar results. Chapter 6 finally addresses the fundamental research
question and scans a large number of scenarios to map the trade-offs between ambition of
climate policy, economic implications, technology availability, and further delay before
implementing climate policies. In the following, we provide a brief introduction to each
of the chapters:

Chapter 2: Asia’s role in mitigating climate change: A technology and sector specific
analysis with ReMIND-R

To complement the commonly used metrics “technology deployment” and “technology
option values”, we develop an innovative and enhanced metric that attributes emission
reductions between reference and climate mitigation scenarios to specific technologies. It
thereby facilitates discerning technologies and sectors that contribute most to mitigation,
pointing out enabling factors as well as possible bottlenecks of the required energy system
transformation. We apply this metric to REMIND mitigation scenarios produced for the
“Asian Modeling Exercise”.

Chapter 3: The role of renewable energy in climate stabilization: results from the
EMF27 scenarios

This chapter provides a comprehensive assessment of renewable energy deployment
across a large number of energy-economy-emission models. Using several technology-
restricted scenarios, we analyze the importance of renewable energies for mitigation, both
for electricity and other energy provision. To develop an understanding of the differing
results from the various models, we discuss their assumptions about the main drivers of
deployment of variable renewable energies, namely technology costs, resource potentials
and system integration mechanisms.

Chapter 4: Using the sun to decarbonize the power sector: The economic potential of
photovoltaics and concentrating solar power

Motivated by the substantial differences in VRE deployment in the IAMs analyzed in
Chapter 3, this chapter focuses in depth on the economic importance of a sub-class of
variable renewable energies, namely the solar technologies photovoltaics and concentrat-
ing solar power, for the decarbonization of the electricity sector. To do so, we create a
full set of updated techno-economic input parameters for these technologies, including
investment costs and resource potential. Developing a simplified representation of VRE
system integration costs for use in large-scale energy-economy-models, we analyze the
importance of these cost markups for technology choice in climate mitigation scenarios.
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Finally, we perform a large number of scenario runs to test the robustness of our results
towards assumptions about future cost reductions of solar technologies.

Beyond providing policy-relevant findings, this chapter also serves to document the pro-
cess of developing and augmenting REMIND. Large-scale energy-economy-models are
never “finished” – as the world itself changes, as some technologies are further developed
while others prove more expensive than expected, as some economies grow while oth-
ers meet development barriers, these models need to be adapted, refined, improved and
checked against actual developments to produce more plausible and therefore more useful
future scenarios.

Chapter 5: Long-Term Transport Energy Demand and Climate Policy: Alternative Vi-
sions on Transport Decarbonization in Energy Economy Models

Both the results from Chapter 2 as well as previous model comparison studies have
pointed to the transport sector as being difficult and late to decarbonize in comparison to
the power sector. We therefore perform a model comparison study dedicated to the trans-
port sector: how do different IAMs represent the transport sector, and how similar are
their results? We systematically analyze the various mitigation options along the chain of
causality, including demand reduction, vehicle choice, energy conversion pathways and
carbon capture and sequestration. We discuss differences in timing of decarbonization
between the transport sector and the other sectors.

Chapter 6: Economic mitigation challenges: how further delay closes the door for
achieving climate targets

In this chapter, we employ a large number of scenarios produced with the augmented
REMIND model to comprehensively address the fundamental research question of this
thesis, namely the economic achievability of stringent climate mitigation. We simultane-
ously explore several dimensions of climate policy scenarios, namely the stringency of
climate targets, technology availability, as well as different delays before comprehensive
climate policy is implemented. We use four policy-relevant metrics to explore economic
implications of climate policies, including long-term aggregated costs as well as transi-
tional costs and short-term energy price increases.
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We use the ReMIND-R model to analyze the role of Asia in the context of a global effort to mitigate climate
change. We introduce a novel method of secondary energy based mitigation shares, which allows us to quan-
tify the economic mitigation potential of technologies in different regions and final energy carriers.
The 2005 share of Asia in global CO2 emissions amounts to 38%, and is projected to grow to 53% under
business-as-usual until the end of the century. Asia also holds a large fraction of the global mitigation poten-
tial. A broad portfolio of technologies is deployed in the climate policy scenarios. We find that biomass in
combination with CCS, other renewables, and end-use efficiency each make up a large fraction of the global
mitigation potential, followed by nuclear and fossil CCS. We find considerable differences in decarbonization
patterns across the final energy types electricity, heat and transport fuels. Regional differences in technology
use are a function of differences in resource endowments, and structural differences in energy end use. Under
climate policy, a substantial mitigation potential of non-biomass renewables emerges for China and other de-
veloping countries of Asia (OAS). Asia also accounts for the dominant share of the global mitigation potential
of nuclear energy. In view of the substantial near term investments into new energy infrastructure in China
and India, early adoption of climate policy prevents lock-in into carbon intensive infrastructure and thus
leads to a much higher long-term mitigation potential.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Stabilizing climate change at a level in line with the targets formu-
lated by the international community will require a substantial re-
duction of greenhouse gas emissions relative to business-as-usual
(IPCC, 2007). The recent scenario literature shows that in absence of
climate policy further expansion of fossil fuel use would result in an
increase of CO2 emissions from energy and industry by a factor 1.6–
5.4 by 2100 relative to year 2000 levels (Fisher et al., 2007; Clarke
et al., 2009; Edenhofer et al., 2010; Luderer et al., 2012).

In its ‘Copenhagen Accord’, the United Nations Framework Conven-
tion on Climate Change has adopted the target of limiting the increase in
global mean temperature to 2 °C (UNFCCC, 2012). This target implies a
tight limit on the remaining budget of anthropogenic greenhouse gas
emissions (Meinshausen et al., 2009). The majority of modeling studies
that have considered climate change mitigation targets consistent with
climate stabilization at 2 °C arrived at 2050 emissions reductions of at
least 50% with respect to 2005 levels, and long term emissions that
are close to zero or negative at the end of the century (Clarke et al.,
2009; Edenhofer et al., 2010). Clearly, emission reductions of this

magnitude require a large-scale transformation of global energy sys-
tems and a massive expansion of low carbon energy technologies.
With their substantial share of global emissions, Asian countries will
play an important role in any effort to limit climate change.

Crucial research questions relate to the role of technologies in
achieving climate targets (e.g. Nordhaus and Nakicenovic, 2011). What
can individual technologies contribute to emission reductions? What
are the determining factors for their effectiveness in reducing emissions
and how do these factors vary regionally? Andwhich technologies carry
the largest part of the mitigation effort? The answer to these important
questions is complex, because the role of technologies for mitigating cli-
mate change is not determined by their individual characteristics alone.
Rather it strongly depends on the entire mitigation pathway character-
ized by a portfolio of technologies deployed over time.

Integrated Assessment Models (IAMs) with a detailed representa-
tion of the energy-economic system cover the relevant dynamics, albeit
many in a stylized form, and therefore are well suited for studying the
role of technologies in achieving climate targets. This requires deducing
their individual contribution to the mitigation effort from the model
output. The most common method is to study deployment levels of
low-carbon technologies under climate policy and make comparisons
to baseline levels (e.g., Calvin et al., 2009; Edenhofer et al., 2010; Krey
and Clarke, 2011; Krey and Riahi, 2009; Luderer et al., 2012; van
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Vuuren et al., 2007). This approach provides an assessment of the tech-
nologies supported by climate policy, but does not directly address eco-
nomic efficiency and mitigation effectiveness. For an assessment of
economic efficiency, some studies have considered scenarios in which
the expansion of individual low carbon technologies is assumed to be
restricted or unavailable (Edenhofer et al., 2010; Krey and Riahi, 2009;
Luderer et al., 2012). Comparing mitigation costs in such technology
constrained scenarios against scenarios with the full set of technologies
available allows the modeler to derive the increase in mitigation costs
that arises from the technology restriction. This cost markup provides
a good indicator for the contribution of a technology to the economic ef-
ficiency in achieving climate targets.

A complementary approach would be to assess mitigation effective-
ness, i.e. the contribution of a technology to emission reductions. How
can emission reductions be attributed to individual technologies? Al-
though this question seems rather simple, there is no straight-forward
way of quantification. The term “StabilizationWedges” has been coined
by Pacala and Socolow (2004), who claimed that the mitigation gap,
i.e. the difference between baseline emissions and emission levels re-
quired to achieve climate stabilization, can be bridged by a combination
of currently available technologies.While such technologywedges have
now become a common tool for illustrating climate stabilization path-
ways to stakeholders and decision-makers (e.g. Edmonds et al., 2000;
EPRI, 2007; IEA, 2010; Placet et al., 2004), we are only aware of a few
studies in the peer-reviewed IAM literature that use technologywedges
(Riahi and Roehrl, 2000; Riahi et al., 2007; Shukla et al., 2008).

A problematic aspect of the Pacala and Socolow approach is the im-
plicit suggestion that mitigation scenarios can be constructed by adding
up mitigation wedges, and that individual technology wedges can be
used interchangeably. Asmentioned above, however, the role of individ-
ual technologies cannot be assessed in isolation. Their contribution to
emission reduction is an emergent system property. Thus, any method
of attributing emission reductions to technologies should be regarded
as a diagnostic tool for analyzingmitigation strategies for a given climate
policy scenario, rather than a tool for constructing mitigation scenarios.
Technology contributions are a function of each other and themitigation
scenario, and cannot be combined arbitrarily. This discussion reflects a
fundamental tension between integrated assessment models of climate
policy that decidedly take a systems perspective, and bottom-up ap-
proaches that try to combine individual mitigation potentials tomargin-
al abatement cost curves (e.g. McKinsey and Company, 2009).

In this paper, wewant to take the concept of attributing emission re-
ductions to individual technologies a step further while retaining a strict
integrated systems perspective. We introduce a new method for attrib-
uting emission reductions as foreseen in mitigation scenarios from
IAMs to individual technologies. This is a purely diagnostic tool for
decomposing the mitigation effort. Due to the system dependency, the
resulting mitigation shares per technology cannot be taken out of con-
text and recombined to different mitigation scenarios. In order to avoid
confusion with the popularized concept of mitigation wedges that has
been used frequently in the latter way, we will call the fraction of emis-
sion reductions attributed to a specific technology a “mitigation share” in
the following.

The value of mitigation shares lies in synthesizing model output on
the regional and sectoral (different secondary energy types) level into
a coherent perspective of the low-carbon transformation. In terms of
mitigation effectiveness, the emission intensity of the replaced technol-
ogymixmatters, which differs across regions (e.g. coal-intensive energy
systems vs. energy systemswith a substantial share of nuclear) andfinal
energy types (e.g. electricity vs. transport fuels). Secondary energy
based mitigation shares capture these heterogeneities in aggregating
mitigation contributions of technologies. While the methodology is a
useful tool as a diagnostic tool for comparing different scenarios from
a single model, it is important to note that its usefulness for comparing
results across models is constrained by its strong dependence on
model-specific properties, such as the resolution of technologies and

energy carriers. Its application across models would require a standard-
ized output on energy conversion routes which has not yet been
established.

The regional focus of the paper is on Asia and a comparison with
other key emitting regions such as the USA and the European Union.
A number of studies have analyzed mitigation potentials and emission
reduction strategies in Asia (Jiang et al., 2000; Kainuma et al., 2003) or
individual countries of Asia, in particular China (e.g., Chen, 2005; Chen
et al., 2007; Jiang and Hu, 2006; Steckel et al., 2011) and India (Shukla
et al., 2008). The focus of our study is to analyze climate change mitiga-
tion in the context of the global effort.We apply the newly proposed de-
composition method to the AME scenarios from the integrated
assessment model ReMIND to investigate the following research ques-
tions: What are the most significant mitigation technologies, and how
does their emission reduction potential compare across different final
energy types? How do realized mitigation potentials of technologies
changewith increasing stringency of climate policy? Howdomitigation
potentials and decarbonization strategies compare across regions with-
in Asia and between Asia and the rest of the world?

We finally apply the model and analysis framework to explore if
there is a benefit of early adoption of climate policies in Asia. Previous
studies found that fragmented climate policy regime result makes
mitigation targets more difficult to achieve (Clarke et al., 2009;
Jakob et al., 2012). Bosetti et al. (2009) and Richels et al. (2009)
showed that the anticipation of future binding climate targets in de-
veloping countries influences near-term investment decisions, thus
avoiding high-carbon lock-ins. We approach the matter by contrast-
ing scenarios with immediate adoption of climate policy by all
world regions with a scenario in which Asian countries are assumed
to delay climate policies until 2020.

Our paper is structured as follows: In the next section, themodel and
scenario setup are introduced. Section 3 describes the methodological
approach for the calculation of secondary energy based mitigation
shares, and how it is distinguished from other approaches of determin-
ing the contribution of technologies tomitigation. Section 6 presents re-
sults from global and cross-sectoral perspective. Region specific results
for Asia are reported in Section 7, along with an analysis of the role of
early climate policy action in Asia. A broader discussion of caveats to
the use and interpretation of the methodology are discussed in
Section 6, followed by a concluding summary of the paper.

2. Model and scenario setup

The Refined Model of Investment and Technological Development
ReMIND in its version 1.3 is used for this study. It is a global Integrated
Assessment Model that represents 11 world regions and considers the
time horizon from 2005 to 2100. A detailed description of this model
is available from previous publications (Leimbach et al., 2010), and
the technical model documentation (Luderer et al., 2010).

ReMIND is composed of three components: (a) the macro-economic
growthmodule that describes socio-economic developments and deter-
mines the economy's demand for final energy, (b) a detailed energy sys-
tem module describing the conversion pathways from various types of
primary energy via secondary energy to final energy, and (c) a climate
module that simulates the response of the climate system to anthropo-
genic emissions of greenhouse gasses and other forcing agents. A key fea-
ture of themodel is that all three components are solved in an integrated,
intertemporal optimization framework, thus fully accounting for feed-
backs between all components of the system (Bauer et al., 2008).

In particular in terms of its macro-economic formulation,
REMIND-R resembles well-known energy-economy-climate models
like RICE (Nordhaus and Yang, 1996) and MERGE (Manne et al.,
1995). REMIND-R is characterized by a comparatively high techno-
logical resolution on the supply side of the energy system (70 conver-
sion technologies with detailed vintage structures), the consideration
of technological learning in the energy sector, and the representation

S379G. Luderer et al. / Energy Economics 34 (2012) S378–S390

60 Chapter 2 Asia’s role in mitigating climate change



of trade relations between regions. This results in a high degree of
where-flexibility (abatement can be performed where it is cheapest),
when-flexibility (optimal timing of emission reductions and invest-
ments), and what-flexibility (optimal allocation of abatement among
emission sources) for the mitigation effort.

The scenarios used for this study (Table 1) are based on the harmo-
nized scenario set used for the AME intercomparison exercise compris-
ing of one reference scenario, three scenarios with a prescribed global
carbon tax, and two climate stabilization scenarios (Calvin et al., this
issue). For the tax scenarios, the revenues are redistributed to the repre-
sentative households, and thus are available for consumption or savings.

Many Asian countries have already adopted climate mitigation
measures. In order to test the value of early adoption of climate poli-
cy, we prepared a variant of the TAX-30 scenario as an addition to the
standard AME scenarios. In this (counter-factual) delay2020 scenario,
the Asian macro-regions China, India, and other Asian developing
countries are assumed to follow their business-as-usual trajectory
without emissions pricing until 2020 and without anticipation of fu-
ture climate policy, while all other world regions implement a uni-
form carbon tax already in 2015. The Asian regions are assumed to
adopt the globally uniform tax from 2025 onwards.

3. Secondary energy based mitigation shares

3.1. Description of methodology

This section describes the methodology of secondary energy based
mitigation shares used in this paper. A full documentation of the
methodology is provided in supplementary material. The basic ratio-
nale is to consider climate-policy-induced changes in the technology
portfolio for each region, time period, and secondary energy type, and
to attribute emission reductions to individual energy conversion
technologies. The method is unique in the sense that it tracks substi-
tutions within the energy sector at the finest resolution represented
in the model. It is composed of six distinct steps (the indices for re-
gion r and time t have been omitted for better readability):

1. For each technology i and secondary energy type j, calculate the
difference of production between baseline and policy scenario ΔSij:

ΔSij ¼ Spolij −Sbauij

2. Calculate emission intensities εij for each technology i producing
secondary energy carrier j:

εij ¼
Eij
Sij

where Eij are the emissions caused by the technology. In the case of
joint production, emissions for each technology are distributed across
products according to the relative shares of energy output.

3. Calculate the average emission intensity ε j of replaced production
of secondary energy carrier j:

ε j ¼
∑i:ΔSij≤0 Epolij −Ebauij

� �
∑i:ΔSij≤0ΔSij

where the sums run over all technologies with deployment ΔSij lower
than in the baseline.

4. For all conversion technologies i that are deployed at higher levels
than in the baseline, calculate mitigation contribution Mij for the
production of secondary energy carrier j:

Mij ¼
ΔSij ε j−εijð Þ
0

if ΔSij>0

if ΔSij≤0

� �
:

The mitigation contribution is assumed to be zero for technologies
with deployment lower than in the baseline. Note thatMij will be pos-
itive for all technologies with emission intensities εij smaller than the
average emission intensity of the replaced technologies. This is usual-
ly the case, since climate policy will result in expansion of low emis-
sion technologies. The technology-specific emission intensities can
differ between baseline and policy cases, e.g. because of different vin-
tage structures. As explained in detail in the supplementary material,
an additional term arises in this equation, if εij in the policy case is dif-
ferent from the baseline value. Since this contribution is very small,
and for the sake of conceptual clarity, we omit it here.

5. For each secondary energy carrier j, calculate the contribution of
adjustments in energy end-use to emission reductions. These
terms capture both the reductions in final energy demand and
substitutions between final energy carriers.

Mend
j ¼ −∑

i
Spolij −Sbauij

� �
ε j

Note that Mj
end can become negative if the secondary energy demand

j is higher in the policy case than in the baseline. For some of the sce-
narios considered, we find electrification of energy end use to result
in higher electricity consumption than in the baseline, thus yielding
a negative end-use share for electricity. In line with intuition, howev-
er, this is found to be smaller than the end-use related emission re-
duction from non-electric end use. As discussed in Section 3.2, the
treatment of such substitutions on the end-use level is a key source
of ambiguity in the methodology.We can proof that the sum of all
technology contributions Mij and the end-use contribution Mj

end is
equal to the difference of baseline and policy emissions (see supple-
mentary online material). Hence, the decomposition of emission re-
ductions into the above components is complete. An important
feature of this approach is thus that the end-use contribution is calcu-
lated explicitly, rather than determined as the residual of the mitiga-
tion gap.

Table 1
Description of reference and climate policy scenarios used. REF, TAX scenarios, as well
as 3.7NTE and2.6OS are part of the harmonized scenario set of the AME study.
delay2020 is a complementary scenario conducted for this paper.

AME scenario
name

Description Short
descriptor

Reference Reference scenario. No climate policies beyond Kyoto
Reductions for EU and Japan.

REF

CO2 price $10
(5% p.a.)

CO2 pricing scenarios with globally uniform tax
starting from 2015 increasing at a rate of 5% p.a. 2020
price levels are $10, $30, $50, respectively.

TAX-10

CO2 price $30
(5% p.a.)

TAX-30

CO2 price $50
(5% p.a.)

TAX-50

3.7 W/m2

NTE
Stabilization scenarios aiming at radiative forcing at
3.7 W m−2 (550 ppm CO2e, not-to-exceed), and
2.6 W m−2 by 2100 (450 ppm CO2e, overshooting
allowed).

3.7NTE

2.6 W/m2 OS 2.6OS

Variant of TAX-30 scenario with Asian developing
countries myopically following reference scenario
until 2020. Asia adopts carbon tax in 2025, all other
world regions in 2015.

Delay2020

S380 G. Luderer et al. / Energy Economics 34 (2012) S378–S390

2.3 Secondary energy based mitigation shares 61



6. For 11 regions, 48 primary to secondary energy conversion tech-
nologies and 9 secondary energy carriers represented in
ReMIND-R, steps 2 and 3 result in some 450 non-zero summands
of individual reduction contributions for each time step. For the
further analysis, we thus group these ‘micro-shares’ into different
technology categories, final energy types, and region groups.

3.2. Relation to alternative approaches

A number of alternative approaches for calculating the economic
mitigation potential of technologies have been used in the literature
or are conceivable. The choice of methodology can have a strong in-
fluence on the resulting relative size of mitigation shares.

In view of differences in methodologies which potentially have a
strong effect on the results, it is important to consider the advantages
and disadvantages of the alternative approaches. In order to structure
the discussion, it is helpful to distinguish between three types of energy
system adjustments in response to climate policy: (a) substitution be-
tween secondary energy supply technologies (e.g. substituting nuclear
for coal in electricity production), (b) substitution between different
final energy carriers (e.g. using electricity instead of liquid fuels in trans-
port), and (c) final energy demand reduction (e.g. more efficient appli-
ances or insulation of buildings, or reduction of energy service
demand). We thus propose to evaluate alternative methodologies
based on their ability to capture the energy system transformation in
terms of the substitutions and adjustments occurring in the model.

By choice of an accounting method, implicit assumptions about
substitutions between baseline and climate policy case are made.
Methods can thus be categorized according to their assumptions
about substitutions. In many studies, the mitigation contribution is
calculated based on changes in primary energy consumption, e.g. in
Edmonds et al. (2000), and Riahi and Roehrl (2000). Such a calcula-
tion based on primary energy is problematic for several reasons.
First, there is no unambiguous way of primary energy accounting
(Lightfoot, 2007; Macknick, 2011; IPCC, 2011, Annex II). This ambigu-
ity in primary energy accounting translates directly to ambiguity in
the calculation of CO2 emission mitigation contributions (cf. Supple-
mentary Online Material). Secondly, climate policy will induce substi-
tutions on the level of secondary energy production (e.g. by replacing
electricity from coal with electricity from nuclear power), or on the
level of final energy demand (e.g. by a switch from non-electric
final energy demand in households and industry to electricity). Such
substitutions will not necessarily result in a one-to-one substitution
on the primary energy level. Thirdly, related to the second point, dif-
ferent secondary energy carriers have different conversion efficien-
cies and emission intensities. For accurate accounting how much
each energy carrier contributes to reduce emissions matters, for in-
stance, if renewable energy replaces fossils in electricity production
(where one unit of wind or solar primary energy replaces some two
to three units of fossil primary energy), or to produce heat (where re-
newables and fossils have similar conversion efficiencies). This differ-
ence is not captured by primary energy accounting.

Secondary energy based economic mitigation potentials as calcu-
lated with our approach alleviate some of the problems associated
with the primary energy based calculation. Much of the ambiguity as-
sociated with primary energy accounting is eliminated, because sub-
stitutions are tracked in terms of secondary energy production in
physical quantities. The approach also fully differentiates according
to emission intensities of different secondary energy types. The con-
tributions of final energy demand reductions are accounted for in
terms of avoided emissions that would have occurred if the energy
had been produced with the technology mix deployed in the baseline
scenario. In principle, it would also be possible to calculate the effi-
ciency contribution based on the carbon intensity in the policy sce-
nario. However, this would result in abatement credits (i.e., emission
reduction per unit of secondary energy produced) for zero-carbon

technologies that exceed baseline emission levels, and thus would be
implausibly high.

A key limitation and source of ambiguity in the approach is, how-
ever, the treatment of substitutions between final energy carriers, for
instance increased the use of electricity in lieu of gas or coal for indus-
try which are treated in terms of secondary energy demand changes.
If one energy carrier is expanded to substitute for another, a negative
end-use mitigation share for the expanded FE carrier is calculated,
and a positive end-use mitigation share for the FE carrier that con-
tracts. The composite end-use contribution is then calculated as the
sum of both end-use shares. It is important to note that this approach
deviates from the paradigm of tracking substitutions according to the
model mechanics. In the supplementary material section, the effect of
using alternative approaches for treating negative end-use shares is
explored and found to have a noticeable but moderate effect on the
results. The treatment of changes in end-use crucially depends on
the model representation of the demand side, thus limiting the com-
parability of mitigation shares calculated for different models.

For a model with detailed representation of end-use, it would in
principle be possible to calculate end-use based mitigation shares.
This would involve the following steps: (i) identification of all possi-
ble energy service supply pathways from primary energy to second-
ary energy to energy service (e.g. conventional cars with petrol,
conventional cars with biofuels, electric cars with renewables, electric
cars with nuclear etc. for the provision of passenger transport), and
their deployment differences between baseline and policy case,
(ii) calculation of the emission intensity of energy service supply of
all alternative supply pathways (e.g. in gCO2 per passenger kilometer),
(iii) calculation of the baseline emission intensity for each energy ser-
vice, (iv) calculation of the mitigation share of each energy supply
pathway (micro-shares), and (v) aggregation of these micro-shares
into reasonable technology groups to obtain aggregate mitigation
shares. These steps would be analogous to our methodology of sec-
ondary based mitigation shares presented in Section 3.2. It is impor-
tant to note, however, that the practicability of tracking a huge
number of possible conversion pathways in a highly complex energy
system is a crucial limitation of such an approach. Moreover, ad-hoc
assumption would be required to split between the supply side con-
tribution (e.g. renewable electricity instead of petroleum) and end
use technology contribution (electric instead of conventional cars),
which will always be to some extent ambiguous. This challenge is
akin to the split between carbon intensity and energy intensity im-
provements in Kaya-type decomposition analysis (e.g. Ang, 2004).
Since ReMIND does not have a detailed representation of energy ser-
vices, such an extension is clearly beyond the scope of our paper, but
it would be a worthwhile topic for subsequent research.

4. Economic mitigation potential of technologies

4.1. The global perspective

In order to achieve climate stabilization, emissions have to be re-
duced substantially compared to business-as-usual. The scale of this
challenge is illustrated in Fig. 1. Under our baseline scenario, which de-
scribes a world without any climate policy, emissions from the energy
system would more than double between 2005 and 2060, and slightly
decrease thereafter. Driven by a nine-fold increase in gross world prod-
uct between 2005 and2100, the scale of the global energy systemwould
reach almost 1200 EJ/yr in terms of primary energy use1 (Fig. 2). This in-
crease is largely driven by an increase in coal use. Our medium tax sce-
nario TAX-30 results in a climate forcing of 2.9 W m−2 by 2100, roughly
consistent with the 2 °C target. Global energy-related CO2 emissions
peak in 2020 and decline to negative net emissions by 2080.

1 Primary energy demand is expressed in direct equivalent terms, see IPCC (2011,
Annex II) for a detailed discussion of primary energy accounting methods.
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Based on themethodology outlined in Section 3, the emission reduc-
tions performed relative to the baseline scenario can be attributed to the
technology groups fossil fuel switch, fossil CCS, biomass without CCS,
biomass with CCS, other renewables, nuclear, as well as improvements
in end-use efficiency. This analysis reveals that the bulk of themitigation
effort is borne by bioenergy use with CCS (BECCS), non-biomass renew-
ables, and end-use efficiency. It is important to note that the end-use
share accounts not only for the improvements of demand side efficiency
in using various final energy carriers, but also for the substitution from
energy carriers that are less efficient or more carbon intensive to those
that are more efficient and less carbon intensive, e.g. increased use of
electricity instead of solids in households and industry. The share of
end-use efficiency in total abatement is particularly high initially, and
continues to contribute substantially to the mitigation effort throughout
the century. The significance of biomass lies (a) in its versatility as prima-
ry energy carrier for transport fuels, electricity production, and
non-electric secondary, and (b) in the possibility to generate negative
net emissions using BECCS. For this study we assumed a resource con-
straint on the availability of bioenergy that increases from 2005 deploy-
ment levels of 55 EJ to 200 EJ in 2050. With this constraint, the main
contribution of biomass to emissions abatement comes from redirecting
bioenergy feedstocks to BECCS conversion pathways, rather than the ex-
pansion of bioenergy production. ReMIND considers a variety of BECCS
conversion technologies, ranging from biomass based internal gasifica-
tion combined cycle power plants (Bio-IGCC), to biomass-to-liquid,
bio-gasification, and biomass-based hydrogen production. Non-biomass
renewable deployment is dominated by wind energy, solar photovoltaic,
and concentrating solar power, all of which contribute substantially to
the provision of carbon-free electricity in the climate policy scenario.

The expansion of nuclear energy and the introduction of fossil CCS
contribute at a smaller scale, and their contribution declines in the

2nd half of the century. We assume a constraint on global uranium
availability of 23 MtU3O8,2 which limits the long-term deployment
level of nuclear. Fuel recycling of uranium and the use of alternative
nuclear fuels are assumed to be unavailable. The competiveness of
fossil vis-à-vis carbon-free alternative technologies decreases with
increasing carbon prices due to the significant residual emissions,
thus making fossil CCS less attractive in the long term. Fuel switch
(i.e. use of less carbon-intensive fossil fuels, e.g. natural gas in lieu
of coal) only have negligible contributions to the mitigation effort.
At the level of ambition considered here, fuel switch is unattractive
due to the small emission reductions compared to advanced low car-
bon technologies.

The dominance of BECCS, other renewables, and end-use efficien-
cy in global emission reductions is robust over the entire set of cli-
mate policy scenarios (Fig. 1b). Their realized emission reduction
potential increases with increasing climate policy ambition and car-
bon prices. The contribution of nuclear remains almost constant,
largely due to the limited uranium resource. Similarly, the cumulated
economic mitigation potential for fossils with CCS is similar across
scenarios, because in the high carbon price scenarios higher and ear-
lier deployment of CCS in the first half of the century is offset by lower
deployment of CCS in the later decades. Fuel switch from coal to gas
accounts for a small portion of emission reductions in the TAX-10
and 3.7NTE scenarios, but becomes increasingly insignificant for the
more ambitious scenarios.

Table 2 provides an overview of the scenarios considered. The ref-
erence scenario results in a cumulated emissions budget from fossil
fuel use of 6.0 TtCO2 for the time horizon 2005–2100. An increase of

2 This constraint is based on the values given in the 2009 “Red Book” (NEA, 2009). It
excludes the extraction of uranium from sea water and assumes recovery factors of
~0.5 for undiscovered and unconventional resources.

Fig. 1. (A) Emission gap between the baseline scenario and the TAX-30 climate policy
scenario. The emission reductions induced by climate policy are decomposed into six
technology groups as well as the contribution of changes in end-use. (B) Global emis-
sion reductions cumulated 2005–2100 for different climate policy scenarios.

Fig. 2. Primary energy consumption (direct equivalent accounting) in (A) the baseline,
and (B) the TAX-30 climate policy scenario.
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radiative forcing to 6.0 W m−2 would result, with a transient tem-
perature response of 3.5 °C by 2100, assuming a climate sensitivity
of 3 °C. The carbon tax scenarios result in reductions of cumulated
CO2 emissions to 2.5 TtCO2 (TAX-10), 1.4 TtCO2 (TAX-30), and 0.94
TtCO2 (TAX-50). Emission budgets for the climate stabilization sce-
narios 3.7NTE and 2.6OS are 2.3 and 1.2 TtCO2, respectively. The tax
scenarios lead to radiative forcing levels of 2.5–3.7 W m−2. While
three of the policy scenarios have a medium (TAX-30) or above 50%
likelihood (TAX-50, 2.6OS) of reaching the 2 °C target, the TAX-10
and 3.7NTE scenarios would likely fall short of this target.

The ordering of mitigation costs corresponds to that of emission
budgets. The cumulated discounted consumption losses incurred by
climate policy range from 0.4% (TAX-10), 0.6% (3.7NTE), to 1.1%
(TAX-30), 1.5% (2.6OS), and 1.6% (TAX-50). A strongly convex cost
pattern emerges: incremental mitigation costs increase substantially
with increasing levels of climate policy ambition.

4.2. Decarbonization of end-use

The method of secondary energy based mitigation shares makes it
possible to attribute the mitigation effort to the three final energy
types electricity, heat, and transport fuels. In ReMIND-R, electricity
is exclusively used for in the stationary sector, i.e. for residential,
commercial and industry. The “heat” group of final energy carriers
comprises all non-electric energy carriers for the stationary sector
that are represented in the model: solids, liquids, gasses, centralized
and distributed heating, as well as hydrogen. Transport fuels consid-
ered are petrol, diesel, and hydrogen. Electrification of transport
(e.g. electric vehicles) is not represented in ReMIND-R. In 2005, elec-
tricity generation worldwide accounted for emissions of 9.8 GtCO2,
while emissions from heat production (households and industry)
and transport were 12.5 GtCO2, and 7.2 GtCO2, respectively.3

Fig. 3(a) breaks down emission reductions for the TAX-30 scenario
by the final energy types electricity, heat and transport. The analysis
reveals that mitigation contributions and decarbonization patterns
differ considerably across these three different final energy types.
An array of supply-side low-carbon alternatives is available for the
power sector: renewables (mostly wind, photovoltaics and concen-
trating solar power), nuclear power, and CCS with fossils or biomass.
As a consequence, cumulative emissions are reduced to 7% of the
emissions that would occur under business-as-usual. In ReMIND-R,
much fewer technology options are both available and economic for
non-electric energy, therefore heat and transport fuels account for
the bulk of the residual CO2 emissions from the energy system. In
the transport sector, the production of synfuels and H2 from biomass,
and to a lesser extent also from coal, in combination with CCS are the
most important mitigation technologies in our model. End-use (effi-
ciency improvements and demand reduction) accounts for about a
third of emission reductions relative to the reference scenario.

Heating is characterized by the highest share of residual emissions
(35% of reference levels). The relevant supply-side mitigation tech-
nology options used by the model are methane and hydrogen produc-
tion from BECCS, and non-biomass renewables for low-temperature
heat. They combine to a reduction of 26% relative to reference levels.
The dominant share of emission reductions (37%) in the heat sector
originates from end-use: In addition to the reduction of energy inten-
sity, the shift to electricity as a final energy carrier contributes strong-
ly. Conversely, based on the emissions accounting methodology used
here, the resulting increase of electricity demand yields a negative
contribution of end-use for electricity.

The difficulty of decarbonizing heat and transport hints at a domi-
nant role of these end-use types in defining the lower limit of achievable
reduction targets (“feasibility frontier”, cf. Knopf et al., 2011). Fig. 3(b)
provides a complementary perspective on sectoral emission patterns
by decomposing residual fossil emissions and thenegative BECCS contri-
bution by end-use types. The fossil fuel emissions from the power sector
are dominated by residual emissions from existing vintages of present

Table 2
Overview of scenario results in terms of cumulative CO2 emissions from fossil fuels and industry; cumulative emissions of CO2, N2O and CH4; anthropogenic radiative forcing (in-
cluding long-lived GHGs, aerosols, and other forcing components); increase of global mean temperature relative to pre-industrial levels; and mitigation costs in terms of cumulated
consumption losses relative to baseline discounted at 5%. A climate sensitivity of 3 °C was used in the climate model for the estimation of GMT increase. The probability of exceeding
2 °C is based on 2000–2050 cumulative CO2 emissions and calculated using lookup table provided by Meinshausen et al. (2009).

Scenario CO2 FF&I 2005–2100 [10³ GtCO2] GHG 2005–2100
[10³ GtCO2]

Forcing in 2100 [W m−2] 2100 GMT increase [°C] Prob. of exceeding 2 °C Mitigation costs

REF 6.1 8.1 6.0 3.5 °C 100% –

TAX-10 2.5 3.8 3.7 2.5 °C 88% 0.4%
TAX-30 1.4 2.5 2.8 2.0 °C 52% 1.1%
TAX-50 0.94 2.0 2.5 1.8 °C 37% 1.7%
3.7NTE 2.3 3.5 3.7 2.4 °C 78% 0.6%
2.6OS 1.2 2.1 2.6 1.9 °C 39% 1.4%
delay2020 1.6 2.7 3.0 2.1 °C 66% 1.0%

3 ReMIND 2005 data are calibrated to IEA Energy Balances IEA, 2007a, IEA, 2007b)

Fig. 3. (A) Mitigation contribution of technologies cumulated from 2005 to 2100, and
broken down by the final energy types electricity, heat, and transport fuels for the
TAX-30 climate policy scenario. (B) Residual emissions decomposed by end-use sector.
The solid black line in (B) indicates net emissions.
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generation capacities. These emissions decline gradually as old vintages
of fossil-based power generation capacities are replaced by low-carbon
alternatives. Fossil emissions from heat production remain substantial,
and decrease only gradually in the 2nd half of the century, when an in-
creasing share of the global bioenergy becomes available for this sector.
Due to the lack of competitive alternatives, fossil fuel emissions from the
transport sector remain above 2005 levels throughout the century, de-
spite the considerable increase of carbon prices.

5. Climate change mitigation in Asia

5.1. Emissions abatement and technologies

Asia4 accounted for 36% of global energy-related CO2 emissions in
2005. In absence of climate policy, emissions are projected to increase
more than three-fold over the course of the century, resulting in a 53%
share of global emissions in 2100. The introduction of a price on carbon
is found to result in a substantial decrease of CO2 emissions (Table 3).

Emission trends in the reference scenario differ considerably across
world regions, largely driven by differences in socio-economic develop-
ments, energy resource potentials, and patterns of energy end-use. Sim-
ilarly, domestic abatement efforts and the role of technologies in
realizing emission reductions vary according to regional specificities.

Fig. 4 illustrates regional primary energy consumption in selected re-
gions. Until mid-century, the bulk of the energy supply is provided by
fossil fuels. China, India, Japan and USA are projected to rely heavily on
coal, thus their energy systems are highly emission-intensive. By 2100,
an increasing share of energy supply comes from wind, solar and bio-
mass, particularly in the USA, China, OAS and other developing countries.
When comparing 2100China to India, the larger share of nuclear primary
energy in India can be traced back to the model assumptions about
higher import and transportation costs for coal in India compared to
China, while the transportation costs for uranium are negligible. Under
climate policy, fossil use is scaled back substantially in all world regions.

For the TAX-30 scenario, biomass and nuclear is expanded consider-
ably compared to REF in 2050, and fossil-CCS is deployed at large scale. It
is noteworthy that about four fifth of the global nuclear energy is
projected to be deployed in Asia. By the end of the century, primary en-
ergy supply is dominated by renewables. Strong regional differences
emerge in particular in terms of the role of solar energy, which has the
highest resource potential in China, OAS, USA and other developing
countries. Biomass use plays an important role in Russia (included in
othIC), as well as Latin America and Africa (included in othDC).

As shown in Section 4.2, the sectoral structure of energy end-use af-
fects technology options for climate changemitigation. Current patterns
of final energy exhibit strong regional patterns (Fig. 5): In 2005, the role
of transport fuels in final energy use in the Asian regions is less signifi-
cant compared to the USA and Europe. The share of electricity in
end-use is comparatively small for developing countries. Based on our
assumptions on at least partially converging final energy use patterns,
we project increasing electrification and an increase in the demand for
transport fuels in the developing world. The effect of climate policy on
final energy is two-fold: First, it results in a substantial contraction of
final energy demand in all world regions, and second it tends to increase
the share of electricity in final energy use. This shift to electricity can be
attributed to the large relative price increase of transport fuels and heat
sources due to climate policies: Going from BAU to TAX-30, prices for
natural gas and oil products at the end-user level increase by 100–
400% in the second half of the century due to the carbon taxes, while av-
erage electricity prices only increase by 10–50%. These price differences
are caused by the large number of decarbonization options for power

supply, while the options for transport fuels or heat that are modeled
in ReMIND are much scarcer (see Fig. 3).

Fig. 6 illustrates regional decarbonization patterns for the time span
from 2005 to 2100, both in relative and in absolute terms. The reduc-
tions in cumulative emissions relative to BAU levels in the climate policy
scenarios provide an indication of the economic mitigation potential.
Under the TAX-30 climate policy scenario, global cumulative emissions
contract to one fifth of the emissions that would occur under BAU. Re-
gional abatement potentials vary strongly,with Europe and Japan reduc-
ing no more than 55% and 60% of BAU emissions, while other world
regions (in particular biomass-rich Russia, Latin America and Africa)
are almost carbon neutral over the course of the century. Renewable po-
tentials, both biomass and non-biomass renewables, are found to be key
drivers of regional decarbonization patterns. According to the renewable
resource estimates used for ReMIND (Trieb et al., 2009) China features a
high-quality solar resource potential, thus these technologies contribute
strongly to emissions abatement. In India, by contrast, the resource poten-
tial of non-biomass renewables is currently estimated to be of lesser qual-
ity, making BECCS and end-use efficiency somewhat more important.

5.2. The significance of early action: Asian developing countries

The rapidly developing economies of Asia have recorded consider-
able increases of greenhouse gas emissions over the past years (e.g.
Raupach et al., 2007). Our baseline projects a further rapid increase
of emissions if no climate policy is implemented, due to continued
economic growth, and a strong reliance on coal as a source of energy.
In order to satisfy the growing energy demand, substantial invest-
ments into energy infrastructure are required. This is exemplified by
the rapid expansion power sector as shown in Fig. 7. In absence of cli-
mate policy, the bulk of the near term investments in China and India
will go to coal-based installations. OAS is less coal-reliant in the near
term, as it has cheaper gas reserves than India or China. In the medi-
um term, the share of nuclear in investments increases substantially.
Even without climate policy, investments in renewables are signifi-
cant, and account for a dominant share of power sector investments
by the end of the century. It is important to note, however, that the
share of investments into renewables and nuclear tends to overstate
their share in electricity production, since capital expenditure is
much higher for these technologies than for fossil-based installations.

Climate policy has several effects on power sector investments. In
both China and India, investments into conventional coal-fired power
plants decline rapidly and vanish after 2020, as the carbon taxes quickly
make electricity from coal uneconomic. In the medium to long-term, as
the capital-intensive nuclear and non-biomass renewable technologies
account for an increasing share of new installations, the overall scale of
investments increases substantially. After 2070, renewable investments
decrease due to a stabilization of electricity demand and limitations in
the renewable resource potential. As coal is phased out and nuclear
electricity is initially cheaper than that from renewable technologies,
nuclear investments are brought forward in the climate policy
case compared to the baseline. In the case of India, nuclear investments

4 In this study, we consider the four Asian regions China, India, Japan, and OAS (oth-
er developing countries of Southern, Eastern, and Southeastern Asia as well as Korea).
We refer to the aggregate of these four regions as “Asia”.

Table 3
Overview of regional cumulative energy-related CO2 emissions for the different
scenarios.

Scenario CO2 fossil fuel and industry
emissions 2005–2100 [GtCO2]

Asian share of global total

CHN IND OAS JPN

REF 1.47×10³ 469 702 160 46%
TAX-10 603 249 258 76 48%
TAX-30 357 122 182 62 53%
TAX-50 262 85 141 58 58%
3.7NTE 568 225 254 74 49%
2.6OS 316 110 169 60 55%
delay2020 514 180 210 61 61%
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in the 2nd half of the century are smaller than in the reference case,
due to a depletion of global uranium resources, and the increasing
competiveness of wind and solar energy.

In view of the large investment needs in developing Asia, as well
as the strong effect of climate policy on near-term investments the
question arises to what extent near-term climate policy affects ener-
gy system emissions in the long-term. In order to contrast the
short-term and long-term effects of early adoption of climate policy,
we constructed a variant of the TAX-30 scenario (“delay2020”) in
which China, India, and other developing countries of Asia were as-
sumed to delay climate policy and to follow the reference develop-
ment myopically until 2020, while other world regions adopt the
uniform carbon tax from 2015. The Asian regions are assumed to

join the global climate mitigation effort in 2025 by adopting the car-
bon tax. Considering the substantial climate mitigation efforts that
are already under way in Asia, it is important to note the assumption
of no climate policy until 2020 presents an already counter-factual
development. For instance, China's Copenhagen Pledges in terms of
reductions of the emission intensity of GDP and the low-carbon
share in primary energy provision are roughly in line with our
TAX-30 scenarios. By contrasting our hypothetical delay2020 scenario
with immediate adoption of climate policy in all world regions, we
cannot only analyze how near-term emissions decrease in response
to climate policy, but also how early action influences the
achievability of deep emission cuts in the medium to long-term
future.

Fig. 4. Regional PE mixes (direct equivalent accounting for nuclear and non-biomass renewables) for different world regions in 2005, 2050 and 2100. Left column: REF scenario;
right column: TAX-30 scenario (othIC: other industrialized countries; othDC: other developing countries).
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Fig. 8 shows mitigation shares for both the TAX-30 and the
delay2020 case for China, India, and OAS. Immediate adoption of cli-
mate policy results in a peaking of energy-related emissions in 2020
at a level of 7.2 GtCO2 (China), or 2025 at a level of 1.9 GtCO2

(India) and 3.0 GtCO2 (OAS). For a delay in climate policy, the time
of peaking remains unchanged for China and India, but emission
levels in 2020 are 56% higher than in the case of China, 69% higher
in the case of India, and 26% in the case of OAS.

Due to the lock-in into carbon-intensive energy generation ca-
pacities, the effect of delay on long-term emissions is substantial.5

For delay2020, emission levels in 2050 are still 1.9 GtCO2 (China)
and 1.1 GtCO2 (India) higher, respectively, than in the TAX-30 sce-
nario with immediate action. The emissions of China cumulated
from 2005 to 2100 in the delay2020 case are 513 GtCO2, roughly
44% higher than in TAX-30. In the case of India, the cumulative emis-
sions amount to 180 GtCO2, which corresponds to an almost 50% in-
crease relative to TAX-30. For OAS, the effect of delay is less
pronounced because the bulk of future emission growth in the
no-policy scenarios is projected to occur after 2020. In the
delay2020 case, the global CO2 emissions in 2020 are 7% higher
than in the corresponding TAX-30 case, and the resulting increase
of cumulative global CO2 emissions until 2100 amounts to 240
GtCO2. The 10-year delay of climate policy of Asian countries has a

5 One has to keep in mind that the effect of delaying climate policy is influenced by
the assumption in ReMIND that power plants cannot be retired early.

Fig. 5. Regional final energy consumption by end-use type electricity, heat and transport for different world regions in 2005, 2050 and 2100. Left column: REF scenario; right col-
umn: TAX-30 scenario (othIC: other industrialized countries; othDC: other developing countries).
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small but noticeable effect on long term radiative forcing and tem-
perature levels. In particular, it implies an increase in the likelihood
of overshooting the 2 °C target to 66% compared to 52% in the
TAX-30 scenario (Table 2).

6. Discussion: methodological issues

The analysis of the role of technologies in reducing energy system
emissions ranks high on the agenda of climate mitigation research in
general and integrated assessment modeling in particular. As
discussed in Section 1, different ways of characterizing the role of
technologies in for climate change mitigation exist. They can be
grouped into (a) analyses of deployment levels, (b) analyses of the
cost markups arising from foregoing certain technology options
(“knock-off scenarios”), and (c) analysis of mitigation effectiveness,
i.e. the quantification of the contribution of technologies to emission
reductions. In this paper, we introduced the concept of secondary en-
ergy based mitigation shares, which falls into the latter category.

While these three different approaches provide a consistent per-
spective, they are not equivalent. They assess the role of technologies
from different angles, and thus are largely complementary. Studies of
deployment levels can inform about technology roadmaps and ex-
pansion rates that are consistent with climate stabilization targets.
Technology knock-off scenarios give an indication of the degree of in-
dispensability of low carbon technologies, and allow quantifying their
strategic economic value. Mitigation shares provide a metric for the
contribution of technologies in terms of emission reductions
achieved, i.e. the realized mitigation potentials. Deployment levels
of mitigation technologies, by themselves, do not provide the full in-
formation about emission reductions induced, since these depend on
the emissions of production capacities replaced. Thus the added value
of mitigation shares as a diagnostic tool lies in weighting the

expansion of each technology with the emission reductions induced
by replacing secondary energy production capacities that would
have been utilized in the absence of climate policy, thus synthesizing
information about deployment levels in the policy case relative to the
baseline, as well as substitutions within the energy system.

The most critical drawback in the use of mitigation contributions
is the methodological complexity and ambiguity. A number of differ-
ent approaches exist for quantifying emission reduction contributions
of technologies. This ambiguity in methodology leads to uncertainty
about the appropriate decomposition of emission reductions. In our
view, the secondary energy based mitigation shares presented here
are superior to existing approaches based on primary energy deploy-
ment, chiefly because substitutions of fossil-based technologies by
low-carbon alternatives are traced at the finest level resolved by the
model, and because they remove the ambiguity related to primary
energy accounting. However, as discussed in Section 3.2, the treat-
ment of substitutions between different final energy carriers remains
ambiguous in this framework.

Several other important caveats and limitations remain: (a) in
view of the complex system dynamics within the energy system, it
is not possible to construct alternative mitigation scenarios by
recombining individual mitigation shares. The decomposition of
emission reductions into mitigation fractions is thus only a diagnostic
tool for the analysis of individual climate change mitigation scenarios.
This caveat is particularly important for the communication of results
to stakeholders and policy-makers. (b) The method only accounts for
expansion of mitigation technologies beyond baseline levels. Thus it
tends to obscure the role of low-carbon technologies with substantial
deployment levels in the reference scenario, e.g. nuclear and wind
power. (c) The calculation of secondary energy based mitigation
shares is rather complex and needs to be tailor-made to the represen-
tation of the energy supply and demand structure that is specific to
each individual model. The model-dependence of the decomposition
methodology limits its applicability for comparisons across models.
Further research is required to explore how different energy system
representations affect the outcome of the decomposition analysis.

7. Summary and conclusion

We have described the results of a reference and several climate
policy scenario runs conducted with ReMIND-R. The focus of our anal-
ysis was on the economic mitigation potential of technologies, with a
special focus on Asia.

A number of important policy-relevant conclusions emerge from
our analysis: Firstly, we find that Asia plays a pivotal role in the global
efforts to achieve climate stabilization. Asia currently accounts for al-
most two fifth of global emissions, and its share is projected to grow
further, both in the reference and the climate policy scenarios. Clear-
ly, without involvement of Asian countries, ambitious climate targets
cannot be reached. Reconciling the legitimate priorities of Asian de-
veloping countries in terms of development and economic prosperity
with the requirements of global climate change mitigation requires a
substantial deviation from current emission trends and large-scale
deployment of low-carbon technologies.

On the global scale, we find biomass in combination with CCS,
other renewables, and the reduction of energy demand to offer the
largest potential for economic CO2 emission reductions. Nuclear and
fossil CCS also contribute substantially to emission reductions, partic-
ularly in the medium term. We find substantial differences in
decarbonization of different final energy types. While renewables,
nuclear and CCS offer ample opportunities for reducing emissions
from electricity supply, the mitigation options for non-electric energy
demand represented in ReMIND-R (geothermal heat pumps,
bioenergy, and price-induced improvements of energy intensity)
only have limited reduction potential. Consequently, much larger
emission reductions are realized in the power sector, and the bulk

Fig. 6. Cumulated mitigation from 2005 to 2100 in selected model regions, expressed
(A) relative to baseline emissions, and (B) in absolute terms.

S387G. Luderer et al. / Energy Economics 34 (2012) S378–S390

68 Chapter 2 Asia’s role in mitigating climate change



of residual emissions originates from the provision of transport fuels
and heat energy supply. This result is in line with the findings of the
RECIPE project (Luderer et al., in press), and suggests that the further
development of relevant mitigation options for non-electric energy
demand (such as electric mobility, the thermal insulation of build-
ings, and bioenergy use) are of crucial importance for the cost and
achievability of low stabilization targets.

Regional differences in the role of mitigation technologies can emerge
from three different factors: (a) supply-side differences in fossil and
renewable energy resource endowments; (b) demand-side differences
in the current structure and the future development of final energy use;
and (c) differences in technology factors, such as capital costs, labor
costs, and the policy environment, e.g. due to subsidies, regulation, and
public acceptance. In our scenarios, differences in resource endowments
result in considerable regional differences in technology deployment.
While the biomass resource potential and fossil fuel resources are limited
in Asia, other renewables are an important long-term mitigation option
for China, other developing Asia, and, to a lesser extent, India. In the me-
dium term, nuclear contributes sizably as a bridging technology under

climate policy. So far, systematic studies of the effect of structural changes
in energy end use, aswell as the effect of differences in technology factors
are missing. Such analyses should be a priority for further research.

Finally, our results emphasize the long-term benefits of early im-
plementation of climate policy. Many countries in Asia have already
adopted climate policy measures. We performed a stylized analysis
that contrasts the scenario with immediate and globally coordinated
climate policy to a scenario of delayed participation of Asian develop-
ing countries. Our results demonstrate that early adoption of climate
policy does not only result in near-term emission reductions, but also
avoids lock-in into carbon intensive infrastructure and thus leads to a
much higher long-term mitigation potential, in particular in China
and India.
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Secondary Energy Based Mitigation shares.
Supplementary Material for the Paper

“Asia’s Role in Mitigating Climate Change:
A Technology and Sector Specific Analysis with ReMIND-R”

Gunnar Luderer, Robert C. Pietzcker, Elmar Kriegler,
Markus Haller, Nico Bauer

December 21, 2011

This document provides supplementary information on the abovementioned article. It
contains a detailed description of the approach used to calculate mitigation shares and
proofs that the approach is complete in the sense that the sum of all individual shares
is equal to the difference between baseline and policy emissions.

1 Basic concept

The basic rationale is to attribute emission reductions induced by climate policy to indi-
vidual technologies by tracking the substitution between different technology pathways
for the provision of secondary energy. By considering region, time period, and secondary
energy type individually, the calculation is performed at the highest possible resolution
represented in the ReMIND model.

More formally, we base our method on the following requirements, or axioms:

(A1) The sum of all individual technology shares shall equal the difference between
baseline and policy emissions for each time step and region.

(A2) For each time step, region and secondary energy carrier, the abatement credit (i.e.,
the emission intensity per unit of secondary energy production capacity replaced
relative to baseline) shall be equal for all technologies with deployment levels higher
than in the baseline.

(A3) For each time step, region and secondary energy carrier, the abatement credit
for reductions of end-use shall be equal to that of secondary energy producing
technologies.

(A4) For each time step and region, the mitigation share of technologies with deploy-
ment levels lower than in the baseline shall be zero.
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These axioms are rather intuitive. (A1) demands that the decomposition of emissions
abatement into shares be complete. (A2) and (A3) ensure that all technologies that
produce the same secondary energy carrier as well as end-use efficiency are credited equal
for the replacement of CO2-emitting production capacities that would have existed in
the baseline. Axiom (A4) ensures that none of the emission reductions are attributed to
”dirty” technologies for being deployed at lower levels than in the baseline.

2 Algorithmic Implementation

Based on the above axioms, secondary-energy based mitigation shares can be constructed
in a straight-forward way. It is essential that the method is applied for each time step
and region individually. However, for the sake of better readability the indices for region
r and time t are omitted in the following. The routine is composed of the following
distinct steps:

1. For each technology i and secondary energy type j, calculate the difference of
production between baseline and policy scenario ∆Sij :

∆Sij = Spol
ij − Sbau

ij (1)

2. Calculate emission intensities for each technology i producing secondary energy
carrier j:

εbau,pol
ij =

Eij

Sij
(2)

In the case of joint production, emissions for each technology are distributed across
products according to the relative output shares. Note that the emission intensities
in the policy case can be different from those in the baseline, e.g. due to climate-
policy induced efficiency improvements or different vintage structures.

3. Calculate abatement credit εj as the average emission intensity of replaced pro-
duction capacities of secondary energy carrier j:

εj =

∑
i:∆Sij≤0(Epol

ij − Ebau
ij )

∑
i:∆Sij≤0 ∆Sij

(3)

where the sums run over all technologies with deployment ∆Sij lower than in the
baseline. We show in Sec. 4 that this definition of εj ensures that axiom (A1) is
satisfied – i.e. that the sum of all individual technology shares equals the difference
between baseline and policy emissions.
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4. For all conversion technologies i that are deployed at higher levels than in the
baseline, calculate mitigation contribution Mij for the production of secondary
energy carrier j:

Mij =

{
∆Sij(εj − εpol

ij ) + Sbau
ij (εbau

ij − εpol
ij ) if ∆Sij > 0

0 if ∆Sij ≤ 0
(4)

The mitigation contribution is set to zero for technologies with deployment lower
than in the baseline. Note that the second component in the sum accounts for
changes in the emission intensity of the conversion technology. If the emission
intensity is invariant between BAU and policy case, this term vanishes. This
is usually the case, since climate policy will result in expansion of low emission
technologies.

5. For each secondary energy carrier j, calculate the contribution of adjustments in
energy end-use to emission reductions. These terms capture both the reductions
in final energy demand and substitutions between end-energy carriers.

M end
j = −

∑

i

(Spol
ij − Sbau

ij ) εj (5)

Note that M end
j can become negative if the secondary energy demand j is higher in

the policy case than in the baseline. For some of the scenarios considered, we find
electrification of energy end use to result in higher electricity consumption than
in the baseline, thus yielding a negative end-use share for electricity. In line with
intuition, however, this is found to be smaller than the end-use related emission
reduction from non-electric end use.

3 Aggregation to sector shares

In the model setting discussed in the paper, the concept described in Sec. 2 results in
about 450 mitigation contribution time series Mij – one for each technology and region,
plus one end-use share for each energy carrier and region. Fig. 1 gives a graphical
representation of these micro shares.

The micro shares can be further aggregated across regions, end-use sectors, or tech-
nology groups (see Fig. 2). Table 1 shows the composition of the technology groups and
their contribution to different end-use sectors. Note that the assignment to technology
groups is complete; all conventional technologies are part of the Fuel Switch group and
have a mitigation contribution unequal to zero if they are deployed at higher levels than
in the baseline.
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Figure 1: Micro shares: One technology share for each mitigation technology and region,
plus one efficiency share for each secondary energy carrier and region, results
in a total of about 450 shares.
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Figure 2: Aggregation of micro shares across technology groups, regions and end-use
sectors.
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4 Completeness of decomposition

By construction, the secondary energy shares as described in Section 2 fulfill axioms
(A2-A4). In the following we proof that algorithm also fulfills axiom (A1), i.e. that
the decomposition is complete in the sense that the sum of all technology contributions
Mij and the end-use contribution M eff

j is equal to the difference of baseline and policy
emissions:

Mj = Ebau
j − Epol

j =
∑

i:∆Sij>0

Mij + M end
j (6)

Inserting equations 4 and 5 into equation 6 and rearranging the resulting terms yields:

Mj =
∑

i:∆Sij>0

Mij + M end
j (7)

=
∑

i:∆Sij>0

(
∆Sij(εj − εpol

ij ) + Sbau
ij (εbau

ij − εpol
ij )
)
− εj

∑

i

∆Sij (8)

= εj


 ∑

i:∆Sij>0

∆Sij −
∑

i

∆Sij


+

∑

i:∆Sij>0

(
Sbau
ij (εbau

ij − εpol
ij ) − εpol

ij ∆Sij

)
(9)

= −εj
∑

i:∆Sij≤0

∆Sij +
∑

i:∆Sij>0

(
εpol
ij Sbau

ij − εpol
ij Spol

ij + εbau
ij Sbau

ij − εpol
ij Sbau

ij

)
(10)

= −
∑

i:∆Sij≤0

(Epol
ij − Ebau

ij ) +
∑

i:∆Sij>0

(Ebau
ij − Epol

ij ) (11)

= Ebau
j − Epol

j (12)

As shown, the decomposition of emission reductions into technology and end-use shares
is complete for each secondary energy carrier j, and thus also for the total emissions.

5 Sensitivity analysis: Alternative calculation algorithms

As mentioned in Section 3.2 of the main paper, the used algorithm to calculate mitigation
shares cannot differentiate between actual end-use reductions and substitutions between
secondary energy carriers used for the same final energy type. While this usually does
not matter for the results, there are a few instances within ReMIND where this produces
counterintuitive results, the most important being the production of hydrogen (H2) from
BioCCS in strong mitigation scenarios.

H2 is used to supply both heat and transport energy, and in baseline scenarios it is
mostly produced from coal, thus having high specific emissions. In policy scenarios, it is
mostly produced from BioCCS, resulting in negative emissions. It is therefore used much
more strongly than in baseline scenarios and replaces other secondary energy carriers
like gas (used for heat) or petrol (used for transport).

7
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In the default algorithm, the increased H2 is registered twofold - once as ”additional
emissions due to increased H2 use”, which is counted negatively towards the efficency
share1, and once as ”reduced emissions due to a different technology”, for which BioCCS
receives the full credit for decarbonizing this large share of emission-intensive H2. In
the logic of the model, however, H2 and gas are quite well substitutable (substitution
elasticity of 3 within the final energy type heat), so the hydrogen from BioCCS actually
replaces gas or petrol and not emission-intensive coal-H2.

To test how much we possibly over- or underestimate the contributions from energy
efficiency, BioCCS and renewables, we developed two alternative calculation methods:

Alternative method 1: Specific emission intensity from policy run The change of the
total amount of a secondary energy carrier is credited either with the specific
emission intensity of the policy run or zero, depending on which is larger.2

Alternative method 2: Linear substitution within one final energy type Each final en-
ergy type (heat, electricity, transport) is treated as if the secondary energies used
to supply it can substitute each other linearly. Thus, the average specific abate-
ment credit is calculated for the sum of all secondary energy carriers within one
final energy type, not individually for each secondary energy. This average spe-
cific abatement credit is then used as εbau

j in equations (4) and (5) in Section 2 to
calculate both the efficiency and the individual technology contributions.

It should be noted that both alternatives require some rescaling of the specific abatement
credit used to calculate the technology mitigation shares, else the sum of individual
abatement shares does not add up to the total of mitigated emissions.

The results of the alternative algorithms are shown in Figure 3. Although the detailed
breakdown of mitigation shares over final energy types and time is influenced by the
different algorithms, the general trend of the global mitigation shares is quite similar
across all three algorithms. When comparing the differences between the different algo-
rithms for secondary energy based mitigation shares with those of primary energy based
mitigation shares as described in Section 6, we conclude that the ambiguities can be
significantly reduced by using secondary energy based shares.

Alternative method 1: Specific emission intensity from policy run: This
method attributes changes of the total level of a secondary energy carrier with the specific
emission intensity of a policy run. Thus, reductions of energy use have a much smaller
positive mitigation contribution. To still cover the full abatement done in this sector,
the mitigation contribution of the remaining technology change has to be scaled up
accordingly. This leads to the counterintuitive result that the specific emission reduction
achieved through a zero-carbon technology is larger than the specific abatement credit
for the displaced emission-intensive technology.

1To calculate the efficiency share, the total change in secondary energy use is weighted with the specific
emissions of the displaced baseline technologies.

2Allowing negative specific abatement credits for efficiency would lead to the strongly counterintuitive
result that all the credit of the negative BioCCS emissions go to end-use efficiency for increasing the
use of negative emission energy.
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(a) Default algorithm (b) Spec. em. factor from policy (c) Linear substitution

Figure 3: Global mitigation shares calculated with different algorithms: (a) default, (b)
efficiency is weighted with the specific emission intensity of the policy run, (c)
as default, but all secondary energy carriers within one final energy type are
treated as one energy carrier.

An example may help to illustrate this problem: In a baseline run, 10 EJ of a secondary
energy carrier are used, the specific emission intensity of the supplying technology is
1 GtC/EJ, thus total emissions from this secondary energy carrier are 10 GtC. In the
policy run, only 5 EJ of this secondary energy carrier are used, and these 5 EJ are
completely decarbonized through a zero-emission technology, thus total emissions are
0 GtC. Using the alternative method 1, the efficiency share would then be zero, as the
specific emission intensity of the policy run is zero. Thus, the 10 GtC abatement would
be attributed to the 5 EJ of clean energy, resulting in a specific mitigation credit of the
zero-carbon technology of 2 GtC/EJ - more than was initially emitted in the baseline.

This effect is strongest in the transport sector, where liquid transport fuels produced
from coal are reduced and replaced by liquid fuels from coal with CCS. As the mit-
igation contribution from demand reduction is weighted less strongly, the fossil+CCS
option increases accordingly. Several smaller changes in the two other final energy types
where the efficiency share increases at the cost of the renewable contribution lead to an
aggregated picture as seen in Figure 3b: the Fossil+CCS mitigation share gains, mostly
at the cost of the shares from renewables and energy efficiency.

Alternative method 2: Linear substitution within one final energy type: The
advantage of this method is that it partly overcomes the problem of similar secondary
energy carriers substituting each other within one final energy type by assuming they
substitute linearly and netting out their individual level changes. It thus manages to
better differentiate real efficiency gains (reduced total energy use of one final energy
type) from substitutions between energy carriers.

The main drawback is that the algorithm is not exact in representing the substitution
within the model as it assumes linear substitution within one end-use type. In contrast,
secondary energy carriers substitute non-linearly via a constant elasticity of substitution
function in ReMIND. Therefore, the algorithm requires a small ex-post-rescaling of the
specific abatement credit for each final energy type.
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6 Primary Energy vs. Secondary Energy Accounting

To our knowledge, most existing approaches for the calculation of mitigation shares from
integrated assessment scenarios are based on primary energy accounting. As elaborated
in Section 3 of the main paper, this is problematic for two reasons: (a) substitutions in
the model occur mostly on the secondary level (e.g. one unit of nuclear electricity for
one unit of coal-based electricity), rather than on the primary level; and (b) ambiguities
in primary energy accounting translate directly into ambiguities in the calculation of
mitigation shares.

In order to illustrate the second point, we present PE mixes based on (a) the direct
equivalent accounting method, and (b) the substitution method. In direct equivalent
accounting, one unit of secondary energy production from non-combustible primary en-
ergy (in particular nuclear and non-biomass renewables) is accounted as one unit of
primary energy. The substitution method, by contrast, reports primary energy from
non-combustible sources as if it had been substituted for combustible energy. See IPCC
(2011, Appendix II) for a detailed discussion of primary energy accounting. The different
methods result in a factor of three difference in primary energy accounting of fossils and
non-biomass renewables. As shown in Figure 4, the difference between PE accounting
methods is substantial, in particular for mitigation scenarios with high penetration of
non-biomass renewables and nuclear.

The ambiguity in primary energy accounting translates directly to ambiguity in the
calculation of primary energy based mitigation shares: As illustrated in Figure 5, for
the substitution method, mitigation shares of nuclear and non-biomass renewables are
much larger than in the case of direct equivalent accounting, while efficiency assumes is
much higher for direct equivalent accounting compared substitution method. An impor-
tant advantage of the methodology of secondary energy energy based mitigation shares
(Figure 2) is that the ambiguity arising from primary energy accounting is removed.
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Figure 4: Primary energy supply for the ReMIND TAX-30 scenario, (a) based on direct
equivalent accounting, and (b) based on substitution method.
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Figure 5: Illustrative primary energy mitigation shares for the ReMIND TAX-30 scenario
based on a simple calculation using an ad-hoc method. The use of (a) direct
equivalent accounting, or (b) the substitution method has a strong effect on
the resulting mitigation shares.
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supply. Despite the important role of wind and solar power in climate change mitigation
scenarios with full technology availability, limiting their deployment has a relatively small
effect on mitigation costs, if nuclear and carbon capture and storage (CCS)—which can
serve as substitutes in low-carbon power supply—are available. Limited bioenergy avail-
ability in combination with limited wind and solar power by contrast, results in a more
substantial increase in mitigation costs. While a number of robust insights emerge, the
results on renewable energy deployment levels vary considerably across the models. An
in-depth analysis of a subset of EMF27 reveals substantial differences in modeling ap-
proaches and parameter assumptions. To a certain degree, differences in model results can be
attributed to different assumptions about technology costs, resource potentials and systems
integration.

1 Introduction

There are multiple technological options for reducing greenhouse gas (GHG) emissions from
the energy system. Besides renewable energy sources (RES), nuclear energy and carbon
capture and storage (CCS) are important supply-side mitigation options. RES are often
praised as the most sustainable source of energy for two reasons. First, RES are, in principle,
carbon-free. There are no direct CO2 emissions associated with the deployment of non-
biomass RES. With a few exceptions, e.g. some forms of bioenergy production, life-cycle
GHG emissions of RES are much lower than those caused by fossil fuels, even when all the
stages of production are accounted for (Sathaye et al. 2011). Second, the defining feature of
renewables is that their resource potential does not deplete over time. Moreover, the
combined resource potential of all renewables exceeds the current energy demand by at
least one order of magnitude (IPCC 2011). Given the constraints on fossil and nuclear fuel
availability, and the limited social acceptance of nuclear waste and CO2 storage, it seems
likely that RES will become increasingly important in the long-term, even if climate policies
remain weak. On the other hand, future RES deployment may be limited by (a) the
competition with other sources of energy, (b) currently high costs, (c) regional heterogeneity
of resources (combined with limited transportability) and (d) systems integration challenges.
Since there are more options for producing renewable electricity than non-electric energy,
the RES contribution to climate change mitigation will also depend on the degree to which
end-uses can be electrified, for instance by introducing electric vehicles. A recent IPCC
Report provided already a comprehensive overview of the state of scientific knowledge on
RES (IPCC 2011) by assessing, inter alia, resource potential, technology development,
deployment costs, and potential future deployment levels. A recent meta-assessment of the
role of RES in model based climate mitigation scenarios performed for the SRREN (Krey
and Clarke 2011) showed a strong expansion of renewable energy (RE) technologies in
many scenarios as well as large differences across models.

The EMF27 study (Kriegler et al. 2013) provides a unique framework to further improve
our understanding of the role of RES in climate change mitigation. It features a large set of
scenarios with harmonized technology assumptions based on a wide ensemble of structurally
different, state-of-the art energy-economy-climate and integrated assessment models
(IAMs). The goal of this paper is to explore how renewable energy futures depends on
climate policy, technology availability and model-specific assumptions. More specifically,
we aim to answer the following research questions: (1) What RES deployment levels are
consistent with various stabilization levels, and what are the roles of different RES technol-
ogies? (2) How can RES contribute to electric and non-electric energy supplies? (3) How
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does the availability of RES affect the cost and achievability of climate targets, and can
ambitious climate targets be achieved through RE and energy efficiency alone? (4) What are
the key model assumptions and uncertainties affecting RE deployment levels in mitigation
scenarios?

The overview paper (Kriegler et al. 2013) provides a full description of the EMF27
scenario design. This paper focuses on the following technology variations:

& FullTech: Default case with full technological availability
& LimSW: Share of electricity production from wind and solar limited to 20 %, and

pessimistic assumptions regarding cost reductions of these energy sources, reflecting
technical, economic and institutional challenges associated with the expansion of vari-
able and uncertain electricity generation.

& LimBio: Primary energy supply from modern biomass limited to 100 EJ/year, reflecting
sustainability concerns about strong expansion bioenergy production.

& Conv: Share of electricity production from wind and solar limited to 20 %, and primary
energy supply from modern biomass limited to 100 EJ/year (focus on conventional
supply-side options).

& EERE: Unavailability of CCS, nuclear phase-out, and higher autonomous energy
intensity improvement (30–45 % lower baseline final energy demand in 2100 compared
to the other scenarios).

Each of these technology variations consider scenarios where atmospheric GHG concen-
trations are limited to 450 ppm CO2e by 2100 (temporary overshooting allowed), stabilize at
550 ppm CO2e (no overshoot allowed), or no climate policy is implemented (baseline).

2 RE deployment pathways

The EMF27 models differ significantly in their representations of RES. First, they include
different RE technologies. Table S2.1 in the supplementary material (SM) provides a
detailed overview of the RE technologies represented in the models. While some models
describe RE technologies with a high level of detail, e.g., by distinguishing between
different solar and wind power technologies (TIAM-WORLD, MESSAGE, POLES,
GCAM), other models with a stronger macro-economic focus only represent a few generic
types of technology. In general, the models represent a wider variety of renewable options in
the electricity sector than in the non-electric sector. Second, the models differ in terms of
their methodological approaches and parameter assumptions. Differences related to renew-
able resource potentials, cost assumptions, and the representation of systems integration are
particularly relevant. It is important to keep these differences in mind when comparing
scenario results.

We find that (a) there is significant scope for an increasing role of RES even in the
absence of climate policies, (b) the contribution of RES to energy supply increases strongly
with climate policy stringency, (c) there is greater scope for RES use in power supply than in
the supply of non-electric energy, and (d) that RE deployment varies considerably across
models (Fig. 1a, b). The remainder of this section reviews the renewable energy deployment
levels in the EMF27 scenarios without technology constraints and compares these deploy-
ment levels to the potentials provided in the literature. Section 3 analyses how RES
contribute to electric and non-electric energy supply in various climate change mitigation
scenarios. Section 4 examines the relationship between model assumptions and deployment
levels for a subset of EMF27 models.
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2.1 Wind power

In 2010, wind turbines produced 1.23 EJ, or 1.6 % of global electricity generation (IEA
2012). The resource potential of wind power is large and uncertain, with several studies
citing 70–450 EJ/year (Wiser et al. 2011; Rogner et al. 2012; Turkenburg et al. 2012) as the
practical potential and as much as 5,700 EJ/year as the technical potential (GEA).1 The
growth in deployment of wind power in the Base FullTech scenario is significant (Fig. 1c),

1 Wiser et al. (2011) does not use the “practical” and “technical” distinction. Instead, the authors compare
potential with “limited constraints” and “more constraints”. They estimate 70–450 EJ/year with more
constraints and 70–3050 EJ/year with limited constraints.
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with most models showing an increase of 5–6 % per year throughout the century. In most
models, climate policy results in an acceleration of wind deployment. Six models represent
offshore wind power explicitly, and project that its share in total wind power production will
increase with increasing wind deployment (Fig S2.2 in the SM).

2.2 Solar power

Although deployment of solar power has shown annual growth rates of almost 40 %
over the last 10 years, the current deployment level is still very small, supplying only
0.11EJ/year of electricity in 2010 (IEA). By contrast, the technical potential for solar
power is enormous. Turkenburg et al. (2012) estimate the global technical potential
for photovoltaics (PV) to range from 1,600–50,000 EJ/year. Similarly, Arvizu et al.
(2011) estimate a technical potential of 1,338–14,778 EJ/year for PV and a technical
potential of 248–10,791 EJ/year for concentrating solar power (CSP). Solar power
production varies significantly across the models, ranging from 0–17 EJ/year in 2050
in the baseline and 0–53 EJ/year in the 450 FullTech scenario (Fig. 1d). While in
some models solar power becomes competitive even without climate policies due to
technological progress and increasing scarcity of fossil fuels, power supply remains
largely based on fossils in other models. Most of the models that represent that level
of technology detail project that the share of CSP in solar power increases with
increasing total solar deployment (Fig S2.2 in the SM). Climate policy increases solar
power generation in most of the models, often substantially. With stringent climate
policies in place, solar power assumes a dominant share of electricity production in
the 2nd half of the century in some models (MESSAGE, REMIND, TIAM-WORLD).

2.3 Hydropower

Hydro electricity is currently the most significant non-biomass renewable energy source,
supplying 12.7 EJ/year or 16 % of the world’s electricity in 2010 (IEA 2012). However, the
technical potential for hydropower is limited to 50–60 EJ/year (Kumar et al. 2011; Rogner
et al. 2012; Turkenburg et al. 2012). As a result, growth in the deployment of hydropower is
modest in most models, with climate policies resulting in a moderate increase of relative to
baseline levels (Fig. 1e).

2.4 Bioenergy

The global consumption of bioenergy, including traditional biomass, was 53 EJ/year in
2010, which accounts for more than 10 % of total primary energy (IEA). However,
bioenergy use is currently dominated by traditional fuel use with low final to useful
efficiency. The technical potential for bioenergy in 2050, as estimated by SRREN, is
50–1,000 EJ/year (Chum et al. 2011). Bioenergy is unique for two reasons: (1) its
versatility (it can be used to produce liquids, electricity, hydrogen, gases, or heat) and
(2) the possibility to create negative emissions when combined with CCS. The future
role of biomass to supply modern forms of energy varies significantly across the
models and scenarios in the EMF27 study (Fig. 1f and S2.1). In most models,
bioenergy is predominantly used for the generation of liquid fuels and electricity. A
limited number of models consider heat or gas produced from bioenergy, and often
find substantial deployment potentials. Rose et al. (2013) provide an in-depth discus-
sion of bioenergy use in the EMF27 scenarios.
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2.5 Other forms of RE use

In addition to wind and solar power, hydro-power and biomass RES can be harvested in a
variety of ways. Geothermal energy can be used to produce electricity. However, in those
EMF27 models that represent geothermal power production deployment remains relatively
small (7 EJ or lower in FullTech 450). Aside from biomass, geothermal and solar energy can
provide heat. Deployment is substantial in climate policy cases in the few models that
represent these technologies, suggesting that they could be of strategic importance for
reducing emissions from the buildings sector. SM2.2 provides a more detailed discussion
of geothermal power, geothermal heat and solar heat.

3 The relevance of RES for mitigation

This section considers the energy system from a broader perspective in order to examine the
relevance of RES for mitigation. The EMF27 scenarios allow us to study how RE deploy-
ment levels change with alternative technology assumptions, and how they substitute with
alternative energy supply technologies and climate mitigation options. We focus on the
550 ppm climate target because more models report results for technology-constrained
scenarios for this stabilization level. By exploring RE deployment for electric and non-
electric energy, we analyze in which areas what types of RES contribute most.

3.1 The role of RES in energy supply

The analysis of electricity supplies indicate that renewables can play an important or
even dominant role in electricity generation if climate policies are in place. For the
550 FullTech scenario, the inter-quartile range of RE shares in electricity production is
35–48 % in 2050, and 48–68 % in 2100 (Fig. 1a). Section 4.3 discusses the treatment
of systems integration challenges in such scenarios with high shares of variable and
uncertain power generation. Models with high overall RE deployment in the power
supply, such as REMIND, MESSAGE, TIAM-WORLD and AIM-Enduse tend to have
particularly large shares of solar and wind power, while the contribution of hydro-
power is more comparable across models (Fig 2a). This is not surprising since the
limitations on resource potential are less constraining for solar and wind power than
for hydropower. In the scenarios where bioenergy is used for electricity generation, it
is mostly deployed with CCS in order to produce net negative emissions. Other
models feature limited bioenergy use in the electricity sector. This is often driven
by the high value of bioenergy for biofuel production.

Figure 2b shows the conversion pathways for non-electric secondary energy sources. In
contrast to electricity, non-electric energy remains dominated by fossil fuels even if climate
policies are in place. Biomass is the most important supply-side mitigation option for non-
electric energy. It is primarily used to produce liquid biofuel as a substitute for oil. In models
that consider liquid biofuel production with and without CCS (GCAM, MESSAGE,
REMIND, TIAM-WORLD), production processes with CCS dominate over conversion
pathways without CCS in the long-term. Solar-thermal and geo-thermal heating systems
are potentially the most relevant non-biomass renewable options for the buildings sector. As
pointed out in Section 2.5, only a few EMF27 models consider these options. While
deployment can be substantial for individual technologies, non-biomass renewables repre-
sent a very small share of non-electric energy sources across all EMF27 scenarios.
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Given ample opportunities to produce electricity from non-biomass renewables, their
overall climate mitigation potential depends critically on the scope of electrification of end
use. A larger portion of end uses become electrified in low stabilization scenarios, cf. also
Krey et al. (2013). In some models, electricity use under climate policy even exceeds
baseline levels (cf. also Fig. 2a).

3.2 Substitution between RES and other low-carbon supply options

By exploring the technology variations in the EMF27 scenario set, we can determine if the
large-scale deployment of wind, solar, and bioenergy power is critical for climate change
mitigation (Conv scenario with limited RE availability), and if mitigation targets can be
reached solely relying on energy efficiency and renewables (EERE scenario).
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Fig. 2 Yearly electricity (left column) and non-electric secondary energy production (right column) averaged
from 2010 to 2100 for the 550 FullTech scenarios (a, b), as well as differences of 550 Conv to 550 FullTech (c,
d) and 550 EERE to 550 FullTech (e, f). The diamond markers indicate totals in the Base FullTech scenarios.
*For AIM-EU, DNE21+, and ENV-Linkages, we used the 2010–2050 time span
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In the FullTech climate policy scenarios, the models agree on the strong decrease of
fossil-based electricity without CCS, but show a variety of decarbonization pathways
(Figs. 2a and 3a, b). For some models (REMIND, MESSAGE, POLES, TIAM-WORLD),
nuclear and CCS are mostly relevant in the medium-term, while power supply is dominated
by RES in the long-term. In other models (WITCH, EC-IAM, IMACLIM), nuclear, RES,
and CCS contribute in roughly equal shares throughout the century. Electricity supply is
very responsive to the technology variations in the EMF27 scenarios. CCS, nuclear, and
renewables are alternative low-carbon options that represent good substitutes in carbon-
constrained scenarios. The limitations on wind, solar, and bioenergy use imposed in the
Conv scenario result in higher deployment of CCS and nuclear (Figs. 2c and 3b). Similarly,
more wind, solar, and CCS technologies are used in the nuclear phase-out scenarios
(NucOff; cf. Krey et al. 2013) while more wind, solar, and nuclear use results from the
unavailability of CCS (NoCCS; cf. Fig. S3.1 and Krey et al. 2013).

Limited bioenergy availability has a considerable impact on non-electric energy supply in
theConv scenario (Fig. 2b, e). In most models, the supply of liquids, gases and solids decreases
substantially compared to the FullTech scenario. There are two main reasons for this pattern.
First, there is a lack of non-electric low-carbon substitutes for biofuels in most models.2 Second,
bioenergy has the potential to create negative emissions via combination with CCS (BECCS;
see also Rose et al. 2013). Reducing bioenergy availability results in less negative emissions,
resulting in less leeway for the continued use of fossil fuels for non-electric energy.

In the EERE scenario, the overall energy demand is lower than in the FullTech scenario
(Fig. 2e, f). On the other hand, with CCS and nuclear unavailable, renewables are the only
long-term low-carbon options for electricity supply. As a result, the share of RES in
electricity supply is generally substantially higher in EERE than in FullTech, while deploy-
ment levels in absolute terms are similar. In many models, more coal and gas without CCS
are used for electricity supply, resulting in a higher share of freely emitting sources than in
FullTech. At the same time, the lack of the BECCS option to create negative emissions
decreases the cumulative fossil use that is permissible within the climate constraint. This
restriction results in additional reductions in fossil fuel use for non-electric energy in the 550
EERE scenario. Biofuels increase only slightly in absolute terms, but their share is substan-
tially higher than in the FullTech scenario.

3.3 The impact of RE availability on mitigation costs

The different roles that low-carbon energy technologies play in electric and non-electric
energy are important factors for explaining the impact of technology constraints on the costs
and feasibility of climate targets. Figure 4 displays the costs of reaching the 550 and
450 ppm climate policy targets under limited technology scenarios normalized to the costs
in the corresponding FullTech scenarios. For the Conv scenarios, the EMF27 models show
that limited availability of wind, solar, and bioenergy results in a substantial cost increase.
This finding is in line with earlier studies, which found similar cost increases by examining
climate policy scenarios with restrictions on the expansion of RE (Edenhofer et al. 2010;
Pugh et al. 2011; Luderer et al. 2012). The EMF scenarios allow us to separate the effects of
bioenergy availability (LimBio scenario) from limitations on wind and solar-power use
(LimSW scenario). The models consistently find higher cost penalties for limiting biomass
than for limiting solar and wind power in both the 550 and 450 ppm climate mitigation

2 MERGE and EC-IAM are an important exception as they represent generic carbon-free backstop technol-
ogies for non-electric energy or hydrogen.
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scenarios. This is explained by the fact that in case of limitations on wind and solar power
other low-carbon alternatives such as nuclear or CCS are readily available, while biomass is
much harder to substitute (see discussion in Sections 2.4 and 3.2). The cost increases
escalate if biomass, and wind and solar use are limited simultaneously (Conv scenarios).
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The EERE scenarios, which rely solely on energy efficiency and renewables for mitiga-
tion, offer a complementary perspective on the role of renewables for climate change
mitigation. In terms of policy costs, two forces are at play. On the one hand, the lower
baseline energy demand results in lower baseline emissions, and thus, a smaller mitigation
gap towards the climate target. On the other hand, the unavailability of CCS and nuclear
makes the mitigation effort more difficult than in the FullTech scenarios. This explains the
wide range of policy cost outcomes. In the 550-ppm case, all models except DNE21+,
MERGE, and POLES show lower costs in the EERE scenario than in FullTech. In the 450-
ppm scenario, the split becomes more extreme: almost half the models found the 450 ppm
target infeasible in the EERE setting, while in most of the other models (such as WITCH and
Phoenix), policy costs in the EERE scenario are lower than in FullTech.

4 Determinants of wind and solar power deployment

As noted in Section 2, the observed deployment levels of different renewable energy sources
differ strongly across the models participating in EMF27. The objective of this section is to
relate RE deployment levels to model assumptions and characteristics. We discuss three key
determinants of deployment levels: direct economic costs, resource availability, and
systems-integration constraints. While they provide valuable insights, none of these factors
taken by themselves can explain the range of RE deployment results across the various
models. This indicates that the relative importance of these determinants depends on model-
specific assumptions and region-specific circumstances. Detailed information and data about
RE parameters and assumptions are available for the seven models that participated in the
EMF27 RE subgroup (DNE21+, GCAM, IMAGE, MERGE, MESSAGE, POLES and
REMIND). The diagnostic analysis in this section focuses on these models and the USA
and China model regions.

4.1 Technology costs and competition with other technologies

Technology choices in energy-economic models are typically the result of a cost minimizing
or welfare maximizing optimization procedure, or an explicit selection based on levelized
costs. Electricity generation costs of RES vis-à-vis nuclear and CCS therefore have a crucial
influence on the economic deployment potential in the context of climate change mitigation.
However, not only direct technology costs but also indirect factors, such as integration costs,
resource potentials and other constraints represented in the models affect deployment levels.

Since no fuel costs are incurred for wind and solar power, their levelized costs of
electricity generation (LCOEs) at a given location are largely driven by capital cost. Most
models project capital costs in the range of 800−1,400 $/kW for solar PV and 750−1,000
$/kW for wind onshore in 2050 (Table S2.1). For IMAGE, capital costs for onshore wind
turbines are considerably lower than in the other models, while MERGE has substantially
higher costs for solar power. REMIND, IMAGE, and POLES treat technological learning
endogenously, resulting in lower capital costs in the policy scenarios compared to the
baseline. Figure 5 contrasts LCOE and deployment levels for solar, wind, nuclear, gas
CCS, and coal CCS in the USA and China averaged over all installations in 2050 for the
450 FullTech scenario. Deployment levels within one model roughly mirror LCOE patterns
in the sense that technologies with lower LCOEs tend to be deployed at higher levels.
However, average direct LCOEs are an imperfect indicator of technology use, as in several
cases the order of technology deployment is not in line with relative costs. This is because
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direct LCOEs only account for capital costs, O&M costs, fuel costs and residual CO2

emissions, but do not reflect other economic or physical constraints implemented in the
models, such as integration costs, risk premiums or constraints on waste or CO2 storage
capacities in the case of nuclear and CCS. In addition, the LCOEs are calculated for one
point in time and do not account for intertemporal effects, such as the inertia in capital
turnover, or the anticipation of learning-by-doing.

By 2050, models project direct costs of wind power to be comparable or even lower than
electricity production from nuclear or fossil CCS plants. For all the models except DNE21+
and MESSAGE, onshore wind power deployment is considerable in the USA and China.
Solar energy tends to be more expensive than wind power. In some of the models, limitations
on resource size and quality limitations are a constraint for wind deployment in China, which
explains the comparatively low onshore wind deployment levels in DNE21+, IMAGE and
MESSAGE (see Section 4.2).

Due to high cost assumptions, solar power is not deployed in MERGE, and remains
insignificant in IMAGE. Solar power is more important in the other models, which all see
more than 5 EJ/year of electricity produced from solar technologies in China. In REMIND,
which operates under perfect foresight, the anticipation of benefits from technological
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learning results in an earlier and higher deployment of solar PV, despite temporarily higher
LCOEs.

4.2 Renewable energy resource potentials

Another key determinant for RE deployment in model scenarios and in the real world is the
quantity and quality of the resource. Resource quality has direct implications for economic
costs (Section 4.1).

Figure 6 shows the onshore wind and solar PV technical resource potentials assumed by
the selected models in the USA and China next to the respective deployment pathways in the
450 FullTech scenario. This comparison reveals that assumptions about technical resource
potentials at the regional level differ vastly across models. In both regions, the lowest and
highest resource potential estimates differ by more than one order of magnitude across the
models and in some cases, turn out to be binding for the observed deployment levels. In
addition, resource quality—characterized by the capacity factors (see bar charts in Fig. 6 and
Figs. S4.1−S4.3)—varies across the data sets by a factor of two in the best resource
categories represented in the models. When comparing deployment levels with resource
potentials at the regional level, the renewable resource data adopted by the different IAMs
can explain some of the differences in the deployment of onshore wind turbines. For
example, the upper end of the regional supply curve determines the maximum deployment
in at least one model (MERGE), but others are close to the maximum deployment level as
well (e.g. IMAGE in China). A similar comparison for solar PV shows that the resource
potentials included in the models tend to be significantly higher than for wind (with the
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exception of POLES, where only rooftop PV is considered). Therefore, total resource
availability typically is not a limiting factor for PV technology deployment. Instead, cost
assumptions as well as competition with other technologies are much more relevant
(Section 4.1).

In part, the differences in resource potentials are due to definitional issues, which make
them difficult to compare. However, it is possible to trace many of these differences back to
the original resource data sets employed by the models, which in turn, are based on different
methodologies and show a considerable spread.

4.3 Systems integration of variable renewable energies (VRE)

One crucial drawback of wind and solar power is the spatial heterogeneity and temporal
variability of their outputs. Many of the EMF27 scenarios describe electricity systems with a
high penetration of variable renewable generation in excess of 30 %. The need to match load
and supply at all times in such systems can require major changes to the operation and
design of current electricity systems. RE fluctuations occur on time scales that are much
smaller than the annual to decadal time-scales typically resolved by IAMs focusing on the
long-term transformations dynamics. Therefore, these models represent RE integration
challenges in a rather stylized way. Table S4.3 provides an overview of the systems-
integration mechanisms represented in the models. The most basic approach to reflecting
integration challenges is to set an exogenous constraint on the maximum share of wind and
solar power in electricity generation. For instance, BET limits the combined share of wind
and solar to 30 %. Similar constraints are implemented in AIM-Enduse, BET, EC-IAM,
FARM, GRAPE, IMACLIM and POLES. These models tend to have relatively low overall
RE shares in the electricity supply. Over the last years, experience with integrating VRE into
power systems has increased (for instance, shares of wind and solar in total 2012 electricity
generation were greater than 27 % in Denmark), and first detailed power system studies have
explored scenarios with VRE shares of 30 %, 40 % and higher (NREL 2010; Mills and
Wiser 2012; NREL 2012). These developments suggest that hard bounds may substantially
overestimate integration challenges.

Other approaches make the economic trade-offs related to RE integration more explicit
by introducing storage and backup requirements or cost penalties increasing with RE
penetration, or by representing load duration curves. Many models use a combination of
several approaches. The system-integration costs mapped by these approaches can be
substantial. For instance, they amount to ~23 $/MWh at 20 % PVand 15 % wind penetration
for REMIND in the 450 FullTech scenario in the USA in 2050. Similarly, a cost penalty on
wind deployment amounting to 15 $/MWh is applied in MERGE, while in GCAM integra-
tion costs are as high as 37$/MWh at 10–15 % wind share. The lower end of this range is
roughly consistent with the results obtained by detailed studies on integration costs (Mills
and Wiser 2012; Ueckerdt et al. 2013; Hirth 2013).

Including integration challenges more explicitly in the models does not necessarily lead
to lower VRE deployment: In several of the models considering integration challenges
explicitly, wind and solar power combined account for more than 40 % of electricity supply
in the latter half of the 21st century (MESSAGE, REMIND and TIAM-WORLD) . On the
other hand, integration challenges are crucial in explaining relatively low solar PV deploy-
ment levels in other models (GCAM and IMAGE). Future research is needed to validate the
implicit and explicit integration costs represented in IAMs with detailed bottom-up studies
spanning a larger scenario space with various combinations of VRE shares and flexibility
options, as well as covering various regions.

Climatic Change

3.4 Determinants of wind and solar power deployment 97



5 Conclusions

This paper analyzes the role of RES in climate change mitigation based on a large set of
state-of-the-art IAMs and the coordinated scenario set provided by the EMF27 study.

One important conclusion is that the relevance of RES is very different in the various
energy supply sectors. Renewables can play an important or even dominant role in the power
sector. In most models, the use of RES for electricity increases even without climate policies.
In mitigation scenarios, RE deployment for electricity supply expands considerably, with an
increasing share of wind power in all models and substantial long-term deployment of solar
power in most models.

Another important insight from the EMF-study is that the decarbonization of fuels for
transport, buildings and industry are crucial bottlenecks for reducing energy related emis-
sions. Bioenergy is a versatile substitute for fossil fuels that can produce various energy
carriers, and therefore is by far the most important mitigation option for non-electric energy
production. The EMF27 scenarios suggest that renewable power in combination with
electrification of end-use (e.g. via electric vehicles, electric arc furnaces, or geothermal heat
pumps) is an important mitigation option. Beyond electrification, renewables can contribute
via low-temperature heat. Solar-thermal energy systems account for a substantial share of
heat supply in the few models in which they are represented. Given the potential importance
of renewable heat supply, a broader and more refined representation in IAMs as well as
efforts to improve bottom-up estimates of their deployment potential seem desirable.

Restricting the penetration of wind and solar energy to 20 % of electricity supply has a
relatively small effect on the costs of climate policy, if nuclear and CCS are available. This is not a
surprise since wind, solar, nuclear and CCS are substitutes for low-carbon electricity. In contrast,
limiting the availability of bioenergy to 100 EJ/year results in significantly higher cost increases
not only because of its importance for decarbonizing non-electric energy supply, but also the
possibility of generating negative emissions by combining bioenergy production with CCS.Most
EMF27 models also find it difficult or even impossible to reach the 450 ppm climate target by
relying on energy efficiency and renewable energy alone, i.e., without CCS and nuclear energy.

While many of the findings regarding the potential role of RES for climate mitigation are
rather robust, the deployment levels of individual technologies vary considerably across
models. An in-depth analysis based on a subset of EMF27 models shows that the diversity of
the results mirrors the wide range of assumptions on crucial parameters. In particular, there is
a substantial discrepancy between the RE resource assumptions used in the models.
Therefore, it is necessary to derive new global resource data sets for the most frequently
discussed options (e.g., wind, solar PV, CSP) as well as for the less well-represented options
(e.g., solar heat, geothermal heat). Moreover, there is substantial uncertainty about the future
evolution of technology costs for RES and relevant competing low-carbon technologies. In
the past, renewable technologies have shown considerable cost reduction potential.
Improved estimates of future costs and an explicit treatment of related uncertainties will
be important to improve further our understanding of the role of RES. Finally, spatial
heterogeneity and temporal variability is an important characteristic of wind and solar
energies. The EMF27 models represent the implications of variable RES in a variety of
stylized ways, which can have potentially crucial effects on the results. Further research is
necessary to develop improved, yet tractable methodologies.
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The	role	of	renewable	energy	in	climate	
stabilization:	results	from	the	EMF	27	
scenarios	–	supplementary	material	

2 RE	deployment	levels	
This section provides about the representation of specific RE technologies in models, and additional 

information about deployment levels. 

2.1 Technology	representation	in	EMF27	models	

 

Table S2.1: Overview of RE technology coverage in different sectors across the models participating in EMF27. * In ENV‐
Linkages, wind and solar are aggregated into one variable renewable energy supply technology. ** In ENV Linkages, 
hydroelectric and geothermal power are aggregated into one generic base‐load renewable energy supply technology. 
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BET 1 1 1 1 1 1 1 1 1 1 1

DNE21+ 1 1 1 1 1 1 1 1 1 1 1 1

EC‐IAM 1 1 1 1 1 1 1 1

ENV‐Linkages 1 ** * * **

FARM 1 1 1 1 1 1 1

GCAM 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

GCAM‐IIM 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

GRAPE 1 1 1 1 1 1 1 1

IMACLIM 1 1 1 1 1 1 1 1 1 1 1

IMAGE 1 1 1 1 1 1 1 1 1 1 1 1 1 1

MERGE 1 1 1 1 1 1

MESSAGE 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Phoenix 1 1 1 1 1 1

POLES 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

REMIND 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

TIAM‐WORLD 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

WITCH 1 1 1 1 1 1 1 1 1

Sum 18 15 10 17 9 5 9 18 8 6 18 1 9 8 3 9 8 4 5 2 3 7 16 11

Electricity Hydrogen Liquids Heat Transp.
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2.2 The	role	of	different	renewable	energy	sources	in	the	EMF27	scenarios	
This section provides additional information on the development RE deployment levels, supplementing 

the material presented in Sections 2.1‐2.5 of the main paper.  

2.2.1 Geothermal	electricity	
Conventional electricity generation from hydrothermal reservoirs is already mature, but at present, it 

plays a minor role in current energy systems, accounting for approximately 0.2% of global electricity 

generation in 2010 (IEA 2012). The resource potentials for hydrothermal electricity generation are 

limited: Goldstein et al. (2011) report a range of 28–56 EJ/yr. Enhanced geothermal systems (EGS) have 

a considerably larger resource potential (89–1052 EJ/yr as reported by Goldstein et al. (2011), but the 

technology is less mature. Many of the EMF27 models do not consider geothermal power, and others 

only represent it in a rather stylized way (e.g., REMIND). TIAM, BETS, AIM/CGE, and GCAM are the most 

optimistic about geothermal power, but feature deployment levels of 7 EJ/yr or lower (Figure S2.1). 

2.2.2 Non‐biomass	RES	for	heat	supply	
In addition to biomass, geothermal and solar sources can provide renewable heat supply. In 2010, the 

installed capacity for solar heat production was an order of magnitude larger than the capacity for solar 

electricity production (Arvizu et al. 2011). Deployment is substantial in climate policy cases in the few 

models that represent these options (Figure S2.1). For 450 FullTech, solar heating systems account for 

16‐34 EJ/yr in 2050 in POLES and MESSAGE, a substantial share of total heat supply. For the same 

scenario, geothermal heat supply is 0.4 EJ in MESSAGE and 5.1 EJ in REMIND. 
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Figure S2.1: Energy supply from various RE technology groups in the Base, 550 and 450 FullTech scenarios. Boxes represent 
25th‐75th  percentiles, the red line the median, whiskers the full range of results. 
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Figure S2.2: Share of offshore in wind electricity supply, and CSP in solar electricity supply. 
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3 The	relevance	of	RE	for	mitigation	
This section provides additional information on marginal substitutions in technology‐constraint 

scenarios.  

(a) Electricity (2010‐2100)  – 550 NucOff  (b) Difference 550 NucOff – 550 FullTech  

 

 
 

 

(c) Electricity (2010‐2100)  – 550 CCSOff  (d) Difference 550 CCSOff – 550 FullTech 

 

 
 

 

(e) Electricity (2010‐2100)  – 550 LimSW  (f) Difference 550 LimSW – 550 FullTech 

 

 
 

 

Figure S3.1: Average yearly electricity production from 2010‐2100 for the 550 ppm climate stabilization scenarios with 
technology limitations: (a) NucOff (nuclear phase out), (c) CCSOff (CCS assumed to be unavailable), and (e) LimSW (solar and 
wind power limited to 20% of electricity generation). Difference in deployment between relative to the 550 AllTech scenario 
are shown in (b), (d) and (f). * For AIM‐EU, DNE21+ and ENV‐Lin, the time span 2010‐2050 was considered. Diamonds 
markers indicate totals in the Base AllTech scenarios. **For Phoenix, the time span 2010‐2070 was considered 
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4 Determinants	of	wind	and	solar	power	deployment		
This section provides additional information on wind and solar resource potentials in the eight energy‐

economic and integrated assessment models that were part of the renewable energy subgroup of the 

EMF27 modeling intercomparison exercise. 

4.2 Technology	costs	and	competition	with	other	technologies		

 

   2050 capital costs $2005/kW    

   PV  CSP  wind on  wind off  learning? 

DNE21  850     900     Exogenous 

GCAM  750  1900  750     Exogenous 

IMAGE  1000‐1100     350‐400     Endogenous 

MESSAGE  1250  1600  870  1300  Exogenous 

POLES 
1200‐1400  1500‐1600  1000  1850 

Endogenous (relatively 
small cost decreases) 

REMIND  1000‐2100  5200‐8300  990‐1030     Endogenous 
Table S4.1: Assumptions on capital costs for different models. 

Note that different power technologies experience different financing costs, either due to different build 

times (PV plants take 0.5‐1 year to construct, nuclear plants usually take 4‐10 years) or different interest 

rates. These financing costs can result in markups on investment costs of up to 20%. All of the models 

reflect these financing costs in one way or another and include this effect in the LCOE calculation.  

4.3 Renewable	energy	resource	potentials	
The following two Figures S4.1 and S4.2 show the full onshore wind and solar PV resource supply curves 

in eight selected models. 
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(a) USA  (b) China 

Figure S4.1: Full onshore wind resource potentials by capacity factor in the USA (a) and China (b) in selected models 
participating in the EMF27 study. Note that regional definitions are not exactly comparable in all cases (SM, Section 4.2.1) 
and that differences in the definition of resource potentials also exist (SM, Section 4.1.2). 

 

(a) USA 

 

(b) China 

 

Figure S4.2: Solar PV resource potentials by capacity factor in the USA (a) and China (b) in selected models participating in 
the EMF27 study. Note that regional definitions are not exactly comparable in all cases (SM, Section 4.2.1) and that 
differences in the definition of resource potentials also exist (SM, Section 4.2.2).   
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4.3.1 Resource	potential	definitions	
 

In part the differences in resource potentials are due to definitional issues which make a strict 

comparison of the potentials among model challenging (see SM, Section 4.1.2). However, a good chunk 

of the differences can be traced back to the original resource data sets employed by the various models 

which also show a considerable spread (Table S4.1). Reasons for the difference across the resource data 

sets relate to a number of factors, such as the resolution of the raw resource data sets where lower 

spatial resolution tends to average out high quality potential (in particular in the case of wind), but also 

to the choice of exclusion zones that define areas that cannot be used for exploiting the technical 

resource potential for various reasons that depend on the resource type (e.g., protected habitats, 

human settlements, conflicts with other infrastructure). In addition, global data sets which are adopted 

by the energy‐economic and integrated assessment modeling community in some cases are significantly 

different from national or regional assessment. For example, the wind supply curve for China 

constructed by McElroy et al. (2009) extends to about 35 PWh (126 EJ) at bus bar costs of less than 0.8 

RMB/kWh (corresponding to about 13 US‐ct/kWh at current market exchange rates of 0.16025 

USD/RMB).1  

  Onshore wind  Solar PV 

DNE21+  Own estimate based on National Climatic 
Data Center (NCDC‐NOAA) data 

Own estimate based on National Aeronautics 
and Space Administration (NASA) data 

GCAM  Kyle et al. (2007)   

IMAGE  Hoogwijk (2004)   Hoogwijk (2004) 

MESSAGE  Hoogwijk (2004)  Hoogwijk (2004) 

POLES  Held (2010)  Held (2010) 

REMIND  Own data set based on Hoogwijk (2004), 
Hoogwijk and Graus (2008), EEA (2009) 

Own data set based on Tzscheutschler (2005). 
Trieb et al. (2009), DLR (direct 
communication)  

Table S4.2: Literature sources on which the onshore wind and solar PV resource supply curves in the eight selected models 
are based. 

The wind resource potentials listed for REMIND in contrast to the other models include offshore wind. 

As discussed in Section 2.1 of the main text, MESSAGE and POLES also include offshore wind resource 

potentials, but these are separately represented and not included in the data shown in this paper. 

In the GCAM model, distance to the transmission grid is included in the wind resource supply curves. To 

make the data comparable to that shown for the other models, what is shown here are effective 

capacity factors that include a penalty for costs of constructing transmission lines. 

Given the large technical potential for solar PV compared to current as well as future energy demand, 

GCAM does not have a finite limitation of the solar PV resource supply curve. As in the real world, the 
                                                            
1It should be noted that top‐down methodologies for estimating wind energy potentials globally based 

on energy conservation estimate much lower potentials than bottom‐up studies as the ones quoted 

above (De Castro et al. 2011). 
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deployment is constrained by system integration constraints rather than by limitations on the physical 

resource basis. In case of the POLES model the solar PV resource potential is limited to rooftop 

installations. 

For the POLES model, the resource potential for both onshore wind and solar varies over time and the 

values shown here reflect the situation in 2050 which explains why for solar PV both in the USA and 

China the deployment of solar PV exceeds the potential slightly (cf. Figure S4.1). 

These results illustrate that the availability of good renewable resource data sets is an important 

ingredient for reproducible and more comparable modeling of renewable energy deployment. An effort 

to derive new global renewable resource data sets for the options that are most frequently discussed 

(e.g., wind, solar PV, CSP), but also for less well represented options (e.g., geothermal heat, ocean 

energy) is therefore needed. Ideally such assessments would – to the degree possible – take into 

account findings from available national and regional studies to improve the representation of 

renewable energy technologies in IAMs. Moreover, given the number of uncertain factors (technical and 

non‐technical), such an effort should not result in a single dataset that would surely improve 

comparability across models, but at the same time may lead to overconfidence of results if uncertainties 

are not reflected. High quality data sets that cover the main uncertainties for resource availability are 

needed.  

4.3.2 Region	definitions	
The eight models for which we compare deployment levels of wind and solar PV in detail exhibit some 

differences in regional definitions which in part are responsible for the differences in resource 

potentials. 

In contrast to the other models, MESSAGE combines Canada with the USA in a joint North America 

region, data for which is shown in the respective USA figures.  

For China, several models include regions and countries other than China mainland. 

 GCAM includes China, Mongolia, Cambodia, DPR Korea and Viet Nam 

 IMAGE includes China, Mongolia, Taiwan, Hong Kong and Macao 

 MESSAGE includes China, Cambodia, China, Hong Kong, Macao, DPR Korea, DPR Laos, Mongolia, 
Viet Nam 
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4.4 Systems	Integration		
 

  
Cost 

Penalty 
Storage 

Backup 
Capacity

Load 
Duration 
Curve 

Maximum 
share 

Integration costs 
@20% share, $/MWh 

No 
Mechanism 

AIM‐Enduse   Y     
50% 

(solar+wind) 
 

  

BET     Y Y  
30% (solar + 

wind) 
 

  

DNE21+   Y Y Y (4) 
15% wind, 15% 

solar 
 

  

EC‐IAM       Y    
ENV‐Linkages          Y 
FARM       Y    

GCAM   Y* 
Y* (either 
gas or 
battery)

Y in USA (4)
 

 
  

GRAPE       Y    
IMACLIM      Y (8) Y    
IMAGE     Y Y     
MERGE Y      W: 15   
MESSAGE Y Y Y      
Phoenix          Y 
POLES     Y  Y    

REMIND Y Y       
W: 14‐24, PV: 12‐30, 

CSP: 8‐18 
  

TIAM‐WORLD      Y (6+1)     
WITCH Y         
Table S4.3: Overview of system integration mechanisms in the EMF27 models. 
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up due to lower system integration
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a b s t r a c t

Photovoltaics (PV) has recently undergone impressive growth and substantial cost decreases, while
deployment for concentrating solar power (CSP) has been much slower. As the share of PV rises, the chal-
lenge of system integration will increase. This favors CSP, which can be combined with thermal storage
and co-firing to reduce variability. It is thus an open question how important solar power will be for
achieving climate mitigation targets, and which solar technology will be dominant in the long-term.

We address these questions with the state-of-the-art integrated energy-economy-climate model
REMIND 1.5, which embodies an advanced representation of the most important drivers of solar deploy-
ment. We derive up-to-date values for current and future costs of solar technologies. We calculate a con-
sistent global resource potential dataset for both CSP and PV, aggregated to country-level. We also
present a simplified representation of system integration costs of variable renewable energies, suitable
for large-scale energy-economy-models. Finally, we calculate a large number of scenarios and perform
a sensitivity study to analyze how robust our results are towards future cost reductions of PV and CSP.

The results show that solar power becomes the dominant electricity source in a scenario limiting global
warming to 2 �C, with PV and CSP together supplying 48% of total 2010–2100 electricity. Solar technol-
ogies have a stabilizing effect on electricity price: if both solar technologies are excluded in a climate pol-
icy scenario, electricity prices rise much higher than in the case with full technology availability. We also

http://dx.doi.org/10.1016/j.apenergy.2014.08.011
0306-2619/� 2014 Elsevier Ltd. All rights reserved.

q This paper is included in the Special Issue of Sustainable Development of
Energy, Water and Environment Systems edited by Prof. Neven Duic and Prof. Jiri
Klemeš.
⇑ Corresponding author. Present address: Potsdam Institute for Climate Impact

Research, P.O. Box 60 12 03, D-14412 Potsdam, Germany. Tel.: +49 331 288 2404.
E-mail address: pietzcker@pik-potsdam.de (R.C. Pietzcker).

Applied Energy 135 (2014) 704–720

Contents lists available at ScienceDirect

Applied Energy

journal homepage: www.elsevier .com/ locate/apenergy

113



analyze the competition between PV and CSP: PV is cheaper on a direct technology basis and is thus
deployed earlier, but at high supply shares the PV integration costs become so high that CSP gains a com-
petitive advantage and is rapidly developed, eventually overtaking PV. Even in the most pessimistic sce-
nario of our sensitivity study with no further cost reductions, CSP and PV still supply 19% of 2010–2100
electricity. We conclude that if a stringent climate target of 2 �C is to be met cost-efficiently, solar power
will play a paramount role in the long-term transformation of the electricity system.

� 2014 Elsevier Ltd. All rights reserved.

1. Introduction

In the last decade, photovoltaic (PV) has seen an unprecedented
boom. Driven by feed-in tariffs in many countries, deployment
both at residential and utility scale has risen at a remarkable pace,
leading to a hundred-fold increase of the global PV market from
2000 to 2011 [1] and a cumulative capacity1 of �140 GW in
2013. Although silicon shortages lead to temporary price increases
between 2005 and 2010 [2,3], PV has seen continual price decreases
over the last 40 years, resulting in a price drop by more than 85% in
the last 25 years [4]. In contrast, concentrating solar thermal power
(CSP) has seen a much slower growth. After the construction of the
354 MW SEGS plants from 1981–1991, commercial deployment only
restarted in 2007, leading to a 2012 global capacity estimated at
2.5 GW [5].

During the same period, climate mitigation has become an
increasingly prominent item on the international agenda, with
the goal of limiting global warming below 2 �C above pre-indus-
trial temperatures. Achieving this goal requires a fundamental
restructuring of the global energy system, with most studies point-
ing to the electricity sector as the first mover [6–11]. A large num-
ber of technologies potentially allow to produce low-carbon
electricity, but most of them face technical, economical or societal
risks that may slow or hinder a substantial scale-up – be it public
opposition to CCS and nuclear power, limited resource potential to
expand hydropower, sustainability issues and competition from
the transport sector for biomass, or noise and nature conservation
concerns about wind power.

Given these developments and the restrictions on other low-
carbon power sources, two questions come to mind: What is the
role of solar power for decarbonizing the electricity sector? And
second: Have the impressive reductions of PV capital costs decided
the competition between PV and CSP in favor of PV, or might CSP
see resurgence and become more important in the future?

This study sets out to answer these questions with the help of
the global, long-term energy-economy-climate model REMIND.
Since this requires up-to-date knowledge about technology costs
and resource potentials, as well as a representation of the relevant
integration challenges, we augmented the model in several aspects.
First, we develop a novel approach for including integration costs
associated with both temporal variability and spatial heterogeneity
of variable renewable energies (VRE) into large-scale energy-econ-
omy models. Second, we derive updated technology costs and
learning parameters based on a comprehensive survey of the
techno-economic literature on both technologies. Finally, we also
develop a new and consistent global data set of resource potential
data for PV and CSP.

Using the augmented model, we perform a large number of sce-
nario runs to investigate the deployment of solar power under var-
ious cost assumptions and to determine the relevance of solar
technologies for the power sector. For a deeper understanding of

the role of solar technologies, we analyze several metrics, namely
amount of electricity production, influence on electricity price, lev-
elized costs of electricity (LCOE) and share in total cumulated elec-
tricity production.

There have been numerous studies analyzing the importance of
solar technologies that have either focused exclusively on CSP [12–
14] or PV [16,17]. Other studies have performed a comparison
purely based on LCOE analysis [18–21], or have limited their anal-
ysis to only one region [22–26], and most of the studies have not
explicitly looked at scenarios without climate policy.

Our study improves the understanding of the economic poten-
tial of solar power along several dimensions. Firstly, REMIND cal-
culates inter-temporal optimal technology investment paths,
taking into account all costs for investment, fuel, and emissions
of the complete technology portfolio. The model fully accounts
for endogenous technological learning, thus the competition for
capital between the two technologies is captured within the
model. While some energy-economy models include both solar
technologies, they usually do not model the competition for instal-
lation sites with high solar irradiation. Finally, an important char-
acteristic differentiating PV and CSP is the possibility of CSP to use
thermal storage and co-firing of gas or hydrogen, thus capable of
providing both dispatchability and firm capacity and thereby
reducing the need for additional electricity storage. For a sensible
analysis, a model needs to internalize this crucial difference
between the integration challenges for PV and CSP, as was imple-
mented in REMIND.

The paper proceeds as follows: We start by discussing the basic
design setup in Section 2, including a description of the REMIND
model and the scenario design. In Section 3, an approach for repre-
senting integration costs of variable renewable energies in large-
scale energy-economic models is presented. In Section 4, current
and future costs for PV and CSP are derived, while a consistent
resource potential dataset for PV and CSP is calculated in Section 5.
Section 6 presents and analyzes the REMIND scenario results,
while Section 7 concludes.

2. Study design

In this section, we present the building blocks that we need to
analyze the role of solar technologies for the decarbonization of
the power sector. We start with a brief technology description to
acquaint the reader with the relevant characteristics of PV and
CSP, and then sketch the main features of the REMIND model that
was used to explore future energy systems. We describe the sce-
nario groups that we employ to understand the effects of solar
power on the energy system and to analyze the robustness of the
results. Finally, we discuss the calculation of a metric relevant for
the analysis, namely levelized cost of electricity.

2.1. Solar power technology description

Solar energy can be converted directly into electricity using PV,
or indirectly using thermal CSP plants. In the following we briefly
describe the main characteristics of these two classes of solar

1 ‘‘Cumulative capacity’’ is the sum over all capacity that was ever installed – thus
cumulative capacity increases monotonously, while capacity can increase or decrease
over time, as capacities are newly built or retired.
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power technologies, for more detailed technology information on
CSP we refer the reader to [27–30], for PV to [31,32]. The paper
focuses on a generalized PV and a generalized CSP technology,
without differentiating between the large variety of sub-technolo-
gies (e.g., crystallized silicon vs. thin film for PV, or trough vs. tower
technologies for CSP). The sub-technologies share the same defin-
ing technological characteristics as far as the modeling framework
is concerned, and the generalized long-term learning curves uti-
lized in integrated assessment models (IAMs) incorporate the
switch to cheaper sub-technologies within the same technology
class.

PV cells generally employ semiconductor materials to harness
the photoelectric effect. Better understanding of materials and
device properties has resulted in continually increasing cell effi-
ciencies. PV power generation is easily scalable to adapt to local
requirements: for instance, decentral powering of water pumps
is possible using single modules with 200 W capacity, while the
modules can also be combined into vast arrays (power plants with
capacities up to 250 MW have been constructed) for grid-con-
nected operation. Also, PV modules can be placed on roofs or inte-
grated into the building structure, thus allowing power production
close to demand and tapping into a resource potential that cannot
be used by other energy technologies.

CSP technologies use focusing optics like mirrors to concentrate
sunlight on an absorber to heat the contained heat transfer med-
ium to temperatures of 400–1000 �C. The thermal energy can
either be directly used to generate electricity via steam turbines
– as done in any conventional steam cycle process – or be stored
to allow transformation into electricity at a later time. Most cur-
rent CSP designs incorporate a natural gas burner for times of
insufficient solar thermal energy supply as well as for heat fluid
freeze protection.2 The combination of thermal storage and gas
co-firing makes CSP plants fully dispatchable while strongly reduc-
ing emissions compared to a natural gas power plant.

The two main types of large-scale CSP systems are trough sys-
tems and power tower systems. A trough system uses either long,
parabolic mirrors or Fresnel mirrors constructed from many flat
mirrors positioned at different angles to focus solar radiation on
a line absorber that is heated to 400–600 �C. A power tower system
consists of a large field of mirrors (heliostats), concentrating sun-
light onto a point-like receiver at the top of a tower, thus producing
higher intensities and heating the working fluid up to or above
1000 �C.

When a CSP plant is combined with thermal storage, the size of
the solar field is usually increased relative to the generator size to
generate enough solar thermal energy [33–35]. This is measured in
‘‘solar multiples’’ (SM): A CSP plant with SM1 generates enough
heat at reference irradiance to run the turbine at nominal power,
while a CSP plant with SM3 has a three times larger solar field
and thus supplies three times the heat. If such a plant is combined
with thermal storage units, the additional heat can be stored to
allow full turbine operation for hours after irradiance levels drop
below normal operation values. This substantially increases the
capacity factor, so that a CSP plant with SM4 and 18 h of storage
can reach a capacity factor similar to a base load plant. In future
energy systems with high shares of CSP plants, CSP plants will also
need to be designed as intermediate plants, thus using less storage
and a lower solar multiple. In general, the LCOE of CSP plants with
optimum storage/SM ratios does not change substantially between
6 and 12 h of storage [34,36]. As intermediate plants usually have
substantially higher marginal costs than base load plants, this
niche market might help the market penetration of CSP [37].

Although CSP plants always require some fresh water for clean-
ing of mirrors, it is possible to reduce the water consumption by
about 90% by using a dry-cooling design if the CSP plant is built
in a location with scarce water resources [38]. However, dry cool-
ing reduces electricity production by around 7%, equivalent to a
decrease of thermal conversion efficiencies by 2–3 percentage
points relative to a design with water cooling [39].

2.2. Model description: REMIND 1.5

The energy-economy-climate model REMIND is a Ramsey-type
general equilibrium growth model of the macro-economy in which
inter-temporal global welfare is maximized, with a technology-
rich representation of the energy system [40–42]. It represents
capacity stocks of more than 50 conventional and low-carbon
energy conversion technologies, including technologies for gener-
ating negative emissions by combining bioenergy use with carbon
capture and storage (BECCS). REMIND accounts for relevant path-
dependencies, such as the build-up of long-lived capital stocks,
as well as learning-by-doing effects and inertias in the up-scaling
of innovative technologies. REMIND represents 11 world regions,
and operates in time-steps of five years for the period from 2005
to 2060, and ten years for the rest of the century. A detailed
description can be found in the published model documentation
[43].

2.2.1. Technological learning
To model technology development of comparatively novel tech-

nologies with substantial scope for further technology and cost
improvement, like wind, PV and CSP, we use a one-factor learning
curve to represent learning-by-doing [44–48]: costs decrease
according to a power law as cumulative globally installed capacity
increases.

To reflect that learning slows down as a technology matures as
well as the existence of thermodynamic limits and minimum
material requirements, we modified this commonly used relation-
ship by splitting investment costs into learning costs and floor
costs as shown in Eq. (1). One part of the initial investment costs
can be reduced through the normal learning curve, while the floor
cost specify the minimum costs that are reached asymptotically at
very high cumulative capacities. Thus, total learning slows down as
the floor costs are approached.

ICðcumulative capacityÞ ¼ FCþ

IICL � cumulative capacity
initial capacity

� �lnð1�pLRÞ= ln 2

ð1Þ

with IC the investment costs at a given cumulative capacity, FC the
floor costs, IICL the part of the initial investment costs that is reduc-
ible through learning, and pLR the partial learn rate.3

2.3. Description of scenario ensembles

To explore the two main research questions, namely the role of
solar technologies for future power sectors and if either PV or CSP
clearly dominates the other technology, we run a number of differ-
ent scenarios: The two basic policy settings are ‘‘reference’’ (REF), a
scenario in which no climate policy is enacted, and ‘‘policy’’ (POL),
in which full global climate policy is enacted by 2015. This climate

2 Until December 2012, the Spanish feed-in tariff allowed for a 15% co-firing of
natural gas with full remuneration.

3 It should be noted that when calculating the partial learn rate with Eq. (1) from
total system costs at different capacities, the resulting value is higher than the system
learn rate that would be calculated from an equation without floor costs, as the learn
rate in Eq. (1) applies only to a fraction of total costs. This ensures that initial cost
improvements are in line with historic trends (see Section 4 and Fig. 2).
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policy is represented in the model through a global GHG budget of
2500 Gt CO2eq for the period 2005–2100, which is roughly equiv-
alent to a two-thirds chance of staying below 2� global warming
[42].

To analyze the influence of one technology on a crucial metric
such as electricity prices, we furthermore run scenarios in which
we excluded the solar power technologies. In these scenarios,
investments into PV and/or CSP are excluded after 2015. Removing
solar power technologies from the portfolio of mitigation options
leads to a different energy system and higher costs, as the reliance
on other technologies increases. These scenarios reveal the eco-
nomic value of these technologies for the energy system. Finally,
to test the robustness of our results, we run a large number of sce-
narios in which we vary the future reductions of PV and CSP invest-
ment costs.

2.4. Levelized costs of electricity – direct and integration costs

Average and marginal LCOEs are important diagnostic indica-
tors that help to understand the economic competition between
the solar technologies. While LCOEs are a commonly used metric
to evaluate power technologies, it is important to specify the dif-
ferent input assumptions that influence the calculated LCOE [49].
For marginal costs, we use build-time investment, fuel and carbon
costs, build-time capacity factors of the worst resource grade that
is used for this renewable technology, as well as technology-spe-
cific lifetimes. For average LCOEs, we use the investment costs that
were seen when building the capacity standing at one point of time
– thus, marginal costs can be lower than average costs for learning
technologies whose investment costs decrease. For the LCOE calcu-
lation, we assume a real discount rate of 5.5%, which is close to the
model-internal discount rate that varies between 5% and 6%.

To be able to analyze the impact of integration constraints due
to the variability of solar irradiance, we also calculate the three
LCOE markups resulting from the implemented integration and
transmission requirements (see Sections 3.1 and 3.2) ex-post after
a model run: (a) the markup from curtailment and storage losses,
(b) the markup from investment costs for storage and (c) the
markup from investment costs for transmission grid extension.
Through analysis of these markups, it is possible to understand
the trade-off between integration challenges and direct technology
costs.

2.5. Limitations

As any modeling exercise, our analysis comes with limitations.
Due to the long-term nature of climate change, mitigation scenar-
ios need to extend far into the future. Technology projections are
inherently risky and limited by current knowledge and imagina-
tion. The aggregation into 11 world regions omits details interest-
ing to national policymakers. However, technology development
and diffusion happen on a global scale, thus large-scale global
models are required for answering questions about long-term
transformation scenarios.

On the competition between PV and CSP, additional caveats
apply. Due to its scalability and the absence of moving parts
requiring constant maintenance, PV could easily be used in many
less-developed and remote regions to power villages not con-
nected to a central electricity grid (island grids) [50]. Also, the sca-
lability enables local ownership, which can be a more decisive
factor for technology choice than pure cost advantage [51], espe-
cially if residential PV electricity is valued at retail instead of
wholesale electricity costs (‘‘grid parity’’ or ‘‘socket parity’’,
[52,53]). At the same time, CSP can be easily combined with a ther-
mally driven desalination plant, adding an additional incentive for
water-scarce regions. Also, the combination with co-firing makes a

CSP plant capable of providing services to the grid very similar to a
normal gas plant, thus lowering the initial acceptance barrier PV
might encounter from power system operators. Such aspects can-
not be fully represented in a model the size of REMIND, but their
effects can only be approximated by assuming higher or lower
technology costs, as done in Section 6.4.

3. System integration costs

To analyze the role of PV and CSP in future electricity systems, it
is necessary to include into the model the main technology charac-
teristics that influence deployment. Fundamentally, electricity out-
put from PV and CSP is heterogeneous in space and variable in
time. As heterogeneity and variability happen on scales smaller
than those explicitly modeled within REMIND, we develop a sim-
plified mechanism to represent the effects of both characteristics
within the model. This mechanism is very generic, and thus easily
transferrable to other aggregated energy-economy models. The
exact parameterization can be updated as new research about
costs and limitations of flexibility options becomes available, and
better data availability allows better regionalization of storage
and grid requirements.

3.1. Storage

PV and wind turbines depend on renewable energy sources
whose incidence is variable, while electricity demand in the cur-
rent system is quite inflexible. Once variable renewable energies
(VRE) make up a large share of the electricity system, measures like
more flexible power plants, storage, curtailment and demand side
management (DSM) are required to match electricity supply and
electricity demand. The variability happens on many different tem-
poral and spatial scales: clouds can lead to local fluctuations on a
scale of minutes to hours, day and night lead to very strong diurnal
cycles for PV, synoptic-scale weather systems can lead to periods of
several days to several weeks with low incidence of wind or sun,
and there are substantial seasonal variations for the incidence of
both wind and sun.

It should be noted that PV and CSP can actually have positive
integration benefits at low deployment: in many countries with
high solar irradiation, peak electricity demand occurs on summer
afternoons due to electricity consumption from air conditioning.
In these regions, highest electricity demand strongly coincides
with maximum output from PV/CSP plants. Installation of solar
power leads to substantial ‘‘peak shaving effects’’, thereby reducing
the need for expensive peak load plants and decreasing the peak
electricity prices – an effect easily observable in the change of Ger-
man hourly electricity prices for summer days as 29 GW of PV
were installed from 2007 to 2013 [54–57]. However, due to this
price-decreasing effect, solar technologies cannot fully capitalize
on the additional benefit they offer to the system – rather, consum-
ers or utilities profit from reduced costs to provide peak electricity
[58,59].

Endogenously calculating the optimal measures to integrate
VRE would require very detailed temporal and spatial resolution,
which would make a numerical long-term non-linear optimization
model too complex for solving. We thus develop a simplified VRE
integration representation in the model that combines estimates
of the different integration measures (such as storage and curtail-
ment of summer peaks) into (a) a cost penalty due to investments
into storage technologies and (b) an energy penalty resulting from
storage losses and curtailment. This energy penalty results in the
need to install higher production capacities of this VRE to supply
a certain share of total power demand, thus increasing net costs.
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The requirement for these integration measures rises with the
share of a VRE in the total power mix, as described in Eqs. (2)–(4).
This is based on the both intuitive and observed notion that integra-
tion challenges increase with the amount of variable energy in the
system [57,60–65]. As demand itself is somewhat variable, all exist-
ing electricity systems require a certain amount of flexibility. Add-
ing a minor new fluctuating source does not have a large impact on
the system, as the individual uncorrelated fluctuations only mar-
ginally increase total variability. Existing electricity systems in Ger-
many, Denmark or the US had no major difficulty in including PV or
wind shares of 5–10%. As one technology dominates the energy
mix, however, its fluctuations have much more impact on the
energy system and thus require more integration measures. We
therefore require the model to build (and pay for) a certain amount
of storage capacity, and to curtail a certain amount of the produced
VRE energy. In each time step, the integration requirements for
each VRE technology with a share higher than 7% are calculated
in REMIND according to

TSC BatVRE ½kW� ¼ SMSC BatVRE
kW

kWyr

� �
� Net ShareVRE � 7%

93%

� �a

� Net PowerVRE ½kWyr� ð2Þ

TSC H2VRE ½kW� ¼ SMSC H2VRE
kW

kWyr

� �
� Net ShareVRE � 7%

93%

� �a

� Net PowerVRE ½kWyr� ð3Þ

TCEVRE ½kWyr� ¼ SMCVRE
kWyr
kWyr

� �
� Net ShareVRE � 7%

93%

� �a

� Net PowerVRE ½kWyr� ð4Þ

with TSC_Bat/H2 as the total storage capacities of batteries and
hydrogen storage built for this VRE, SMSC as the specific maximum
storage capacity for each VRE, the net share of this VRE in total elec-
tricity generation, a = 1 the share exponent that determines how
specific storage requirements increase with VRE share, and the
net electricity produced from this VRE. In Eq. (4), TCE is the total
curtailed/lost energy for this VRE, and SMC is the specific maximum
curtailment for this VRE. Due to computational issues with negative
integration capacities, the gains at market shares below 5–10% are
not represented in REMIND but rather set to zero, thus initial
deployment of solar technologies in the model might be slightly
slower than if all benefits were included.

The VRE-specific parameters SMSC and SMC are based on
assumptions about a mix of storage technologies that is able to
deal with short-term and seasonal variability while balancing the
trade-off between storage costs, the implied energy conversion
losses, and curtailment. The exact values assumed in REMIND are
described in Section 3.3 and in the supplementary information SI2.

The differences in integration requirements are one of the main
differences between PV and CSP and are reflected in different val-
ues for the SMSC and SMC parameters: while PV sees a very strong
day–night cycle and thus requires substantial short-term storage
systems (like flow battery systems), CSP includes 12 h thermal
storage and a solar multiple of three in the basic plant setup mod-
eled in REMIND and can thus be run 18–24 h per day. For full dis-
patch capability, CSP plants can furthermore easily co-fire natural
gas or hydrogen. To represent that CSP and PV are linked by the
same solar resource, thus being exposed to the same seasonal vari-
ations and therefore negatively influencing the integration require-
ments of the other solar technology, we add 1/3rd of the net share
of the linked VRE to the bracket in Eqs. (2)–(4).

3.2. Transmission grid

PV, CSP and wind parks often cannot be sited close to electricity
demand, but require specific site conditions with high incidence of
solar or wind energy to be economical. The feasibility of future
power systems with high shares of renewable supply are therefore
contingent on an increase in long-distance electricity transmission
from sites with favorable renewable resources to demand centers
[62,66–69]. A full representation of this aspect would require
explicit modeling of individual supply and load centers in each
region, which would again make a long-term non-linear optimiza-
tion model like REMIND too complex for solving. The current state
of knowledge about dependence of grid expansion on VRE shares is
limited, with a recent literature review finding grid costs of 2–10 €/
MW h at wind shares around 40% [70]. As there is a lack of compre-
hensive bottom-up scenarios covering different ranges of VRE
shares, we here use geometric principles to develop a conservative
estimation of long-distance grid costs arising from a given share of
a VRE source in the electricity mix. We only calculate the additional
cost directly related to the localized nature of VRE, and otherwise
assume a fully developed AC grid which is able to distribute elec-
tricity on smaller spatial scales and whose costs only depend on
total electricity demand and not on VRE deployment, and can thus
be modeled as linear markups on all electricity, disregarding the
generation type.

A cost-efficient approach to transporting electricity from
regions with high quality VRE resources to other regions on a
national to continental scale (500–4000 km) would be an overlay
grid [67], ideally using high voltage direct current (HVDC) technol-
ogy to minimize losses [71]. Such a grid would allow both a net
energy transfer from regions with high quality VRE resources as
well as balancing between regions with different temporal VRE
incidence.

When the first VRE plants are built in a region that is rich in VRE
incidence, the power can initially be used by the energy demand
centers close by, thus no new long-distance grid is required. As
more and more of the VRE resource is developed, local demand
cannot take up the produced power so long-distance transmission
is needed to reach more distant demand centers. Assuming that
VRE sources are located along one edge of a region, like the solar
resources in the South of the US, or wind resources in the north
of China, the length of the needed transmission lines increases
approximately linear with this VRE’s share in total energy produc-
tion. The requirement for new transmission grid capacity at VRE
shares >7% are thus calculated according to

TGLVRE ½kWkm� ¼ 0:5 � SMGLVRE
kWkm
kWyr

� �
� Net ShareVRE � 7%

93%

� �b

� Net PowerVRE ½kWyr� ð5Þ

with TGL the total grid length, SMGL the specific maximum grid
length, the net production share of this VRE technology, b = 1 the
share exponent that determines how specific grid requirements
increase with VRE share and the net electricity produced by this
VRE. The factor 0.5 results from the fact that if line length of new
lines increases linearly with the production share, the average line
length will be half of the maximum line length.

Differentiating SMGL by VRE technology and region allows
modelers to represent the general pattern that PV resources are
more evenly distributed than CSP resources, as well as differences
in regions’ size and homogeneity. Areas suitable for CSP partially
coincide with sites suitable for PV, thus we also add 1/3rd of the
net share of the linked VRE to the bracket in Eq. (5). The exact
parameters used in REMIND are described below and in the sup-
plementary information SI3.
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3.3. REMIND implementation

In REMIND the integration challenge of variable renewable
energies is completely attributed to each variable renewable tech-
nology. We require the model to invest into storage and reduce
(curtail) VRE electricity output to represent the additional costs
arising from the variability. The current parameterization is based
on two storage technologies: redox flow batteries as short-term
storage for day–night cycles and short-term fluctuations, and
hydrogen electrolysis plus reconversion to electricity via hydrogen
turbines as long-term storage. While other flexibility options exist,
their potential is more limited by regional characteristics (pumped
hydro power, compressed adiabatic air storage) or not yet fully
researched (demand side management). As the two parameterized
technologies do not fundamentally depend on specific local condi-
tions, they could be deployed at large scale in each world region.
Although the current values are based on technology costs for bat-
teries and hydrogen, the general approach could be recalibrated to
include effects of other flexibility options such as power-to-heat.
The resulting storage and curtailment numbers used in REMIND
are shown in Table 1, while the full parameters and background
assumptions are described in the supplementary information SI2.

It should be noted that the storage technologies are modeled as
technologies whose costs reduce via learning-by-doing, thus exact
integration costs at a point in time depend on the capacities
installed until that date. The size of this effect can be seen in
Fig. 1, where the marginal integration costs for PV are displayed
both for the investment costs in 2020, as well as for the invest-
ments costs in 2050 seen in the REMIND Policy scenario described
below. To keep the figure readable, the resulting integration costs
arising at different shares of wind and CSP are only displayed for
the 2050 investment costs.

When comparing the marginal integration costs and curtail-
ment levels resulting from our parameterization with the values
reported in the literature [57,61,64,70,72], we find that they are
in a similar range. A recent overview of integration cost studies
by Hirth et al. [70] estimates near-to-medium term marginal wind
integration costs (including profile, balancing and grid costs) of
25–35 €/MW h at 30–40% share. Our parameterization yields mar-
ginal integration costs at 30–40% wind share of 41–59 $/MW h in
the short term, decreasing to 35–47 $/MW h in 2050, and thus
seems a conservative estimate which likely overstates the integra-
tion costs slightly. As for the subcategory grid costs, the REMIND
implementation results in marginal grid expansion costs of 10 $/
MW h at 40% wind share, which is in line with the 2–10 €/MW h
reported by Hirth et al. [70]. These integration costs substantially
influence technology deployment, as will be discussed in Section
6.3.

3.4. Limitations

Both the storage and grid mechanisms are simplified and
parameterized approaches. Their aim is to include an estimation
of the monetary impact of variability of wind and solar into IAMs,
not to develop new bottom-up insights about integration costs.

Our approach is a rough approximation of what would actually
happen in a real electricity system; especially, it cannot explicitly
capture the effect that remaining conventional capacities reduce
their full load hours, which shifts the market in favor of low-capital
technologies. It does, however, require substantial investments
into storage, so that the resulting VRE output could be termed ‘‘dis-
patchable production’’ – therefore, while the model cannot deter-
mine endogenously the optimal cost-efficient mix of flexibility
options, it includes a realistic-to-high estimate of integration costs.
Both the storage and transmission grids installed for VRE in
REMIND could also have a value for the rest of power system in

the real world and thus lead to lower net cost increases, which is
not explicitly included here.

In Eqs. (2)–(5), we assume that the average per-kW h integra-
tion constraint increases linearly with VRE share, once a threshold
of 7% has been passed. It might also be that the integration con-
straints are more convex (concave), thus implying that the expo-
nents a and b are larger (or smaller) than one. While the
principal behavior is very intuitive – integration challenges
increase with increasing VRE share – the exact behavior depends
on a number of parameters that will be different for different
energy systems in different regions, such as the coincidence of
load, wind, and solar; geographical aspects like availability of res-
ervoirs for pumped hydro storage; the residual energy system;
resource prices; and elasticity of demand. It is thus clear that our
approach cannot produce the optimal results for a given region.
Rather, our aim is to include a plausible conservative estimation
of integration challenges into IAMs to improve realism of the
aggregated IAM results. Further research based on a large number
of detailed bottom-up scenarios with high shares of VRE is needed
to better inform the shape and parameterization of the integration
requirements in the future, and to better differentiate between the
challenges observed in different regions.

From the limited number of currently available studies, the
exact dependence of integration challenges on VRE share seems
an open question. The review by Hirth et al. [70] of profile costs
for wind in different publications does not give a clear picture,
but Fig. 12 in their paper is consistent with marginal integration
costs rising linearly or even less than linearly in the reported range
(up to 40% wind share). Denholm et al. [61] find wind and solar
curtailment rising faster than linearly, but do not assume that stor-
age size is adapted to increasing VRE shares. Here we assume that
storage increases with VRE share, which would reduce the result-
ing curtailment and might lead to the linear behavior implemented
in REMIND. In the supplementary information SI7, we discuss how
REMIND results change when we vary the functional form of the
grid and storage equations by using different values for the expo-
nents a and b in Eqs. (2)–(5).

A limitation of the current approach is the reduced representa-
tion of the interaction between solar and wind. In the current
approach, increasing the wind share does not change the integra-
tion constraints for solar, and vice versa – thus the two technolo-
gies are assumed to be not correlated. In reality, the correlation
between the two technologies might be positive in one region
and negative in another. Future work with detailed time series is
needed to regionally parameterize the positive or negative correla-
tions between wind and solar.

Another possible limitation of this approach is that integration
constraints cannot explicitly take into account the current resource
quality of the VRE, so the integration requirements per kW h are
the same for PV electricity, not regarding if it was produced at a
site with very high capacity factors or at a site with low capacity
factors. Only regional differences, e.g., that PV time series in the
US are better correlated with load than PV time series in Europe,
can be represented.

While the current parameterization is geared towards the rep-
resentation of storage, it is possible to adjust the parameters to
represent other flexibility options. Future work will explore how
integration costs are influenced by different assumptions about
flexibility options and compare our implementation of integration
challenges to other approaches, such as time slices [73] or addi-
tional capacity and flexibility equations [74].

All in all, we think that while the limitations are definitely rel-
evant and require further in-depth analyses, they are basically sec-
ond-order effects on the first-order effect of having integration
costs at all. Based on the comparison with literature, the presented
approach seems a reasonable approximation that is somewhat on
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the conservative side, possibly underestimating integration chal-
lenges in a few instances, but generally slightly overestimating
them.

4. Solar power technology investment costs

The choice between technologies in energy-economy-models
depends crucially on technology costs. To develop a sound basis
for capital cost values, we undertook an extensive literature sur-
vey, using scientific publications, technical reports and market
research. For consistency reasons, all prices need to be in the same
unit and valued at the same time. Thus, all prices from literature
were first converted to US dollars using the average annual
exchange rate [75], and then inflated to 2012 values using the
average of the US and EU CERA power plant price index without
nuclear [76]. The exact assumptions for this can be found in the
supplementary information SI1.

The PV boom starting at the end of the 90s spurred a large num-
ber of cost studies, and the IEA Photovoltaic Power Systems Pro-
gramme [77] has annually monitored national PV system prices
and markets over the last decade. As no commercial CSP plant
was built between 1990 and 2007, the amount of real market data

for CSP is more limited, and prices from individual installation fig-
ure more strongly in the cost analysis.

Comparing cost numbers for CSP is more complicated than for
PV, as the capital costs per kW strongly depend on the amount of
storage and the size of the solar field and thus need to be harmo-
nized to be comparable. Izquierdo et al. analyzed the influence of
different ratios between solar multiple and storage size and found
least cost of electricity at solar multiples over 2.5 in combination
with storage of 8 h and greater [34]. The basic CSP plant setup in
REMIND was thus chosen to have a solar multiple of 3 and 12 h
of storage. We therefore rescaled all numbers found in the litera-
ture to this setup to make them comparable.

4.1. Resulting technology costs

The collected rescaled data for overnight investment costs of PV
and CSP systems is displayed in Fig. 2. For PV, the last twenty years
have shown a continuously increasing amount of installations, so
reliable cost figures are available that monitor the substantial price
decrease. Although economic cycles (due to, e.g., scarcity of feed-
stock silicon that led to high PV module prices in 2005–2009)
caused price fluctuations lasting for several years, over longer time

Table 1
REMIND parameters for storage, grid and curtailment at different market shares of the respective VRE technology.

For each 1 kW year of electricity replaced by VRE electricity production, the model would need to
build on average the following amounts of capacity:

@20% share of this VRE, other
VRE @0%

@40% share of this VRE, other
VRE @0%

PV CSP Wind PV CSP Wind

Of this VRE (PV/CSP/Wind) (kW) 6.70 1.89 3.58 7.97 1.99 3.97
Battery (kW) 0.24 0.00 0.17 0.60 0.00 0.44
H2 electrolyzer (kW) 0.10 0.10 0.10 0.27 0.27 0.27
H2 turbine (kW) 0.21 –a 0.21 0.53 –a 0.53
Curtailment/Storage losses (kW year) 0.14 0.03 0.08 0.35 0.09 0.19
HVDC grid (kWkm) 210 280 280 532 710 710

Assumed average resource quality: (FL h) 1490 4800 2630 1490 4800 2630

a The assumed CSP plant setup already includes an H2 turbine for co-firing, so no additional investment is needed.

Fig. 1. REMIND integration costs for each VRE technologies as a function of this VRE’s share in electricity production. Left: Average and marginal specific integration costs,
assuming 2050 investment costs for storage technologies. As the share of one VRE in the power mix increases, the per-kW h integration costs rise linearly. To demonstrate the
size of technological learning, we also show 2020 costs for PV. As described in SI2, the integration costs for solar are reduced for ‘‘sunny regions’’ where solar incidence and
peak demand overlap well (Africa, Middle East/Asia, India and the US). Right: Total integration costs, assuming a total power system size of 4400 TW h, comparable to the US.
As the linearly increasing per-kW h integration costs are multiplied with the produced VRE electricity, the total integration costs increase quadratic in VRE share. For
comparison, the total value of the produced VRE power when valued at 60 $/MW h is also displayed.
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scales PV consistently showed a very high learning rate of 20 ± 5%
[2,3,47,78,79].

The numbers show a substantial cost differential between dif-
ferent countries: At the end of 2012, at a global cumulative capac-
ity of �100 GW, the total system cost for PV systems larger than
10 kW were in some countries as low as 1.6 (China), 1.3–3.3 (Italy)
or 1.7–2.1 $/Wp (Germany), while other countries showed values
around 3–5 $/Wp (USA) or even 5.5 $/Wp (Japan)4 [80].

Recently, a study by the Lawrence Berkeley National Laboratory
analyzed the substantial price gap between Germany and the US
and found several drivers, including market fragmentation, stan-
dardization of installation procedures, amount of skilled labor
required, permitting procedures, and financing impacts of remu-
neration policies [81].

In the current REMIND version, investment costs are not region-
alized, so we derived one global investment cost value. The very
low prices seen in some countries in 2012 are at least partially
due to the build-up of production overcapacities at the same time
as support policies were strongly reduced. This led to market
shakeouts, which are often accompanied by prices below cost. On
the other hand, market size and market maturity have a large
decreasing influence on PV prices [78,81]. As PV markets around
the world continue to develop and grow, the higher costs seen in
the currently younger and smaller markets will generally converge
towards the lower values seen in the currently larger and more
mature markets. We thus derived a global value that is in line with
the cluster of low current cost values seen in Fig. 2, with the final
parameterization displayed in Table 2.

5. Solar resource potential

An assessment of future deployment of solar technologies
requires data on the total resource potential for this technology
in each of the modeled regions. This has been assessed by previous
studies, but none of these were sufficient for our analysis: Several
of these studies focus on only one of the two solar technologies
[33,94], some report only aggregated global values [95], and others
have aggregated the data in such a way that the substantial varia-
tions in resource quality (Irradiance/capacity factor (CF)/Full Load
hours (FLh)) in each region are strongly suppressed [17,96] or even
totally removed so that only resource quantity is reported [97,98].

Using data from different detailed studies for the two solar tech-
nologies is problematic, as the studies can have very different
assumptions on land use and excluded areas, thereby introducing
a strong artificial bias towards one of the technologies. It was thus
necessary to develop new data in which both solar technologies are
treated equally.

The two solar technologies use different aspects of the light:
CSP can only use direct sunlight normal to the plane of incidence,
termed ‘‘direct normal irradiation’’ (DNI), while PV cells can also
use indirect – diffuse – light reflected from clouds, thus the rele-
vant measure is ‘‘global tilt irradiation’’ (GTI). In general, sites with
high DNI also have high GTI values, thus the two technologies com-
pete for similar sites.

To produce new consistent resource potential data for PV and
CSP, we developed a routine to derive both direct normal irradi-
ance (DNI) and global tilt irradiance (GTI) hourly data from NASA’s
SRB 3.0 data [99], and calculate capacity factors for both CSP and
PV (For more detail on the algorithms, see Stetter [100]). Using
GIS map filters, we exclude unsuitable land and develop a potential
map binned by capacity factor, countries and distance to grid. CSP
plants need flat ground, while PV modules can also be installed in
mountainous regions – thus a much larger land area is usable by
PV than by CSP, see results presented below. The FLh for CSP were
scaled to SM3 using the formula by Trieb et al. [25].

The resource potential data for PV and CSP goes beyond previ-
ous work as it (a) derives coherent resource potentials for both
CSP and PV using the same solar radiation data and applying the
same exclusion factors for both technologies (except for the slope
as PV can be installed on much steeper terrain), (b) reports results
on a national level, allowing data aggregation to various region def-
initions for use in other IAMs, (c) bins the resource potential by
capacity factor, thus leaving all technology cost assumptions to
the modeler, and (d) differentiates potential sites by distance to
grid, thus allowing modelers to include markups for additional grid
connection costs.

5.1. Competition for installation sites

CSP and PV compete for the sites with highest irradiation, and
all sites usable for CSP can also be used for PV. It was thus neces-
sary to implement an additional mechanism to guarantee that at
no time, the model would use more than the total available land
area, while still allowing the model full flexibility of allocating
the land area to PV or CSP. We therefore developed a competition
mapping for the land that can be used by both CSP and PV, by split-

Fig. 2. Overnight investment costs for CSP (left) and PV systems, collected from national market averages, individual projects, reports and scientific publications. To reflect
the model-internal CSP systems design, CSP costs are scaled to SM3 and 12 h storage, and cumulative capacity values for CSP are divided by 2. Data was collected from
[2,22,25,32,77,78,82–93], with mapping of sources to individual data points presented in the supplementary information SI1.

4 If not specified otherwise, all prices in this text are expressed in terms of
US$2012.

R.C. Pietzcker et al. / Applied Energy 135 (2014) 704–720 711

120 Chapter 4 Using the sun to decarbonize the power sector



ting the available area into nine resource grades, ordered by
resource quality. Additional information about the resource poten-
tial calculation, aggregation and land use constraints can be found
in the supplementary information SI4.

To represent the competition for installation sites with good
irradiation in the model, we added an additional land constraint
equation. Therefore, electricity production from solar resources is
limited by three equations: two equations limiting the maximum
energy production for each solar technology (Eqs. (6) and (7)),
and a combined equation that requires the sum of the area used
by the solar technologies to be smaller than the total available land
area (Eq. (8)). These equations are applied individually to each
resource grade category g, in each time step.

8g : Available AreaPV ;g P CapPV ;g � LandUsePV ;g ð6Þ

8g : Available AreaCSP;g P CapCSP;g � LanduseCSP;g ð7Þ

8g : Available AreaPV ;g P CapCSP;g �LanduseCSP;gþCapPV ;g �LandusePV ;g

ð8Þ

with Available Area in km2, Cap in MW, and Landuse in km2/MW.5

As all areas available for CSP can also be used by PV,
Available AreaCSP;g � Available AreaPV ;g . The Landuse values applied
in REMIND are 0.009–0.017 km2/MW for PV (regionally differenti-
ated due to different shadowing effects of tilted installation at differ-
ent latitudes, see Table 10 in the supplementary information), and
0.045 km2/MW for CSP (latitude effects are included in the capacity
factor calculation).

5.2. Resulting resource potential data

In line with previous assessments [98], we find the total techni-
cal potential for solar electricity to be immense (see Fig. 3 for regio-
nal and supplementary information SI2 for regional and country
data), surpassing today’s electricity demand by a factor of more
than 20 in each region except Japan.6 Besides this obvious fact, sev-
eral interesting facets can be seen in the potential data:

� For PV, each of the eleven macro-regions considered in
REMIND except JPN and RUS could supply today’s electricity
demand by PV installations with CF > 0.17 (FL h > 1500), which
are considered as good conditions that would result in com-
paratively low electricity costs. For comparison, average FLh
values for PV plants in the south of Germany are around
950–1050.
� For CSP, the difference between regions with more and less irra-

diation is more pronounced: In the regions AFR, LAM, MEA,
ROW and USA, today’s electricity demand could be supplied
by CSP installations with CF > 0.53 (FLh > 4700).
� After applying all the exclusion factors, 0.5–20% of the

total land area of a region are theoretically usable for the
installation of PV.
� As PV can be installed in regions with a higher slope, in all

regions except for AFR and ROW more than 50% of the total
usable area can only be used for PV and not for CSP.

Table 2
Technology parameters for solar technologies in REMIND.

Overnight
investment costs

Cumulative capacity Yearly O&M costs Learn rate
2002–2013

Floor cost Life time Resulting partial learn
rate in Eq. (1) (%)

End 2013 End 2013
$2012/Wp
($2005/Wp)a

GW % of investment cost $2012/Wp
($2005/Wp)a

years

PV 2.3 (1.7) 140 1.5 20 0.7 (0.5) 30 24
CSP (SM3, 12 h storage) 8.5 (6.2) 1.7b 2.5 10 1.7 (1.3) 30 12

a As the currency in REMIND is $2005, we also state the investment cost numbers in $2005.
b As most CSP installations until today are equipped with little or no storage, this value (and all CSP capacity values in this paper) are scaled down by a factor of two in

relation to industry figures to accommodate for the SM3, 12 h storage CSP design used in REMIND.

Fig. 3. Resource potential for CSP (left) and PV (right) aggregated to REMIND regions. The resource potential is binned according to capacity factor, as shown by the color
coding. The three horizontal lines represent the secondary electricity production in the REF scenario: cyan in 2010, magenta in 2050, black in 2100. The energy values for
Japan are upscaled by a factor of 10 to be able to display them in the same plot. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)

5 As Cap and Landuse are always positive, Eq. (6) holds automatically when Eq. (8)
holds.

6 For Japan, the high population density and rough terrain lead to a very low total
solar potential according to the GIS exclusion areas. To account for the potential of
roof-top PV, we added conservative estimates from other sources (more information
in the supplementary information SI4).
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Compared to previous CSP potential data studies that directly
use the aggregated annual NASA DNI data [33], we find lower
capacity values for regions with high solar irradiance, such as the
US, North Africa, or Australia. This might be the result of the pro-
cessing of the radiation data, including temporal downscaling,
regional aggregation, and application of a clearness index model,
which leads to a mean deviation of �8% against long-run NASA
annual averages, but only a �1.8% mean deviation against direct
measurements from 18 ground sites, as described in [100]. At the
next release of NASA satellite radiation data, the calculated values
should therefore be checked against the new satellite data and
against data from a larger number of ground sites. It should be
noted that satellite observations are inherently different from
ground measurements, and that satellite DNI estimates are quite
sensitive to atmospheric parameters [101]. CSP research would
benefit greatly if all existing CSP plants would publish their hourly
production data.7

By assuming technology costs, it is possible to translate these
resource potentials into supply cost curves for PV and CSP. In

Fig. 4, we show the supply cost curves that result from the pre-
sented resource potentials in combination with investment costs
resulting from the default REMIND learning parameters and an
assumed cumulative capacity of 10 TW for PV and 3 TW for CSP.8

6. Scenario results

In the following, we determine the role of solar power for decar-
bonizing the power system by analyzing the model results from
the various scenario groups along several metrics. We start with
a discussion of the default scenario with and without climate pol-
icy, using the most direct metric, namely electricity generation. We
then elaborate on the interplay of solar deployment and electricity
price, using a scenario in which we exclude the two solar technol-
ogies. We discuss the importance of integration costs for the choice
between PV and CSP. Finally, we use a large scenario ensemble
with a wide range of assumptions about future cost reductions
for solar technologies to test the robustness of our findings on solar
deployment.

Fig. 4. Cost supply curves for CSP (left) and PV (right), assuming investment costs at 10 TW cumulative capacity for PV and 3 TW cumulative capacity for CSP. The potential
for Japan is again upscaled by a factor of 10 to be visible at the given scale.

Fig. 5. Electricity Production (globally aggregated) in REF scenario (left) and POL scenario (right). The black diamond represents the net electricity that satisfies electricity
demand, while the shaded ‘‘Curt/loss’’ represents the production from PV, CSP and wind that is either curtailed or lost due to conversion losses in electricity storage.

7 As most currently-installed CSP plants are subsidized in some form or other, it
should be straightforward to link the subsidy to the requirement to publish full time
series of power production.

8 These cumulative capacity values are realized in the default REMIND climate
mitigation scenario between 2050 and 2060. The factor three difference between the
cumulative capacities for CSP and PV reflects the different CFs.
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6.1. Future electricity generation

To analyse the deployment of solar electricity technologies in
REMIND, we show the globally aggregated electricity production
in the two default scenarios in Fig. 5 and Table 3 (Regional deploy-
ment of solar technologies is displayed in the supplementary infor-
mation SI6). Immediately apparent is the dominance of solar
technologies in the climate policy scenario (POL), where they
together account for 48% of the total electricity produced from
2010–2100. Even without climate policy (REF), PV and CSP supply
a sizeable share of total electricity in the second part of the
century.

In both cases, the electricity production increases steadily dur-
ing the century. The energy demand is determined largely by three
factors: the assumed population growth scenario (exogenous
assumption), the economic growth (quasi-exogenously deter-
mined via assumptions on labor productivity growth), and the
resulting electricity price calculated endogenously by REMIND.
The continuous decrease of fossil fuel resources and the increase
in energy efficiency counteract the general trend toward higher
electrification, thus dampening the upward development of elec-
tricity consumption. The POL scenario shows higher electricity
demand than REF due to stronger electrification – the power sector
is easier to decarbonize than heat or liquid fuel production, so the
whole energy system shifts towards electricity.

The electricity production in the REF case is dominated by fossil
power plants for the next fifty years, while variable renewable ener-
gies take over in the last decades of the century. Electricity from
coal and gas increases strongly in the next decades because of
low resource costs and flexible trade, together supplying more than
70% of total electricity. As for renewable energies, wind supplies
around 6% of yearly electricity demand until 2050, then increases
due to increasing extraction costs of coal and gas. The use of solar
energy only starts in the second half of the century, with the share
of solar in the generation mix staying below 3% until 2050. After
this late start, the deployment of solar power and wind increases
strongly, so that the share of variable renewable energies surpasses
60% by 2090. As biomass is scarce and at the same time valuable for
the provision of non-electric fuels for the transport and heating sec-
tors, its share in electricity production never surpasses 3%.

In the policy scenario, drastic changes in the energy system are
induced by the imposed carbon budget. While the use of fossil
fuels is significantly reduced and coal is phased out completely,
renewable technologies and nuclear energy are developed earlier.
In contrast to the REF scenario, both PV and CSP are built immedi-
ately, so that PV reaches 8% generation share in 2030, and CSP
reaches 8% in 2050. From 2055 onwards, solar technologies domi-
nate the power mix. In 2100, the share of all non-biomass

renewable technologies in the electricity mix surpasses 90%. The
large-scale deployment of solar technologies in the POL scenario
drives down the investment costs much earlier than in the REF sce-
nario, as can be seen in Fig. 6 and Table 3.

The substantial deployment of PV and CSP seen in the POL sce-
nario might raise questions about potential bottlenecks to this
scale-up. While a detailed analysis of this question goes beyond
the scope of this paper, the following rough estimation of the most
likely limiting factors shows that the presented scenarios are
plausible.

Area-wise, the globally installed capacity of 50 TW of PV and
17 TW of CSP in 2100 cover an area of �1.3 million km2, equal to
1% of the global land area. In the US, the covered area in 2100 is
�79,000 km2, comparable to the 73,000 km2 used in 2009 for eth-
anol production from corn [102], thus land usage does not appear
to be a binding limit to deployment.

From a raw material point of view, there are no clear bottle-
necks currently expected for CSP. The production of certain molten
salts for thermal storage might be a limiting factor, but a large
number of alternative storage mediums are currently under
research, with some as cheap and widely available as concrete
[103]. For PV the situation is a bit different: while silicon supply
is close to unlimited in the long run, the silver used for the electric
contacts might be a critical input, as the silver use for PV accounted
for about 7% of total silver production in 2010 [104]. On the other
hand, research into replacements for silver has been ongoing for
decades, and a number of research groups and companies have

Table 3
Capacity values, cumulative capacity values (the sum over all capacities that were ever installed) and investment costs for PV and CSP in REF and POL scenarios.

2020 2030 2040 2050 2060 2070 2080 2090 2100

REF, global values
CSP capacity (GW) 1.8 1.9 3.5 26 184 810 2447 5405 9217
Cumulative CSP capacity (GW) 2.1 2.3 4.6 29 188 824 2525 5749 10,337
CSP investment costs ($/kW) 8020 7900 7180 5620 4480 3820 3430 3190 3040
PV capacity (GW) 296 337 524 1422 4021 8483 15,194 23,327 30,982
Cumulative PV capacity (GW) 306 363 630 1726 4467 9403 17,558 28,861 41,565
PV investment costs ($/kW) 1950 1870 1640 1340 1120 1030 960 910 880

POL, global values
CSP capacity (GW) 4.1 39 259 1101 3031 5904 9565 13,463 17,374
Cumulative CSP capacity (GW) 4.4 40 262 1119 3139 6387 11,141 17,287 24,416
CSP investment costs ($/kW) 7210 5390 4310 3710 3360 3160 3020 2920 2850
PV capacity (GW) 480 1876 4734 8797 13,662 19,962 29,274 39,988 49,926
Cumulative PV capacity (GW) 489 1906 4915 9628 16,194 25,779 40,188 58,179 77,694
PV investment costs ($/kW) 1620 1220 1050 960 900 860 830 810 790

Fig. 6. Endogenous decrease of overnight investment costs for PV and CSP over time
in the REF and POL scenarios due to learning-by-doing.
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managed to produce PV cells with Ni/Cu-contacts using industry-
applicable procedures, thus presenting a possible route to widely
available materials as replacement for silver [105].

Finally, the speed of the technology scale-up also seems within
plausible ranges. For PV, the market growth in the scenarios slows
from the historically observed annual growth rates of around 40%
between 1995 and 2010 [53] to less than 15% per year after
2015. For CSP, the initial scale-up shows high annual growth rates
around 25–30% per year for the first 20GW, then slows to values
below 10% per year after 2050.

6.2. The impact of technologies on electricity prices

These substantial deployments show the relevance of solar
technologies, but for a deeper understanding of the interactions
it is instructive to compare the timing of renewable deployment
with the endogenous development of electricity prices in both sce-
narios (see Figs. 5 and 7). In the following, all discussed energy
prices are wholesale market prices, before distribution costs and

taxes. In the REF scenario, the price stays close to the initial price
of �55 $/MW h until 2050, and increases due to rising resource
prices to a level of �80 $/MW h in 2080, where it remains until
2100. In the POL scenario, the carbon budget leads to a carbon price
that starts in 2015 with 24 $/t CO2 and increases with the model-
internal discount rate of about 5% per year. The rising carbon price
immediately makes electricity from coal – and to a lesser extent
gas – power plants more expensive, thereby increasing the elec-
tricity price to levels around 80 $/MW h in 2040. At this level,
the electricity price is high enough to incentivize the large-scale
deployment of solar technologies, which decarbonizes the electric-
ity system and thereby slows the electricity price increase, so that
the global electricity price stays in the range of 85–95 $/MW h
from 2070–2100. Only regions with limited solar resources
(Japan, India, and to a lesser extent OAS) see electricity prices
above 110 $/MW h.

The interaction between electricity price and solar technology
deployment is bi-directional: In both REF and POL scenarios, the
large-scale deployment of PV and CSP is triggered as electricity
prices rise above �70 $/MW h. In return, this deployment decou-
ples the electricity price from both resource and carbon prices:
While the global coal price in REF increases 6-fold from 2010 to
2100, and the carbon price in POL increases 70-fold from 2015 to
2100, the increase of the electricity price is strongly dampened
and never surpasses a level of 95 $/MW h, less than a twofold
increase over 2010 values. In contrast, the other conventional
energy carriers do not see such a decoupling, and all experience
a more than 12-fold increase in the POL scenario, as displayed in
Fig. 7.

6.2.1. Impact of technology exclusions on electricity prices
The scenarios in which the deployment of a solar technology is

limited allow exploring the interaction with the electricity price in
more depth.9 Changes in electricity prices induced by exclusion of
certain technologies demonstrate the relevance of that technology
for the power system (Fig. 8). As discussed above, electricity prices
increase even in REF until 2100 by 50% compared to 2010 due to ris-
ing resource costs. In POL, the prices increase earlier due to the car-
bon constraint, but do not go much higher due to the stabilizing
effect of wind and solar deployment.

Fig. 7. Model-endogenous prices for energy carriers at power plant/refinery level (generation-weighted global average). Left: Electricity prices in the REF and POL scenarios.
Due to interactions between the long-lived capital stocks in both electricity generation and distribution, the prices do not develop smoothly but shows some jumps up and
down. Right: Prices of several energy carriers in the POL scenario, indexed to 2010 values. The transport sector relies mostly on liquids, while heating services are mostly
provided from solids, liquids and gases.

Fig. 8. Effect of excluding solar technologies on the relative increase of average
2050–2100 electricity price at the wholesale market level (generation-weighted
global average) over the 2010 value.

9 The resulting electricity production in 2100 in the technology exclusion scenarios
are displayed in the supplementary information SI5.
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In Fig. 8 we see that the decarbonization of the power sector
hinges on the availability of at least one solar technology: Exclud-
ing both CSP and PV increases average 2050–2100 electricity prices
by 260% over 2010. On the other hand, PV and CSP seem well capa-
ble of replacing each other should one of the two face substantial
deployment barriers: excluding only either PV or CSP decreases
the price increase to below 90%.

Thus, having at least one solar power technology available
allows the power sector to factually decouple from scarcities in
the rest of the energy system and carbon prices. While the energy
carriers used for the transport sector (liquids) and provision of heat
(solids, liquids, gases) face substantial difficulties when decarbon-
izing, leading to strongly rising energy prices in these sectors (see
Fig. 7), the electricity sector can deploy large shares of solar power
at only gradually rising costs, thereby slowing the electricity price
increase and decoupling it from the price increase for liquids, solids
or gases. If neither PV nor CSP are available, carbon prices drive
electricity prices to much higher levels.

6.3. The impact of VRE integration costs on LCOE

As shown in Fig. 5, the deployment of PV precedes the deploy-
ment of CSP, but later in the century CSP becomes more important
although PV investment costs are substantially below those of CSP.
This behavior can be explained by the larger need for storage when
deploying PV, which becomes decisive at high VRE shares. To bet-
ter understand the competition between the two solar technolo-
gies, we employ the concept of System LCOE from Ueckerdt et al.
[65] and analyze how VRE integration costs influence the average
and marginal levelized costs of electricity production over time10

(see Fig. 9). Put very briefly, ‘‘System LCOE’’ of a technology are based
on the conventional LCOE measure, but try to include the monetary
value of all additional effects that adding a unit of electricity from
this technology has on the total system costs – including changes
of required peaking plants or storage, changes of load factors of other
power plants, or changes of grid requirements.

For the direct LCOE, which only depend on investment cost,
operation and maintenance costs, capacity factors, life times and

discount rate, the learning effect is the strongest driver. Learn-
ing-by-doing decreases the capital costs of a technology as this
technology is deployed more (see Fig. 6), thus decreasing the LCOE
of newly built plants. There is also a smaller counteracting effect:
as more sites are used for a certain technology, the resource quality
of the new sites decreases, leading to lower capacity factors, thus
slowing LCOE decrease.

Besides the direct LCOE, three markups on LCOE can be calcu-
lated for VRE: the cost increase due to curtailed electricity and
electricity loss in storage, due to investments into grid expansion,
and due to investments into storage. The relative importance of the
three integration requirements is different for the two solar tech-
nologies. Due to our assumption that PV sites are more evenly dis-
tributed across a region than CSP sites, the grid expansion costs are
more relevant for CSP than for PV. On the other hand, the storage
requirements and electricity losses due to curtailment are much
higher for PV than for CSP.

Although the direct marginal LCOE of CSP are more than 30%
higher than those of PV in every time step, the total marginal LCOE
of CSP are lower than those for PV after 2040. This can be explained
by the fact that the marginal integration costs of PV rise strongly as
the share of PV in electricity production increases, leading to inte-
gration costs that can be higher than the direct LCOE. The impact of
the integration requirements on the competition between PV and
CSP can easily be observed in Fig. 9. As total marginal LCOE for
CSP are lower than for PV after 2040, CSP is deployed much faster
so that the CSP share eventually overtakes the share of PV. This
analysis emphasizes how important it is to include the effects of
VRE integration into energy economy models and not to draw con-
clusion solely based on direct LCOE values.

As shown in Fig. 9, the calculated cost markups on marginal
LCOE become substantial once total VRE shares surpass 20–30%,
especially so for PV, where additional costs from storage, grid
and curtailment can become larger than direct LCOE. The ranges
we calculate in REMIND are in a similar range as those calculated
by Mills and Wiser [64] who analyzed how the market value of

Fig. 9. Development over time of average (left) and marginal (right) System LCOE of electricity supplied by solar technologies in the USA in the POL scenario (calculated ex-
post as diagnostic variable). The vertical percentage numbers display the share of this technology in total electricity generation.

Table 4
Maximum parameter range of learning rates and floor costs for the sensitivity study.

PV CSP

2002–2013
LR (%)

Floor cost
($/W)

2002–2013
LR (%)

Floor cost
($/W)

Expensive 16 2.2 7 7.7
Cheap 26 0 16 0.5

10 Although it may at first seem counterintuitive, for learning technologies the
marginal LCOE can be below average LCOE at a certain point in time, as the average
LCOE take into account the investments that were needed to create the power system
at a certain point in time. When investment costs for learning technologies decrease,
the marginal LCOE decrease immediately, but average LCOE are only affected with a
delay as most of the currently standing plants were built at earlier times with higher
investment costs.
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VRE in California would change as their deployment level is
increased. At 30% market share, they find that the marginal eco-
nomic value of PV is decreased to one third of the initial value,
while for CSP with 6 h of thermal storage the value is only reduced
to two-thirds. Denholm and Margolis [72] analyze the value of PV
in the ERCOT market at different storage levels, finding a doubling
of PV energy costs somewhere between 17% and 35% PV share,
depending on assumptions of residual system flexibility and stor-
age capacity. Apart from these studies, there is only limited litera-
ture to compare these values to: Hirth [57] performed an extensive
literature research about VRE integration costs, but only very few
of the studies analyzing integration costs of solar technologies look
at PV shares beyond 10%.

While the exact values of integration costs are surely up to dis-
cussion and will change as knowledge improves, these comparisons
make us confident that our approach is a good step for approximat-
ing VRE integration challenges in large-scale models that do not
allow modelers to explicitly represent full time series of load and
VRE incidence due to numeric complexity. At the same time, we
acknowledge that substantial further research is needed to (a)
improve the parameterization, (b) determine the impact of region-
ally different time series and geographies, and (c) analyze in depth
the trade-off between different flexibility options like demand side
management, storage, transmission grid improvement, and flexibil-
ity of the residual system. To achieve all this, more results from ded-
icated electricity sector model studies covering a wide range of VRE
shares as well as different world regions are needed.

6.4. Sensitivity of results to cost assumptions

Both PV and CSP are implemented in REMIND as technologies
that have decreasing investment costs as deployed capacity
increases (see Section 2.2.1). For both PV and CSP, there are
detailed engineering proposals behind the projected decreases of
capital cost in the future [32,39,106,107]. Furthermore, the last
25 years have shown that substantial learning was achieved for
PV technologies, leading to cost reductions of more than 85%. Still,
there is uncertainty about what part of the future projected cost

reductions will be achieved over what time frame. To analyse the
impact of these future cost uncertainties on solar technology
deployment, we performed a sensitivity study: We varied the
future investment costs at a certain cumulative installed capacity11

by changing learning rates and floor costs as displayed in Table 4.
The values for the ‘‘expensive’’ limit were chosen such that long-
term costs were slightly below today’s costs, while the values for
the ‘‘cheap’’ limit represent very optimistic assumptions.

Our scenarios show that the importance of solar power for the
electricity sector under a strict mitigation target is robust. This
can be seen in Fig. 10, where we display the resulting net shares
of CSP and PV in the cumulated electricity production from 2010
to 2100 for the POL scenarios under the different future cost
assumptions. Even for the most pessimistic cost projections,
namely the unlikely case of no further learning for PV and CSP
beyond the currently reached price, the share of solar in cumulated
electricity production over the next century is 19%. As the costs
projections are reduced and get more closer to current estimates,
the solar share increases to 48% at default assumptions, and rises
further to up to 78% for the most optimistic assumptions of
280 $/kW for PV and 1300 $/kW for CSP.

The sensitivity runs also confirm that PV and CSP can partially sub-
stitute for each other. At a given cost for a PV plant, an increase of
future investment costs for CSP leads to less electric power produc-
tion from CSP and more production from PV, and vice versa. They
are imperfect substitutes, as the total share of solar electricity is
reduced in this process. Both technologies coexist and contribute sig-
nificantly to total electricity production over a wide range of costs.

7. Summary and conclusions

In this paper we analyzed the role of solar technologies for
decarbonizing the power sector as well as the competition

Fig. 10. Share of solar/PV/CSP electricity in total cumulated electricity production 2010–2100 at different future investment costs. The investment costs for CSP (always on
the y-axis) are given at a cumulative capacity of 3 TW, for PV (always on the x-axis) at a cumulative capacity of 10 TW to account for the factor three difference in capacity
factors. The open circles mark the individual REMIND runs, the black circle denotes the default assumptions.

11 To reflect the factor three difference in capacity factor between CSP plants with
thermal storage and PV plants, the investment costs are given for a cumulative
installed capacity of 10 TW for PV and 3 TW for CSP – both of which are reached
between 2050 and 2070 in the default POL scenario.
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between PV and CSP using the hybrid energy-economy model
REMIND. To this end, we developed the following datasets and
algorithms to augment the representation of solar power technol-
ogies in large-scale energy-economy-models:

� A simplified representation of integration challenges arising
from high market shares of VRE, useful for large-scale IAMs that
cannot handle more detailed power system representations due
to computational limitations. Through these integration
requirements, models are able to value the benefit that CSP gets
from thermal storage. At high VRE penetration levels, the mar-
ginal integration costs of PV can be higher than the direct tech-
nology costs, so it is crucial to include these costs.
� Estimates of current investment cost as well as future cost

reductions.
� A consistent resource potential data set for the two solar tech-

nologies, suitable for use in IAMs. The data set goes beyond pre-
vious work as it (a) derives coherent resource potentials for
both CSP and PV using the same algorithm and exclusion fac-
tors, (b) reports results on a national level, allowing flexible
regional aggregation, (c) bins the resource potential by capacity
factor, thus leaving technology cost assumptions to the mod-
eler, and (d) differentiates potential sites by distance to grid.
The resulting potential is very large: today’s electricity demand
could be supplied by PV at good insolation levels (>1500 FL h) in
all REMIND macro-regions except Japan and Russia.

We then performed several groups of scenario ensembles and
analyzed the results, using the metrics electricity generation, elec-
tricity price, levelized cost of electricity as well as share in cumu-
lated electricity generation. The main findings are:

� Solar electricity is projected to be the main source of electricity
in the second half of the century, supplying 48% of the cumu-
lated global electricity produced from 2010–2100 in a scenario
with cost-efficient mitigation policies to achieve the 2 �C target.
Even without climate policy, solar becomes the main source of
electricity after 2070.
� In a climate policy world, the electricity system is highly depen-

dent on having at least one solar technology available: exclud-
ing both PV and CSP leads to substantial electricity price
increases, with average 2050–2100 prices 260% higher than in
2010.
� Integration costs are highly relevant for the competition

between PV and CSP: Although PV consistently has lower direct
LCOE than CSP and is initially deployed faster, CSP catches up
and overtakes PV at the end of the century due to lower integra-
tion costs of CSP.
� The dominance of solar technologies for the power sector is

quite robust to changing cost assumptions: Even under the
most pessimistic view that the projected cost decreases are
not realized and investment costs remain at current levels, solar
technologies produce 19% of cumulated 2010–2100 electricity
in a climate mitigation scenario.
� Both technologies can partially substitute each other: In cost-

optimal scenarios, PV and CSP complement each other, but if
one of the two technologies faces deployment barriers, the
other can strongly increase its’ share in total electricity produc-
tion and partially make up for the loss of the other technology.

Solar technologies could thus be characterized as a backstop
technology for the power sector in most regions: they require a
certain electricity price before being deployed, but then manage
to decouple the electricity price from resource and carbon price
increases, as they can supply large quantities of electricity in most
world regions without escalating costs.

As any modeling exercise, our results come with limitations.
Due to the long-term nature of climate change, mitigation scenar-
ios need to extend far into the future. Technology projections are
inherently risky and limited by current knowledge and imagina-
tion. The aggregation into 11 world regions omits details interest-
ing to national policymakers. However, technology development
and diffusion happen on a global scale, thus large-scale global
models are required for answering questions about long-term
transformation scenarios.

Furthermore, technology choice is influenced by many additional
parameters beyond the modeled investment costs and integration
challenges, such as political preferences, differing maintenance
requirements, or the possibility to produce technologies locally.
Such aspects cannot be fully represented in a model the size of
REMIND. Nevertheless, the wide range of future investment costs
at which both technologies are used in the mitigation scenario
(see Section 6.4) can act as a benchmark for how large these addi-
tional effects would have to be to knock out one of the two
technologies.

Despite these caveats, the current study can be seen as a conser-
vative scenario of a future in which no unforeseen technology12

revolutionizes our energy system: if such a world is dedicated to
limiting global warming to below 2� at lowest cost, both photovolta-
ics and concentrating solar power will play a substantial, maybe
even paramount, role in the power system.
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Supplementary	Information	

SI	1:	Solar	cost	data	

To derive cost parameterizations for PV and CSP, we collected investment cost data from 
scientific papers, reports, national market reports, and individual CSP project cost reports. All 
cost data was first converted into US Dollar and then inflated to 2012 values using the average of 
the US and EU CERA power plant price index without nuclear [1]. For CSP, the data was 
additionally rescaled to a plant design with a solar multiple of 3 and 12h of storage.  

The values depicted in Figure 1 of the main text can be found in the following tables SI Table 1-
SI Table 4. The IEA PVPS reports can all be downloaded at http://www.iea-pvps.org/. 

 
SI Table 1: CSP Investment costs from reports and scientific literature 
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[GW] 
[$2012 

/W]     
[million] [M$2012] [MW] [h] 

[$2012 
/W] 

8.0 6.3 MED-CSP 2005 EU 2020 US$2000 4.0 7.3 - 16.0 7.2 

350.0 5.6 MED-CSP 2005 EU 2050 US$2000 3.6 6.5 - 16.0 6.4 

0.2 10.1 Vallentin 2009 EU 2007 €2008 300.0 433.8 50 7.5 8.5 

34.5 5.9 Vallentin 2009 EU 2020 €2008 3.5 5.1 - 7.5 5.0 

115.0 5.5 Vallentin 2009 EU 2050 €2008 3.3 4.7 - 7.5 4.6 

415.0 5.1 Vallentin 2009 EU 2050 €2008 3.0 4.4 - 7.5 4.3 

0.4 8.9 Enst&Young 2011 EU 2010 US$2010 364.0 383.5 50 7.5 7.5 

0.2 7.5 Sargent&Lundy 2003 USA 2004 US$2002 240.0 382.2 50 12.0 7.5 

1.0 5.5 Sargent&Lundy 2003 USA 2010 US$2002 534.0 850.3 150 12.0 5.5 

4.5 5.0 Sargent&Lundy 2003 USA 2020 US$2002 1288.0 2050.9 400 12.0 5.0 

0.2 12.4 Sargent&Lundy 2003 USA 2004 US$2002 124.0 197.4 14 16.0 14.1 

1.0 6.3 Sargent&Lundy 2003 USA 2010 US$2002 461.0 734.1 100 16.0 7.2 

4.5 4.9 Sargent&Lundy 2003 USA 2020 US$2002 718.0 1143.3 200 16.0 5.6 

0.4 11.6 Trieb et al 2012, En. Pol. EU 2010 US$2010 11.3 11.9 - 12.0 11.6 

0.5 11.6 Trieb et al 2012, En. Pol. EU 2010 €2010 8.5 11.9 - 12.0 11.6 

19.5 6.9 Trieb et al 2012, En. Pol. EU 2020 €2010 5.1 7.1 - 12.0 6.9 

120.0 5.4 Trieb et al 2012, En. Pol. EU 2030 €2010 4.0 5.6 - 12.0 5.4 

297.5 4.8 Trieb et al 2012, En. Pol. EU 2040 €2010 3.5 5.0 - 12.0 4.8 

475.0 4.6 Trieb et al 2012, En. Pol. EU 2050 €2010 3.3 4.7 - 12.0 4.6 

14.0 4.9 IEA WEO 2011 World 2020 US$2010 3.8 4.0 - 6.0 3.9 

115.0 3.3 IEA WEO 2011 World 2035 US$2010 2.5 2.6 - 6.0 2.6 

0.4 8.6 Viebahn et al 2011 EU 2010 €2010 5.3 7.4 - 7.5 7.2 

31.5 4.2 Viebahn et al 2011 EU 2025 €2010 3.5 4.9 - 16.0 4.8 

240.0 2.9 Viebahn et al 2011 EU 2050 €2010 2.4 3.4 - 16.0 3.3 

0.4 10.4 Turchi 2010 USA 2010 US$2010 800.0 842.9 100 6.0 8.2 

2.5 10.3 Turchi 2010 USA 2015 US$2010 1975.0 2080.9 250 6.0 8.1 

2.5 8.6 Turchi 2010 USA 2015 US$2010 660.0 695.4 100 6.0 6.8 

7.3 6.7 Turchi 2010 USA 2020 US$2010 1625.0 1712.1 250 12.0 6.7 

19.0 6.1 Turchi 2010 USA 2025 US$2010 1180.0 1243.3 200 12.0 6.1 
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0.2 11.9 Trieb 2009 EU 2005 €2008 8.4 12.1 - 12.0 11.9 

2.5 8.5 Trieb 2009 EU 2015 €2008 6.0 8.6 - 12.0 8.5 

77.5 5.6 Trieb 2009 EU 2030 €2008 3.9 5.7 - 12.0 5.6 

300.0 4.8 Trieb 2009 EU 2050 €2008 3.4 5.0 - 12.0 4.8 

2.5 8.2 IRENA 2012 World 2015 US$2010 8.5 9.0 - 14.0 8.8 

0.4 9.9 IRENA 2012 World 2010 US$2010 9.6 10.1 - 12.0 9.9 

0.4 9.8 IRENA 2012 World 2010 US$2010 10.5 11.1 - 15.0 10.8 

400.0 3.3 DII 2012 World 2050 €2011 2.0 2.9 - 8.0 2.9 

 
SI Table 2: CSP Investment costs from individual projects 
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[GW] 
[$2012 

/W]     
[million] [M$2012] [MW] [h] 

[$2012 
/W] 

0.2 9.9 Nevada Solar 1 US 2005 US$2005 266 361.8 64 0 5.5 

0.2 9.3 PS10 Spain 2005 €2005 35 58.5 10 1 5.7 

0.2 9.9 Andasol1 Spain 2007 €2007 300 425.7 50 7.5 8.3 

0.2 10.1 Andasol 2 Spain 2008 €2008 300 433.8 50 7.5 8.5 

0.3 10.3 Andasol 3 Spain 2009 €2009 320 446.1 50 7.5 8.7 

0.2 11.8 Alvarado 1 Spain 2007 €2007 236 335.9 50 0 6.6 

0.2 10.0 Ibersol Puertolano Spain 2007 €2007 200 284.7 50 0 5.6 

0.2 9.0 PS20 Spain 2007 €2007 80 113.9 20 1 5.6 

0.2 9.9 Extresol 1 Spain 2007 €2007 300 427.0 50 7.5 8.4 

0.2 10.1 Solnova 1 Spain 2008 €2008 200 289.7 50 0 5.7 

0.2 12.7 Solnova 3 Spain 2008 €2008 250 362.1 50 0 7.1 

0.2 10.9 Solnova 4 Spain 2008 €2008 215 311.4 50 0 6.1 

0.3 12.0 Manchasol 1 Spain 2009 €2009 370 516.8 50 7.5 10.1 

0.3 17.5 gemasolar Spain 2009 €2009 240 335.2 17 15 19.3 

0.3 9.7 Astexol 2 Spain 2009 €2009 300 419.0 50 7.5 8.2 

0.3 11.6 Majades Spain 2009 €2009 237 331.0 50 0 6.5 

0.3 10.7 Valle 1+2 Spain 2009 €2009 660 921.9 100 7.5 9.0 

0.3 10.8 El Reboso II Spain 2009 €2009 220 307.3 50 0 6.0 

0.4 10.5 Helios 1&2 Spain 2010 €2010 430 601.1 100 0 5.9 

0.4 9.7 Extresol 3 Spain 2010 €2010 300 419.4 50 7.5 8.2 

0.4 10.8 Ivanpah US 2010 US$2010 2,200 2318.8 377 0 6.0 

0.4 11.1 Shams UAE 2010 US$2010 600 632.4 100 0 6.2 

0.7 10.8 Arenales Spain 2011 €2011 314 458.3 50 7 9.0 

0.4 10.4 Solana US 2010 US$2010 2,000 2108.0 250 6 8.2 

0.7 11.5 Enerstar Spain 2011 €2011 225 328.4 50 0 6.4 

0.7 7.3 Genesis Solar US 2011 US$2011 1,000 1047.2 250 0 4.1 

0.7 11.5 Mojave US 2011 US$2012 1,600 1638.8 250 0 6.4 

0.7 9.9 Crescent Dunes US 2011 US$2011 983 1032.2 110 10 9.2 

1.1 10.8 Bokpoort S. Africa 2012 US$2012 494 505.9 50 9.5 9.9 

1.5 5.7 Delingha Supcon  China 2013 CNY2013 990 163.2 50 0 3.2 

1.1 8.1 Dhursar India 2012 INR2013 21,000 462.4 100 0 4.5 

1.1 10.5 Ouazarzate Morocco 2012 €2012 900 1184.6 160 3 7.2 

1.5 6.2 Rice Tower US 2013 US$2013 800 819.1 150 8 5.3 

2.0 5.2 Crossroads US 2014 US$2013 700 716.7 150 9 4.7 
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SI Table 3: PV Investment costs from reports and scientific literature 
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[GW] 
[$2012 

/W]     
[…/W] […/W] […/W] 

1.3 9.6 

Schaeffer 2004: Learning from 
the sun 

France 2000 US$2001 5.84   5.8 

1.3 12.2 Germany 2000 US$2001 7.42   7.4 

1.3 14.0 Netherlands 2000 US$2001 8.47   8.5 

1.3 12.7 Italy 2000 US$2001 7.69   7.7 

2 8.7 France 2002 US$2001 5.28   5.3 

2 10.6 Germany 2002 US$2001 6.42   6.4 

2 8.0 Netherlands 2002 US$2001 4.83   4.8 

2 8.7 Italy 2002 US$2001 5.25   5.3 

8.3 5.1 Junginger 2008 Global 2007 US$2007 5   5.0 

250 2.1 IEA WEO 2011 Global 2020 US$2010   1.7-2.3 2.0 

220 2.5 IEA WEO 2011 Global 2020 US$2010 2.0-2.8   2.4 

1300 1.4 IEA WEO 2011 Global 2035 US$2010   1.1-1.6 1.4 

1300 1.7 IEA WEO 2011 Global 2035 US$2010 1.4-2.0   1.6 

380 1.9 Goodrich 2012 USA 2020 US$2012 1.7-2.3   1.9 

2000 1.4 Keshner and Arya 2004 USA   US$2003 0.8-1.1   1.0 

8930 1.1 Frankl 2005: NEEDS Global 2050 €2004   0.6 0.6 

2360 1.4 Frankl 2005: NEEDS Global 2050 €2004   0.8 0.8 

530 2.3 Frankl 2005: NEEDS Global 2050 €2004   1.3 1.3 

1500 1.3 IEA 2008: ETP Global 2050 US$2007 1.24   1.2 

3000 1.1 IEA 2008: ETP Global 2050 US$2007 1.07   1.1 

1080 1.3 EPIA 2011: Solar Generation IV Global 2030 €2010 0.96 1.0 

1800 1.0 EPIA 2011: Solar Generation IV Global 2030 €2010 0.74 0.7 

880 1.5 IEA 2013 PV Roadmap Global 2030 US$2012 1.2-1.8   1.5 

3100 0.8 IEA 2013 PV Roadmap Global 2050 US$2012   0.8 0.8 

 
SI Table 4: PV Investment costs from national PVPS reports and market reports 
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[GW] [$2012 /W] […/W] […/W] […/W] 

1.3 13.4 IEA PVPS USA 2002  USA 2000 US$2000 8-10 7.1-7.5 7.5 

1.3 10.7 IEA PVPS Germany 2002 Germany 2000 €2000 6.5   6.5 

2 12.0 IEA PVPS USA 2002  USA 2002 US$2002 6.5-9   7.7 

2 8.2 IEA PVPS Germany 2002 Germany 2002 €2002 5.6   5.6 

2 9.3 IEA PVPS Japan 2002 Japan 2002 JPY2002 720 850 750 

3.9 9.9 IEA PVPS USA 2004 USA 2004 US$2004 6-9   7.0 

6.2 7.8 IEA PVPS USA 2006 USA 2006 US$2006 7-8 6.5-7.5 7.0 
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6.2 6.5 IEA PVPS Japan 2006 Japan 2006 JPY2006 680   680 

6.2 7.2 IEA PVPS Japan 2006 Japan 2006 JPY2006   750 750 

6.2 8.3 IEA PVPS Italy 2006 Italy 2006 €2006 6-6.8 5-6 5.9 

6.2 6.9 BSW Solar Preisindex 5/2012 Germany 2006 €2006 4.8-5.1   4.9 

8.3 6.3 IEA PVPS Germany 2007 Germany 2007 €2007 4.3-4.8   4.5 

9.5 6.1 IEA PVPS USA 2007 USA 2007 US$2007   5.5-7 6.0 

12.6 5.9 IEA PVPS Germany 2008 Germany 2008 €2007 3.7-4.5   4.2 

20 6.2 IEA PVPS Italy 2009 Italy 2009 €2009 3.5-5   4.3 

20 4.7 IEA PVPS Italy 2009 Italy 2009 €2009   3-3.4 3.2 

32 4.7 IEA PVPS Germany 2010 Germany 2009 €2009 3.2 3.2 

32 4.0 BSW Solar Preisindex 5/2012 Germany 2010 €2010 2.9   2.9 

32 3.7 IEA PVPS Germany 2010 Germany 2010 €2010 2.5-3.2   2.7 

32 3.1 IEA PVPS Germany 2010 Germany 2010 €2010   2.3 2.3 

39 4.3 IEA PVPS USA 2010 USA 2010 US$2010   4.2 4.2 

39 6.5 IEA PVPS USA 2010 USA 2010 US$2010 5.9-6.7   6.3 

41 5.3 IEA PVPS USA 2010 USA Q42010 US$2010 5.1 5.1 

55 4.8 IEA PVPS USA 2011 USA 2011 US$2011 4.7 4.7 

71 4.2 IEA PVPS USA 2011 USA Q42011 US$2011 4.08 4.1 

55 2.9 IEA PVPS Germany 2011 Germany 2011 €2011 2 2.0 

71 3.0 BSW Solar Preisindex 5/2012 Germany 2011 €2011 2.08   2.1 

56 3.3 IEA PVPS South Korea 2011 S. Korea 2011 KRW2011 3150-4000 3600 

56 2.8 IEA PVPS China 2011 China 2011 CNY2011 17.5   17.5 

55 4.2 IEA PVPS Italy 2011 Italy 2011 €2011 2.5-3.4   3.0 

55 3.2 IEA PVPS Italy 2011 Italy 2011 €2011   2-2.5 2.3 

71 4.2 U.S. Solar Market Insight 2013 USA Q42011 US$2011 4.1 4.1 

87 5.6 IEA PVPS Japan 2012 Japan 2012 JPY2012 437-474   450 

87 2.4 IEA PVPS South Korea 2012 S. Korea 2012 KRW2012 2400-3000 2700 

87 2.8 IEA PVPS Italy 2012 Italy 2012 €2012 1.5-2.8   2.2 

87 1.7 IEA PVPS Italy 2012 Italy 2012 €2012   1-1.6 1.3 

87 2.1 IEA PVPS France 2012 France 2012 €2012   1.6 1.6 

87 3.6 IEA PVPS France 2012 France 2012 €2012 2.0-3.7   2.8 

87 3.1 IEA PVPS Australia 212 Australia 2012 AUD2012 3 3.0 

87 2.4 BSW Preisindex 2012 Germany 2012 €2012 1.75-2.1   1.9 

87 1.6 IEA PVPS China 212 China 2012 CNY2012 10   10.0 

95 3.0 U.S. Solar Market Insight 2012  USA Q42012 US$2012 3.01 3.0 

100 1.9 IEA PVPS TRENDS 2013 Germany Q42012 €2012   1.3-1.6 1.5 

130 2.6 U.S. Solar Market Insight 2013  USA Q42013 US$2013 10   2.6 

130 2.2 BSW Preisindex 2013 Germany Q42013 €2013 1.64  1.6 
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SI	2:	Representation	of	storage	requirements	

In REMIND, the integration challenge of variable renewable energies is completely attributed to 
each variable renewable technology. We require the model to invest into storage and curtail VRE 
electricity output to represent the additional costs arising from variability. This approach is a 
rough approximation of what would actually happen in a real electricity system; especially, it 
cannot capture the effect that remaining conventional capacities reduce their full load hours. It 
does, however, require substantial investments into storage, so that the resulting VRE output 
could be termed “dispatchable production” – therefore, while the model cannot determine 
endogenously the optimal cost-efficient mix of flexibility options, it includes a realistic-to-high 
estimate of integration costs. 

Although a number of different storage options currently exist or are in demonstration stage, two 
main classes can be differentiated: those that are potentially suited for long-term storage, such as 
hydrogen electrolysis or possibly power-to-heat with heat storage, and those that are only suited 
for short-term storage because of either high reservoir costs, such as batteries, or limited 
reservoir size, such as demand response or (in most places) pumped hydro storage.  

As representative instances of these two classes of storage, we chose redox flow batteries (RFB)1 
for short-term storage and hydrogen electrolysis including tank storage for long-term storage. 
These technologies were chosen for their almost unlimited potential – other storage options like 
pumped hydro storage or compressed air storage require geographic settings that are limited in 
most regions of the world. The availability of a limited amount of cheaper storage or flexibility 
options would lower the cost of VRE integration at a low VRE share.    

Published estimates of costs for RFB [2]–[9] and hydrogen electrolysis and storage [2], [3], [5], 
[10]–[12] vary widely by up to an order of magnitude. For the parameterization in REMIND, we 
choose the values shown in SI Table 5. For hydrogen storage costs, we decided to take values 
from the low end of estimates for above-ground tank storage to reflect the fact that many regions 
can at least partially use underground storage, which is an order of magnitude cheaper [3]. 

 
SI Table 5: Storage technology costs assumed for REMIND storage parameterization 

Hydrogen  Battery 

electrolysis turbine  reservoir  capacity  reservoir

Initial Cost  [$/kW] ([$/kWh] for reservoir)  1000 700 4  700 250

Floor cost  [$/kW] ([$/kWh] for reservoir)  250 400 1  250 75

Learn rate  [percent]  10% 10% 10%  10% 10%

O&M costs  [% of Capex]  2% 2% 2%  2% 2%

Life time  [year]  25 25 25  25 25

                                                 
1 In the past, mostly Lead-acid and Sodium/Sulfur batteries were deployed, but a more promising 
option for future large-scale battery storage are redox flow batteries (RFB) such as the vanadium 
redox-flow batteries currently used in several demonstration projects.  
  

134 Chapter 4 Using the sun to decarbonize the power sector



 

In the REMIND version employed in this work, the parameterization for the storage and grid 
requirements used in Eq. 2-5 in the main paper is as follows. For each VRE technology, an 
individual mix of battery and hydrogen storage as well as curtailment was chosen, based on the 
most relevant temporal variations and an estimation of what amount of seasonal variability is not 
cost-efficient to store and should rather be curtailed: for PV, the strong day-night cycle together 
with the substantial seasonal variations in output require both a large amount of short-term 
storage plus a sizable amount of long-term storage and curtailment. For wind, the seasonal 
variations are smaller than for PV, but the effect of synoptic weather patterns is more relevant, 
therefore sizable hydrogen capacities are required, but a smaller reservoir is sufficient. For CSP, 
only hydrogen electrolyzers and hydrogen storage are required, as hydrogen can be co-fired in 
the default CSP plant setup in REMIND, and the short-term fluctuations are smoothened by the 
thermal storage. The resulting REMIND parameterization of the maximum aggregate storage 
requirements is displayed in SI Table 6. 

 
SI Table 6: Aggregated storage requirements in REMIND for a 100% PV, 100%Wind or 100% CSP system 

     
Storage per kWyear 
load supplied from 

   Unit  PV  Wind  CSP 

SMSC_Bat:       

Battery capacity  [kW]  1.7  1.3 ‐ 

Total battery reservoir  [kWh]  17  8 ‐ 

SMSC_H2:       

H2 electrolysis  [kW]  0.8  0.8 0.8

H2 turbine  [kW]  1.5  1.5 ‐ 

Total H2 reservoir  [kWh]  720  360 540

SMC: Curtailment & Conversion Losses  [% of net power from this VRE]   100%  54% 33%

For information: Curtailment & Energy 
Losses 

[% of gross power (before 
curtailment) from this VRE]  50%  35% 25%

 

The resulting integration requirements at lower VRE shares are still sizable, as displayed in SI 
Table 7: In a power system where 40% of a region’s electricity is supplied by PV, the model will 
have 8kW of PV capacity and 1.1kW of storage capacity installed for each kWyear of load that is 
supplied by PV. The resulting electricity losses due to seasonal variation and storage losses 
amount to 0.35kWyears. 

While the current parameterization is geared towards the representation of storage, it is possible 
to adjust the parameters to represent other flexibility options. Future work will explore how 
integration costs are influenced by different assumptions about flexibility options and compare 
our implementation of integration challenges to other approaches such as the one presented in 
Sullivan et al. [13]. 
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SI Table 7: Effect of storage/curtailment requirements at different market shares of the respective VRE technology. (*: 
The assumed CSP plant setup already includes a gas/H2 turbine for co-firing, so no additional investment is needed) 

For each 1kWyear of electricity replaced by  
VRE electricity production, the model would 
need to build on average the following amounts 
of capacity: 

@20% share of this VRE @40% share of this VRE 

PV CSP Wind PV CSP Wind 

of this VRE (PV/CSP/Wind) [kW] 6.70 1.89 3.58 7.97 1.99 3.97 

Battery [kW] 0.24 0.00 0.17 0.60 0.00 0.44 

H2 electrolyzer [kW] 0.10 0.10 0.10 0.27 0.27 0.27 

H2 turbine [kW] 0.21 -* 0.21 0.53 -* 0.53 

Curtailment/ Storage Losses [kWyear] 0.14 0.03 0.08 0.35 0.09 0.19 

HVDC grid [kWkm] 210 280 280 532 710 710 

Assumed average resource quality: [FLh] 1490 4800 2630 1490 4800 2630 

 

The four “sunny” regions USA, Africa, India and Middle East/Asia are assumed to have higher 
seasonal overlap between (future) electricity demand due to air conditioning and solar 
irradiation, therefore the storage requirements are reduced by a factor of 0.8 for PV and 0.6 for 
CSP. The reduction is less for PV, as a large part of the PV storage costs comes from batteries, 
and the demand for batteries is mostly due to the day-night cycle and thus does not scale as 
strongly with the seasonal correlation between demand and solar irradiation as the hydrogen 
seasonal storage needed by both PV and CSP. 
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SI	3:	Representation	of	renewable‐driven	expansion	of	long‐distance	power	
transmission	

As for storage, the transmission grid expansion required when deploying variable renewable 
energies is completely attributed to each variable renewable technology in REMIND. We require 
the model to invest into additional long-distance grid, represented by high voltage DC (HVDC) 
lines. The specific costs for HVDC lines were derived from [14]. From maps of wind and solar 
resource distributions, we estimated that in each region, the maximum distance between good 
VRE resource and large demand centers is below 4000km2. For the three regions Europe, Japan 
and India, which are either small or which have more evenly distributed VRE potentials, grid 
costs are reduced by multiplying with 0.75. As PV site quality does not vary as strongly as wind 
and CSP site quality over a region, we assumed lower grid lengths for PV. The values in SI 
Table 8 are the maximum lengths, while the actually required grids scale linearly with the VRE 
share, as described in Eq. 5. 

 
SI Table 8: REMIND parameters for long-distance HVDC grid transmission 

HVDC Transmission 
grid for 

PV  Wind  CSP 

Assumed maximum distance within one 
region  [km] 

3000  4000  4000

Capital cost to build HVDC line of above‐
stated maximum length 

[$/kW transmission 
capacity] 

2700  3500  3500

Lifetime  [years]  45  45  45

O&M costs  [% of capital cost]  2%  2%  2%

SMGL ‐ specific maximum grid length for 
REMIND equation  [kWkm/kWyr] 

3000  4000  4000

 

 

 

 
 

  

                                                 
2 Clearly, a finer regional differentiation could be implemented, but at the limited current level of knowledge, this 
could give a false sense of exactness. 
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SI	4:	Solar	resource	potential	calculation	

To derive a consistent resource potential data set with detailed Full Load hour information for 
PV and CSP, it is necessary to first calculate hourly direct normal irradiance (DNI) and global 
tilt irradiance (GTI) data. To do so, the NASA SRB 3.0 data [15] containing 3-hourly global 
horizontal irradiation data on a 1° grid was modified and downscaled to 1-hourly data on a 0.45° 
grid using a clear sky model by the DLR. Direct (or beam) normal irradiance (DNI/BNI) data 
was then derived from the GHI data, using an empirically fitted model of the relation between 
the split into direct and diffuse radiation to clearness index and optical air mass (For more detail 
on the algorithms, see Stetter 2013 [16]). 

Photovoltaics 

To calculate FLh, the GTI were reduced by 10% for losses due to dirt and conversion, and an 
availability factor of 98% was assumed. To include the effects of the module temperature on the 
PV modules, the energy production was reduced by 0.0045[1/°C] for module temperatures above 
25°C. Total installable PV capacities were calculated using an installation density of 
112WelectricAC/m^2 at the equator, while the installation density is reduced at higher latitudes to 
account for shadowing effects due to tilted module installation.  

Concentrating Solar Power 

To calculate FLh, first the total heat output of the solar plant is calculated from the DNI and the 
solar elevation angle, as the lower angle of incidence at higher latitudes reduces total energy 
production. It is then converted to electricity assuming a thermal-to-electric conversion 
efficiency of 37%, an availability factor of 95%, and thermal storage efficiency of 95%. Total 
installable CSP capacities are calculated using an installation density of 176 Wthermal/m². 
Together with the thermal-to-electric conversion efficiency and the solar multiple of 3, this 
yields an installation density of 22 Welectric/m

2. It should be noted that the resulting FLh values 
are somewhat lower than values calculated in the past from monthly NASA DNI values. 
Accordingly, once more data on actual production of existing CSP plants becomes available, the 
calculated values should be checked against the empirical data.   

The CSP Full Load hour values in SI Tables 9-11 are given for a CSP plant with a solar multiple 
of 3 and 12h of storage. Following the approximation in Trieb et al [17], the FLh values can be 
scaled to different solar multiples by multiplying with 0.363 for SM1 (no storage) or 0.725 for 
SM2 (6 h storage). 

Suitable Areas 

Using a number of GIS map filters, we excluded unsuitable land and developed a potential map 
binned by FLh, countries and distance to grid. Exclusion criteria were:  

 all areas not classified as herbaceous, sparse, shrub or sparse-herbaceous shrub in the 
Global Land Cover database [18]. It thereby excludes all land currently used for 
agriculture. 

 sand dunes, glaciers, salt pans 

 hydrological regions such as marsh, floodplain, swamp 
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 protected areas 

 buffer zones of 1 km around settlements 

 elevation above sea level: less than 2.5 km 

Furthermore, CSP plants need flat ground, while PV modules can also be installed in 
mountainous regions. The slope cutoff for CSP was thus set to 2.1°, while areas for PV were 
only excluded at slopes larger than 40° - thus a much larger land area is usable by PV than by 
CSP. In SI Tables 9-11, the area is always reported in three categories: competition areas that can 
be used both by PV and CSP, area that can be only used for PV, and all area accessible for PV, 
which is equal to the sum of the first to area bins: 

		ሻࡼࡿ࡯&ࢂࡼሺ	ࢇࢋ࢘࡭	࢔࢕࢏࢚࢏࢚ࢋ࢖࢓࢕࡯		 ⊂ ࢇࢋ࢘࡭	ࢂࡼ	࢒ࢇ࢚࢕ࢀ	  

ࢇࢋ࢘࡭	ࢂࡼ	࢒ࢇ࢚࢕ࢀ		 ൌ ࢇࢋ࢘࡭	࢟࢒࢔࢕ࢂࡼ	 ∪ ሻࡼࡿ࡯&ࢂࡼሺ	ࢇࢋ࢘࡭	࢔࢕࢏࢚࢏࢚ࢋ࢖࢓࢕࡯	  

As the high population density and rough terrain lead to a very low total solar potential for Japan 
according to the GIS exclusion areas, we added the potential for roof-top PV. Estimates from 
other sources are in the range of 100-200 GW [19], [20]. We therefore added an installable 
capacity of 100 GW at 1020 FLh, which is the lowest insolation category for Japan. Other 
regions also have potential for roof-top PV, but we did not include it in the final data as for all 
other regions, it is much smaller than the GIS-based total regional potential and thus not relevant 
for the modeling results. 

The resulting values are presented in SI Table 9, which is appended as an .xlsx file. The values 
are displayed for all countries with suitable area larger than 10 km2.   

Competition	mapping	

CSP and PV compete for the sites with highest irradiation, and as described above, all sites 
usable for PV are also usable for CSP. It was thus necessary to implement an additional 
mechanism to guarantee that at no time, the model would use more than the total available land 
area, while still allowing the model full flexibility of allocating the land area to PV or CSP. For 
this, we developed a competition mapping for the land that monitors how PV-resource quality is 
related to CSP-resource quality for a given plot of land. To this end, we make the basic 
assumption that inside one region, the land areas with the best DNI values will also have the best 
GTI values, thus allowing the creation of a ranked resource potential where the first 1 square km 
has the highest CSP and PV FLh, while the next square km would have slightly lower FLh for 
both technologies. As it would be numerically infeasible to track each plot of the land 
individually and let REMIND decide for each plot of land whether it builds PV or CSP there, we 
aggregated the land into nine resource grades according to resource quality. The total usable area 
is split into percentiles according to the quality of the resource – the first column encompasses 
the best percent of the area (best meaning “highest FLh”), the second column the next best 3% of 
the total area, and so on.  

The solar resource potential is so large that the quality differences at the good end are much 
more relevant for most countries than the quality differences at the low end of the resource 
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potential. Accordingly, we used percentile bins of unequal size, with small bins for the high 
quality resource, and larger bins for the low-quality resource.   

For each bin, the average FLh of a PV/CSP plant installed in this area is given. The resulting 
competition mapping on country level is presented in SI Table 11, which is appended as an .xlsx 
file. To improve readability of the data table, the actual amount of land that is contained in each 
percentile class for a given country is not displayed in SI Table 11 – to calculate it, the reader 
simply needs to multiply the value for “usable area” with the percentile. To calculate installable 
capacity per resource grade, the area in each resource grade (percentile column) has to be 
multiplied by the installation density (22 Welectric/m

2 for CSP, for PV the average installation 
density per country/region is given in SI Tables 9/10/11). To extract total power, the resulting 
capacities have then to be multiplied with the FLh value for their bin.  

An example of how to read SI Table 11: the amount of land that falls in the category “distance to 
settlement: 1-50km, competition land than can be used by both PV and CSP, second percentile” 
in Afghanistan would be calculated by multiplying the percentile bin width (1-5%, thus 4%) with 
the land area in the “Usable Area: distance to settlement 1-50km” column of the work sheet 
“Competition map PV&CSP”  both PV and CSP” category (3959 km2), thus yielding 4% * 
3959 km2 = 158 km2. On this land, one could install either 158 km2 * 93 MW/ km2 = 14694 MW 
PV or 158 km2 * 22 MW/ km2 = 3476 MW CSP. The power plants installed on these 158 km2 
would have 1740 FLh for PV and 4670 FLh for CSP, thus producing a total amount of electricity 
of 14.7 GW * 1740 h = 25.6 TWh from PV or 3.5 GW * 4670 h = 16.2 TWh from CSP. 

REMIND	input		

For use in REMIND, the country level data presented in SI Table 9 was aggregated to the eleven 
macro-regions in REMIND. Also, to reduce the number of grades and thus numerical 
complexity, the two distance bins (1-50 and 50-100) were aggregated into one bin: Sites closer 
than 50km to settlements are accounted for with full capacity factor, sites with 50-100km 
distance to settlements have their capacity factor reduced by 5% to account for additional grid 
connection costs. 

To this region-aggregated data, the same competition mapping procedure as described above was 
applied. As the resource potential is so large, the percentile bins used are very narrow at the high 
irradiations end of the scale: 0.5%/ 2.4%/ 3.2%/ 7.8%/ 9.9%/ 15.9%/ 15.1%/ 20.1%/ 25.1%. 

The regionally aggregated input data for REMIND is presented in SI Table 10, which is 
appended as an .xlsx file.   
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SI	5:	Electricity	production	in	technology	exclusion	scenarios		

The technology exclusion scenarios have quite strong impacts on electricity prices, as was shown 
in Section 6.2 in the main paper. In SI Figure 1, we also show the electricity mixes in 2100. One 
can clearly see that gas, nuclear and wind use are expanded when both PV and CSP are 
excluded, but their LCOE and thus the electricity prices increase strongly so that the energy 
system reduces its electricity demand to less than half of the value in the default POL scenario.   
 
  

 

SI Figure 1: Electricity production in 2100 in the technology exclusion scenarios 
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SI	6:	Regional	distribution	of	solar	power	use	

 In SI Figure 2, we show the regional shares of PV and CSP in total electricity production. Some 
regions like sub-Saharan Africa and the Middle East strongly favor CSP in the long term, while 
other regions like Southeast Asia, India or Europe, which have on average a lower 
direct : indirect light ratio due to cloud cover, favor PV. The regional distribution of the installed 
capacities can be seen in SI Figure 3.    

 

 
SI Figure 2: Time evolution of regional shares of CSP (left) and PV (right) in total electricity production in the POL 
climate mitigation scenario. 

 

 
SI Figure 3: Regional distribution of installed CSP capacities (left) and PV capacities (right). 
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SI	7:	Sensitivity	of	results	to	changes	in	the	functional	form	of	the	storage	and	
grid	requirements	

As discussed in Section 3.4 in the main paper, our storage and grid requirements represent strong 
simplifications compared to reality. Furthermore, bottom-up studies have not yet determined if 
specific integration costs increase more or less than linearly. We therefore performed a simple 
test of the robustness of our results with respect to the functional form of these requirements by 
varying the exponent a of the bracket in Equations 2-4 for the storage requirements and the 
exponent b of the bracket in Equation 5 for grid requirements from the default value of 1 to 
either 0.5 (resulting in a faster increase of integration costs at low shares, and lower integration 
costs at high shares) or 1.5 (a slower increase of integration costs at low shares, and higher 
integration costs at high shares). To stay comparable to the literature, we rescaled the 
SMSC/SMC/SMG values so that the marginal integration costs at 40% VRE share were the same 
across all runs. Furthermore, we also varied the interaction parameter between PV and CSP, 
from the default value of 1/3 to either ½ (a stronger correlation between PV and CSP, thus a 
stronger reciprocal increase of integration challenges) or ¼ (a weaker correlation between PV 
and CSP, thus a weaker reciprocal increase of integration challenges). As can be seen in SI 
Figure 4, all variations have only comparatively small effects on the electricity production, with 
the largest effect observable in the run where storage requirements increase less than linearly, 
leading to much higher PV use.  

 
SI Figure 4: Influence of variations of the functional form of storage and grid requirements on the electricity mix in 2100 
(left) and the cumulated electricity production (right).  
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a b s t r a c t

Decarbonizing transport will be necessary to limit global warming below 2 �C. Due to persistent reliance
on fossil fuels, it is posited that transport is more difficult to decarbonize than other sectors. To test this
hypothesis, we compare long-term transport energy demand and emission projections for China, USA
and the world from five large-scale energy-economy models. We diagnose the model’s characteristics by
subjecting them to three climate policies. We systematically analyze mitigation levers along the chain of
causality from mobility to emissions, finding that some models lack relevant mitigation options. We
partially confirm that transport is less reactive to a given carbon tax than the non-transport sectors: in
the first half of the century, transport mitigation is delayed by 10e30 years compared to non-transport
mitigation. At high carbon prices towards the end of the century, however, the three global models
achieve deep transport emission reductions by >90% through the use of advanced vehicle technologies
and low-carbon primary energy; especially biomass with CCS (carbon capture and sequestration) plays a
crucial role. The extent to which earlier mitigation is possible strongly depends on implemented tech-
nologies and model structure. Compared to the global models, the two partial-equilibrium models are
less flexible in their reaction to climate policies.

� 2013 Elsevier Ltd. All rights reserved.

1. Introduction

To limit global warming to less than 2 �C above pre-industrial
temperatures, greenhouse gas emissions have to be strongly
reduced in the near term with long-term emissions close to or
below zero [1]. Transport contributed 22% to global CO2 emissions
in 2010 [2], and transport CO2 emissions are projected to double by
2050, reaching 14e18 Gt CO2 (IEA 2009). Decarbonizing the
transport sector is thus a fundamental challenge that needs to be
tackled to limit global warming. The research community has
consistently posited the hypothesis that the transport sector tends
to react less and later to mitigation policies than other sectors, and
that the transport sector is quite difficult to decarbonize due to a
reliance on fossil fuels and persistent demand [3e7]. This study sets
out to test this hypothesis and advance the understanding of
possible decarbonization pathways in the transport sector through

the use of large-scale energy-economy models with embedded
transportation modules. The study also has a diagnostic focus, as it
presents and compares the results from transport modules of
several energy-economy models that are and have been used for
research and policy advice. In doing so, we discuss the strengths
and weaknesses of the different models.

Accurate short-term projections of transport for a city or region
is best performed with detailed bottom-up models that include
spatially explicit infrastructure modeling. In contrast, the analysis
of long-term transformations to achieve climate targets requires
large-scale energy-economy models that aggregate the detailed
mitigation actions into general trends and that are able to represent
the interactions between different sectors and regions via resource
prices, capital flows and technology diffusion.

Decarbonization options for the transport sector exist on many
different levels: Total demand for mobility can be reduced through
increased travel costs, improved (urban) infrastructure, changes in
consumer preferences and socio-cultural norms. Modal shift from
travel modes with high carbon intensity such as aviation or private
vehicles to ones with lower carbon intensity such as buses, trains or

* Corresponding author. Tel.: þ49 331 288 2404.
E-mail address: pietzcker@pik-potsdam.de (R.C. Pietzcker).
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ships will reduce GHG (greenhouse gas) emissions. Within one
travel mode, energy demand and thus emissions can be reduced
through more efficient vehicles (either through technological
change or smaller and lighter vehicles), as well as increased load
factors. Switching to advanced vehicles like plug-in hybrids, battery
electric vehicles or fuel cell vehicles not only increases efficiency,
but can also open up new paths to low-carbonprimary energies like
renewable energies or nuclear. Finally, the FischereTropsch process
allows the production of liquid fuels from biomass, coal or natural
gas, both with or without CCS (carbon capture and sequestration)
[8e10].

Decarbonization options within the electricity sector have been
focused on extensively within the modeling literature and are
relatively well understood. Furthermore, the first comprehensive
mitigation policy targeting the electricity sector has been in place
for more than five years, as reflected in the establishment of the EU
ETS (EU Emissions Trading System). In contrast, the systematic
analysis of transport sector decarbonization is at a much earlier
stage. Until the 2000s, large-scale transportation studies focused
mostly on projections of global mobility and the implications for
energy demand and emissions, whilemeasures to reduce emissions
were not analyzed [11,12].

In the last decade, some progress in the analysis of transport
sector decarbonization has been achieved. There have been a num-
ber of transport studies with a strong mitigation focus at the level of
nations or regions [13e17], but only a few utilize an integrated global
approach. When studies have analyzed global mitigation, they often
limit the analysis to the LDV (light duty vehicle) sector and its
different technology options for mitigation [18e25]. Other studies
model the full transport sector, but do not include direct feedbacks
between the rest of the energy system and the transport sector [26].
This allows the use of a very detailed transport model, but prevents
all interactions between the different sectors. As the transport sector
is amain driver for the demand for liquid fuels, ignoring the feedback
on oil and biomass prices is a strong limitation for such a study. Azar
et al. developed a linear partial-equilibrium energy system model
including a detailed transport sector at the global [27] and regional
level [28]. In a comparison study they also tried to reconcile con-
trasting results from two different transport models about the use of
biomass for transport [29].

Besides price signals on CO2, various other policies can have a
substantial influence on mobility demands, and thus CO2 emission.
Cuenot et al. use the IEA’s mobility model to develop a passenger
transport scenario in which a variety of measures including strong
policy action result in strong modal shifts towards less energy-
intensive modes, leading to a 20% decrease in CO2 emissions
compared to their reference scenario [30].

This study presents the analysis of transport decarbonization
that was carried out within the Climate Policy Outreach project. It
brings together a range of large-scale energy-economymodels with
dedicated transport modules, namely:

� CHN-TIMES, from Tsinghua University, based on the China
MARKAL model [31e33]

� GCAM, from Pacific Northwest National Laboratory [22,34]
� PECE, from Renmin University of China [35,36]
� REMIND 1.4, from Potsdam Institute for Climate Impact
Research [6,7,37,38]

� WITCH-T, a modification of the WITCH (World Induced Technical
Change Hybrid) model with a transport module added, from
Fondazione Eni Enrico Mattei [39e41]

Utilizing a variety of models means that we can diagnose how
different model structures influence the projections for transport
energy demand and the emission reductions achievable. We apply

a consistent set of climate policies with varying stringency to all the
models by implementing three different carbon tax regimes. These
harmonized climate policies allow for a detailed comparison of the
flexibility of different models and the analysis of robust of mitiga-
tions options.

We contribute to the existing literature by i) comparing trans-
port mitigation efforts across five energy-economy models that
were all subject to the same climate policies, ii) bridging the scales
by discussing both world and country level results, with China and
the US taken as examples for emerging and developed countries, iii)
systematically analyzing the mitigation levers along the chain of
causality from mobility to primary energy, and iv) discussing the
structural differences between mitigation in the transport sector
and the non-transport sectors.

The paper is structured as follows: Section 2 describes the key
traits of the participating models and the climate policy scenarios
applied to them, as well as presenting the chain of causality on
which the later analysis is based. Section 3 presents the general
results from the model runs: 3.1 reviews each of the model’s final
energy demand in the reference scenarios to gain an understanding
of the different projections of the world without climate policy.
Section 3.2 presents the emissions in the different policy scenarios.
Section 4 develops the analysis: Section 4.1 focuses on the climate
mitigation options that occur within the transport sector under the
various mitigation policies. Section 4.2 contrasts the transport
sector with the non-transport sectors. Section 5 concludes the
paper with an overview of the robust characteristics of transport
decarbonization emerging across the models and a discussion of
caveats and future research needed.

2. Methodology

This study is based on the comparison and analysis of modeling
results from large-scale energy-economy models. To be able to
interpret the results and develop an understanding for the dy-
namics behind these results, one has to understand the basic model
properties, which are discussed in this section.

2.1. Model description

All participating models include a detailed energy system that
converts primary energy inputs into distinct final energies that are
demanded for the production of energy services such as mobility.

Mobility demand and travel choices are influenced by a number
of interdependent drivers, including income, fuel and technology
costs, motorization rate, infrastructure, congestion, transport policies
(such as tolls or licensing), and life style. Although it is very chal-
lenging to project exact travel numbers on a detailed local or national
level, several stylized facts about transport have been identified that
come to bear at large scales and help to make aggregated projections
of transportation. A stylized fact implemented by Yacov Zahavi in his
“Unified Mechanism of Travel” model [42] and later discussed and
refined by others [12,43], states that across a wide variety of regions
and cultures it is possible to find regularities about the amount of
time (about 1.1 h per day) and the share of personal income (about
10e15% percent at high motorization rates) that people spend on
mobility. These stylized facts allow for a linkage of broad mobility
demands to personal income, aswell as cost of travel. In addition, the
observation of a travel time budget in combination with finite travel
speeds leads to a saturation effect of total travel demand [12]. The
limited speed of LDVs (which is even further reduced through
congestion) is one factor that leads to saturation of demand for
private motorized travel.

The models take into account these drivers for the parameteri-
zation of their mobility demand function either implicitly or
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explicitly. The specifics of the transport modeling that are impor-
tant for the further analysis are briefly presented in the following
paragraphs, including references for more explicit documentation
and previous use of the models.

2.1.1. China TIMES (CHN-T)
For the CHN-TIMES model, mobility demands for all transport

modes (see Table 2) are projected exogenously based on re-
gressions on GDP (Gross Domestic Product)/cap (for passenger
transport) or GDP (for freight transport), as well as assumptions
about vehicle ownership (with saturation level considered) and
expected modal shift. To fulfill the projected price-independent
mobility demands, the model then chooses investments into
different vehicle technologies according to investment-time fuel
prices and technology investment costs. Investment costs for
advanced light duty vehicles, such as hybrids, BEV (battery-electric
vehicles) or FCV (fuel cell vehicles), decrease exogenously over
time. Modal shift is not endogenously modeled. The model has a
scenario-independent lower limit of 2% annual growth rate for BEV,
while not limits were set for FCV.

2.1.2. GCAM
In summary, the transportation services modeled include pas-

senger transport, freight transport, and international shipping, with
the demand for each service driven by per-capita GDP and popu-
lation. Each type of service demand is met by a range of competing
modes. Changes in modal shares in future periods depend on the
relative costs of the different options, modeled using a logit choice
formulation. Costs in the passenger sector include time value of
transportation, which tends to drive a shift towards faster modes of

transport (light duty vehicles, aviation) as incomes increase. Many
of the modes (including light-duty vehicles) include competition
between different vehicle types, which also uses a logit choice
mechanism that is calibrated to base-year shares. For new or
emerging technologies (e.g. electric or hydrogen vehicles), costs
also consider infrastructural constraints, non-economic consumer
preferences, and as such are especially high in the near-term future
time periods. No upper limits of BEV or FCV use are implemented.

2.1.3. PECE
For the PECE model, mobility demands for all transport modes

are exogenously projected based on regressions on GDP/cap and
vehicle ownership (with saturation level considered) as well as
expected modal shift. To fulfill these price-independent mobility
demands, the model chooses investments into different vehicle
technologies according to investment-time fuel prices and tech-
nology costs. Investment costs for advanced vehicles (hybrids, BEV,
FCV) decrease endogenously through learning-by-doing. Modal
shift is not endogenously modeled. The model has a scenario-
independent upper limit of 25% to BEV usage.

2.1.4. REMIND
In REMIND 1.4, mobility demands are endogenously deter-

mined through a nested CES (Constant Elasticity of Substitution)
production function, with CES efficiency parameters chosen such
that the Reference scenario follows a region-specific exogenous
projection based on GDP and population. In the LDV sector, the
model can choose between different vehicle technologies based on
a minimization of the intertemporal costs (fuel prices at each time
step and investment costs). Investment costs for advanced vehicles

Table 1
Overview of basic model properties.

Objective function Dynamics Runs
until

Regional
Coverage

Mobility demands Technology choice based on Endogenous
learning

CHN-TIMES Minimize energy system
costs

Recursive-dynamic 2050 China Exogenous projection Linear least-cost No

GCAM Minimize social costs Recursive-dynamic 2100 Global Endogenous with
fixed price and income
elasticity

Logit-shares based
on cost

No

PECE Minimize energy system
costs

Recursive-dynamic 2050 China Exogenous projection Linear least-cost Yes

REMIND Maximize welfare Inter-temporal optimization 2100 Global Endogenous CES
production function

Intertemporal cost
minimization

Yes

WITCH-T Maximize welfare Inter-temporal 2100 Global Exogenous projection
(all other FE: endog.
CES function)

Transport: linear least-cost.
Other: intertemp.
cost minimization

Yes

Table 2
Overview of transportation sector representation in the different models.
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(BEV, FCV) are endogenously reduced through learning-by-doing.
Modal shift between LDVs and the other transport sectors is
possible via a CES substitution elasticity of 1.5. The model has
scenario-independent upper limits to BEV/FCV usage: at all times,
the maximum share of BEV is 60%, of FCV is 80%.

2.1.5. WITCH-T
For the WITCH-T model, mobility demand for all transport

modes is exogenously projected based on regional GDP/cap and
vehicle ownership per capita. To determine the price dependent
final energy demands arising from the mobility demand, the model
chooses investments in different vehicle technologies according to
lifecycle costs, consisting of vehicle investment costs plus O&M and
fuel expenditure for each time step. Investment costs for advanced
vehicles (hybrids, BEV) decrease endogenously through learning-
by-searching. Modal shift is not endogenously modeled. The
model constrains BEV usage through cost alone.

Table 2 presents the detail at which the transport sector is
represented in the models, breaking down the sector by Passenger
and Freight, as well as the sub-categories LDVs, Truck, Rail, Bus,
Aviation and Navigation. Table 3 focuses on the transport fuels

included in themodel and adds to the description contained within
Table 2 by reviewing the coverage of these fuels across models and
type of vehicle. As the dominant energy carrier type for the
transport sector in all models is liquid fuels, Table 4 focuses on
which primary energies are used for the production of liquid fuels
in the different models. Extraction/production costs for these pri-
mary energy resources (crude oil, coal, gas, biomass) rise over time
and deployment, with some models representing broad world
markets based on detailed resource extraction cost curves (GCAM,
REMIND, WITCH), while others assume independent production
cost curves for each region. The importance of the fuel coverage
within the models will become evident upon reviewing the
decarbonization scenarios contained in section three.

2.1.6. Vehicle ownership
One crucial parameter influencing modal shares for passenger

transport is the motorization rate, usually measured as the number
of LDVs per thousand people. The motorization rate is both a driver
and a consequence of transport choices in that it is influenced by
per-capita income, population density inside cities, infrastructure,
availability of other transport modes, life styles, and geographic

Table 3
Mapping of energy carriers to transport sectors.

Table 4
Primary Energy types usable for liquid transport fuels.
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parameters, while at the same time, motorization also influences
travel choices, transport policies and infrastructure development.
Historic motorization rates at certain per-capita income levels have
varied by a factor of three in different regions (see Fig. 1), so the
projection of motorization in a certain country will depend sub-
stantially on how one expects the life style and infrastructure of this
region to develop.

Fig. 1 shows the range of values projected by the different
models. All of the models forecast that China will have lower
motorization levels than the US had historically, although the
models diverge onwhether it will move closer to the EU’s or Japan’s
path. As China’s cities have grown substantially over the last de-
cades without being planned for large numbers of LDVs, it seems
plausible that China will stay at much lower motorization rates
than those within the US, where suburban structures co-evolved
with the spread of automobiles. For a comparison, Hao et al [44]
develop a detailed stratified rural/urban model to project Chinese
vehicle numbers out to 2050 and arrive at 400 cars per 1000 per-
sons at a per-capita income of w35,000 US$ which coincides
closely to estimates of the WITCH-T and REMIND models.

PECE and CHN-TIMES see the fastest rise over the next two
decades with up to 300 cars per capita at per-capita incomes below
$10,000 (a six-fold increase over 2010), but then show notable
saturation effects, with CHN-TIMES projecting an actual decline in
motorization rates. The global models see a slower, more linear
growth: WITCH-T and REMIND project that China reaches a level of
vehicle ownership similar to Japan and the EU in the late 1990s,
while GCAM projects much lower motorization rates that remain
below the values seen in Japan for similar per capita incomes.

2.2. Policy scenarios

To compare the reaction of the different models to climate
policy, three global economy-wide carbon tax paths starting in

2015 and rising by 5% per year were imposed on the models
(Table 5), thus following the design of the Asian Modeling Exercise
[51] scenarios. Using globally uniform taxes instead of CO2 con-
centration targets allows for a direct comparison between global
and national models, while the flexibility of the models can be
explored with the three different tax levels.

2.3. Following the chain of causality

To better understand and interpret the behaviors of the trans-
port sector in the different models, it is useful to follow the “chain
of causality” implemented in the models (refer to Fig. 2). Each
model includes a demand for energy services (for the transport
sector: mobility), measured in passenger km for passenger trans-
port and ton km for freight transport. This mobility demand can
either be exogenously prescribed or can result from a simple
economical demand model (refer to Table 1 for an overview of
which model uses what approach), and it can be specified for each
individual transport mode or aggregated across several modes. The
mobility demand is translated into FE (final energy) demand by
different vehicles, with vehicle types determining the energy car-
rier type (liquid, gas, electricity, hydrogen) and amount of FE
demanded (efficient vs. less efficient vehicles, refer to Table 3).
These FE demands are then fulfilled by the energy systems of the
models, with different PE (primary energy) types usable for
different FE types. The type of PE used determines the total well-to-
wheel CO2 emissions for the FE provision, with some conversion
routes allowing the use of CCS to decrease emissions from this PE
(refer to Table 4). Along each step, mitigation options exist that
influence the amount and type of the drivers; as displayed in Fig. 2.
Some models implement more and some less of these mitigation
options.

When discussing CO2 emissions, this study always uses well-
to-wheel emissions, thus including end-of-pipe emissions (e.g.,
from burning gasoline in a car engine) as well as well as the
emissions from the energy transformation process (e.g., emissions
from a coal power plant for the production of electricity used in an
electric car).

The data and figures used in the following sections tend to be
split between the transport sector and all other sectors (aggregated
under the name “non-transport sectors”) as this facilitates the
analysis of fundamental differences between mitigation in the
transport sector compared to the non-transport sectors.

Fig. 1. Projected motorization rates for China and the US from 2010 to 2100 in 10 year time steps, as well as historic values for US (1930e2010), EU (1990e2010) and Japan (1950e
2010). Numbers based on Refs. [18,45e50].

Table 5
Description of Scenarios, all values in US$(2005)/t CO2.

Brief description Policy scenario
name

Tax level
2020

Tax level
2050

Tax level
2100

No carbon policy REF 0 0 0
Global economy-wide

carbon tax in all sectors
TAX10 10 43 496
TAX30 30 130 1487
TAX50 50 216 2478
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3. General scenario results

3.1. Transport final energy demand in the reference scenario

This section reviews each of the model’s reference scenarios to
compare the different projections of the state of the world without

climate policy. In doing so, it also reviews the different model at-
tributes and formulations that have contributed to establishing
these results. Fig. 3 shows the reference final energy projections for
the overall economy, the transport sector, and light duty vehicles.

With respect to the final energy use in the overall economy,
differences across models occur based on different base years,

Fig. 3. Final energy demand projections in the reference scenario. aec: Whole economy. def: Transport. gei: Light duty vehicle sector.

Fig. 2. Chain of causality in the transport sector.
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differing national data used for calibration, and differences in
model assumptions about population growth, economic growth
and autonomous energy intensity reductions.

All models project a strong increase of final energy use in China
and for the whole world, while seeing only marginal growth in the
US (Fig. 3aec). For China, the models see strong growth in the first
half of the century, from 62 to 75 EJ/yr in 2010 to 134e194 EJ/yr in
2050. After this doubling/tripling, the final energy increase slows
(WITCH-T, GCAM) or even turns negative (REMIND), leading to a
large range of 2100 values from 115 to 215 EJ/yr. For globally
aggregated final energy demand, the three global models are much
more similar in their projections, showing an almost linear increase
from 368 to 401 EJ/yr in 2010 to 943e1000 EJ/yr in 2100.

For China, final energy demand from the transportation sector
shows an even larger variation (Fig. 3def). Both national models
show an almost linear increase, leading to a four-fold increase
within 40 years, from 9 EJ/yr in 2010 to 41 EJ/yr in 2050. GCAM also
shows an almost linear increase, but with a much lower slope,

reaching only 31 EJ/yr in 2100. Both REMIND and WITCH-T express
a different behavior: after an initial increase, both models peak and
decrease due to fuel switching towards electricity. REMIND projects
a strong initial growth, leading to a 2100 value of 38 EJ/yr. WITCH-T
already starts with a low growth, so that the peak-and-decline re-
sults in a very low demand of 9 EJ/yr in 2100. Note that theWITCH-T
transport final energy demands reviewed in Fig. 3 and onwards do
not include energy for air travel or international navigation e for
modeling reasons, these energy demands remain in an aggregated
non-electricity sector.

For the US and the world aggregate, the three global models
produce more similar transport energy demands than for China.
Still, they each display their characteristic pattern: GCAM sees a
relatively linear increase, REMIND shows a faster increase with a
slight decline in the last third of the century, and WITCH-T shows a
strong decrease in the last decades. The strong decrease inWITCH-T
can be traced back to the possibility of also electrifying freight
transport, which is not included in the other global models. This
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Fig. 4. Well-to-wheel CO2 emissions across policy scenarios. aec: Fossil fuel and industry. def: Transport sector. gei: non-transport sectors.

R.C. Pietzcker et al. / Energy 64 (2014) 95e108 101

5.3 General scenario results 155



strong electrification of transport (not including air travel or in-
ternational navigation) inWITCH-T and the partial electrification in
REMIND already in the reference scenario is driven by the endog-
enous increase in oil prices e in WITCH-T, oil prices increase 5-fold
until 2100, in REMIND 3-fold, while in GCAM they increase only by
50% compared to 2005.

Focusing on light duty vehicles, the models again show quite
some differences for China. PECE, CHN-TIMES and REMIND show
strong initial increases of LDV energy demand leading to a 4-fold
increase from 2010 to 2030. CHN-TIMES then decreases LDV en-
ergy demand down to 6 EJ/yr in 2050, while PECE shows a leveling-
off around 2050 at 10 EJ/yr, and REMIND increases until it shows
the “electromobility kink” after 2080. GCAM follows a different
storyline with a very slow linear increase of final energy demand
for LDVs, reaching only 4 EJ/yr in 2100. WITCH-T sees an initially
stronger increase halfway between GCAM and the other models,
followed by a very strong downturn after 2070, so that it also
reaches 4 EJ/yr in 2100 Again, the downturn within WITCH-T re-
sults from a leveling-off of passenger mobility demand combined
with strong electrification of LDVs.

US and global values are much more similar between the
models, with all models projecting a doubling of World LDV energy
demand from 37 to 41 EJ/yr in 2010 to 82e88 EJ/yr in 2100. Again,
WITCH-T and REMIND show a strong ramp-up of electric vehicles,
leading to a noticeable reduction in energy demand at the end of
the century.

3.2. Emissions

The observed growth in final energy demand in the reference
scenario leads to a substantial growth in total CO2 emissions from
fossil fuels and industries, as can be seen in Fig. 4aec. Although the
results show major differences in the exact emission paths pro-
jected by the different models, many patterns are similar. In REF in
all models, the strong short-term economic growth drives a sub-
stantial growth of emissions for China, reaching 14e24 Gt CO2 in
2050 (2010: w8 Gt CO2). For the US, the emission projections rise
much slower, leading to 2050 emissions of 7e9 Gt CO2 (2010:
w6 Gt CO2). For the second half of the century, emissions either
stay close to their 2050 levels (GCAM, WITCH-T) or decrease sub-
stantially towards the end of the century (REMIND). This decar-
bonization in REMIND even in REF results from the combination of
high emissions in the midst of the century due to strongly fossil-
fueled growth (including substantial use of emission-intensive

coal-to-liquid technologies) with a high long-term deployment of
renewable electricity.

Under climatepolicy, allmodels showsimilar behavior in that the
emission reductions achieved between TAX30 and TAX50 are much
smaller than those achieved between REF and TAX10 or TAX10 and
TAX30. Thus, the models become stiffer once a certain level of
mitigation is reached, but the level at which the stiffness increases
differs between the models. In most subsequent figures, only one
climate policy scenario is shown to increase readability of plots.

REMIND and GCAM appear similar in as much as they project
substantial decarbonization with emissions close to or even below
zero at the end of the century even in the weakest climate policy
scenario. WITCH-T projects a stronger increase in emissions in REF
and also seems somewhat less flexible in the policy scenarios,
leading to substantial residual emissions (close to 2005 emissions
on world average) at the end of the century in the TAX10 scenario.

For China, CHN-TIMES projects the lowest FF&I emissions until
2050, but also the least emission reductions vs. REF in all policy
scenarios. In strong policy scenarios, REMIND andWITCH-T project
negative emissions in the transport sector, while GCAM achieves
negative emissions in the non-transport sector. These negative
emissions arise from the combination of CCS technology with (near
carbon neutral) biomass, used for the production of power, liquid
biofuels, biogas or hydrogen.

4. Analysis and discussion of mitigation pathways

4.1. Transport decarbonization

The results reveal that the models have very different visions of
the routes towards transport decarbonization, as well as of the
emission reductions achievable. To systematically analyze the
mitigation pathways, we follow the chain of causality described in
Section 2.2. We thus start with mobility demand, discuss the
vehicle choices that translate themobility demand into final energy
demand, and then analyze the primary energies that are used to
produce these final energies.

The models have regionally differentiated GDP and population
growth assumptions, which lead to different transport mobility
demand trends for the regions. When analyzing mitigation, how-
ever, the differences between models are much more pronounced
than the differences between regions e thus, each model shows
similar decarbonization patterns in most regions. For sake of
brevity, we will thus limit the discussion of transport decarbon-
ization patterns to China.

The main drivers of changes to the modeled transport system
are fuel prices (incorporating the carbon price effect), which are
displayed in Fig. 5. For comparability reasons, we show the price for
liquid fuels in terms of secondary energy, which includes carbon
taxes but excludes all other taxes, as well as the distribution costs to
the final customer. Although dependence on liquid fuels is reduced
in the Tax30 scenario, the share of liquids from crude oil in trans-
port fuels stays above 25% in all of the models, so themarginal price
of oil-based liquids remains a useful proxy for transport costs.

Fig. 5 shows the wide spread of fuel prices in the different
models, as well as the strong long-term effect of carbon taxes on
fuel prices. All the general equilibriummodels show low fuel prices
in the first half of the century, which can be traced back to the fact
that they use extraction cost curves for oil based on detailed
technological resource studies. As the fundamentals have not
substantially changed over the last decade and the models do not
include psychological factors like risk of unrest in the Middle East,
these models have difficulties reproducing the tripling of oil prices
after 2003. The partial-equilibrium models start at higher prices,
and PECE also sees a doubling of prices from 2010 to 2050.
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In the Tax30 scenario, the carbon content of crude oil increases
the fuel price, which then drives mitigation action in the models.
Until 2050 the carbon markup is smaller than the resource price,
but the exponential increase of the carbon tax leads to very high
carbon markups that are 2.5e7 times larger than the resource price
at the end of the century.

The impact of the carbon policies on energy service demands
can be seen in Fig. 6. Although carbon prices reach 130 $/t CO2 in
2050 (equivalent to 0.3 $/liter of gasoline) and 1500 $/t CO2 (3.5 $/l)
in 2100 in TAX30, only GCAM and REMIND show any reaction of
either freight or passenger demand to the carbon policy, while
CHN-TIMES, PECE and WITCH-T implement mobility demands that
are not influenced by changes in transport prices between the
scenarios and thus stay the same under all climate policies. The
fixed energy service demand makes these models less flexible in
reacting to climate policy.

The final energies used to supply the transport energy service
demands can be seen in Fig. 7. In the policy scenarios, all models
reduce the total amount of final energy used for transport, either by
deploying more efficient liquid-based vehicles, or by switching to
other fuels which are more efficient (BEV, FCV).

Most striking is the strong reliance of all models on liquid fuels
until 2050 e all models but WITCH-T keep the share of liquid fuels
in transport final energy above 87% in every scenario. WITCH-T
strongly increases the share of gaseous fuels in transport to up to
25% in REF, while in CHN-TIMES, PECE and GCAM, the share is 1e6%

in all scenarios. The use of gas is driven by fuel costs and not
emission reductions: both PECE and CHN-TIMES don’t increase the
gas use for transport in policy scenarios, and WITCH-T actually
decreases the share as climate policy becomes more stringent.
Electromobility is slow to enter the scene: Even in the strongest
policy scenario, WITCH-T is the only model that supplies 25% of
transport final energy in the form of electricity, while all other
models stay below 10%. Hydrogen is even scarcer; no model goes
beyond 3% of transport FE in 2050.

In 2100, however, the models react substantially to climate
policy eWITCH-T increases electrification from REF to TAX50 from
51% to 76% (no hydrogen vehicles are included in WITCH-T), while
REMIND and GCAM increase the combined share of electricity and
hydrogen from less than 10% to about 50%. The strong electrifica-
tion in WITCH-T is possible because the model a) includes electri-
fication of freight, b) projects a higher oil price than the other global
models, and c) does not include aviation and international navi-
gation in the transport final energy demand.

Given that transport final energy demand decreases only in the
range of 25e55% in the TAX30 scenario compared to REF, the strong
long-term transport emission reductions of 60e110% seen in the
global models (refer to Figs. 4def and 10a) must come from the
decarbonization of the final energies used in the transport sector.
This is demonstrated in Fig. 8, which plots the shares of transport
final energy demand broken down by the primary energy from
which they were produced. This allows tracing back the different

Fig. 6. Reaction of energy service demand to climate policy e REF and TAX30.

Fig. 7. Reaction of transport final energy demand to climate policy.
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relative reduction levels achieved in the national and the global
models to the changes in primary energy employed for transport.

In 2050, the main decarbonization action is the replacement of
some crude oil by biomass as feedstock for liquid fuels (combined
with CCS in GCAM and REMIND). When comparing the two na-
tional models, CHN-TIMES is more flexible in introducing advanced
vehicle types, doubling the share of electricity in transport final
energy from REF to TAX30, while PECE keeps the electricity share
the same and invests more into more efficient vehicles, reducing
final energy demand from transport by 14% compared to a reduc-
tion of 11% in CHN-TIMES. On the other hand, PECE is more flexible
on the primary energy side: it substitutes crude oil with biomass in
strong policy scenarios. In a TAX30 scenario, this leads to 2050
emission reductions of 14% relative to REF transport emissions,
compared to 8% in CHN-TIMES.

In 2100, the use of electricity/hydrogen in combination with the
high carbon prices in TAX30 leads to major changes: 20% (WITCH-
T), 30% (GCAM) or 60% (REMIND) of the final energy used in

transport are produced from renewables. REMIND relies mostly on
biomass in combination with CCS (BECCS), producing both liquid
fuels and hydrogen with net negative emissions, as well as non-
biomass renewables to produce electricity. GCAM relies both on
BECCS for liquid fuels as well as nuclear for hydrogen and elec-
tricity. The strong electrification in WITCH-T make nuclear, other
low-emissions sources for electricity and non-biomass renewables
the main primary energy inputs to transport.

The deployment of second generation biomass increases in all
models when going from REF to Tax30, as all models treat ligno-
cellulosic biomass as a zero- or low-carbon fuel. Some authors
have argued, however, that due to direct and indirect land-use
change effects, emission reductions from biomass might be much
smaller than expected [52e55]. It would be advisable to improve
the existing models by fully including land-use into the assessment
framework.

These substantially different mitigation pathways depend on
the competition between different technologies based on model

Fig. 8. Share of transport final energy broken down by primary energy type.
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assumptions about technology availability (e.g., no hydrogen use
for transport in WITCH-T), conversion efficiencies, technology costs
and constraints both on technology use and primary energy avail-
ability. The transport sector is deeply linked to the other energy
sectors, thus the technology options and costs in all sectors matter.
As one example, assumptions about carbon-free hydrogen avail-
ability or energy costs in the heat sector can strongly influence the
use of biofuels in the transport sector [29].

4.2. Comparing decarbonization between transport and non-
transport sectors

To find systematic differences between the transport and the
non-transport sectors, the percentage reduction of FE per capita is
plotted over the percentage reduction of CO2 intensity of FE for
both sectors (always comparing the values from TAX30with REF) in
Fig. 9. Such a split allows for a clear distinction of the different
decarbonization visions of the different models. If a model is
strongly in the upper left half of the figure, it mostly reduces final
energy use while not decarbonizing the energy it uses, if it is in the
lower right half, it mostly decarbonizes but does not reduce final
energy use.

In the transport sector, the two partial-equilibrium models
CHN-TIMES and PECE only use the option of decreasing final energy
use, making their transport emissions quite stiff and unreactive to
climate policies e much stiffer than the non-transport sectors
where CHN-TIMES strongly decreases carbon intensity. REMIND
and GCAM go the opposite way e after an initial reduction of FE
demand, they mostly decrease the carbon intensity of their final
energies, using decarbonized electricity as well as BioCCS for both
liquid fuels and hydrogen production. WITCH-T shows a different
dynamic, first strongly reducing the FE intensity by earlier electri-
fication of the transport sector, and then decarbonizing the elec-
tricity sector in the second half of the century.

All models show a similar characteristic: the decarbonization of
the transport sector strongly lags behind that of the other sectors.
In Fig. 9, this can be seen in the position of the time markers e in
the transport sector, most of the action happens after 2050, while in
the non-transport sector, substantial reductions the time markers
are more evenly spaced. It becomes even more apparent when
comparing relative levels of mitigation in the transport and non-
transport sectors in Fig. 10 A given level of relative mitigation is
usually achieved 10e30 years later, with the largest time lag of
initially 30 years showing in WITCH-T. CHN-TIMES and PECE also

show a substantial lag, as transport never decarbonizes by more
than 7 and 15% respectively. GCAM first shows a very small time lag
of w10 years which widens over time to >30 years, while REMIND
shows a 10e20 year gap. This time lag is only reversed in REMIND
around 2060 at mitigation levels above 80%, when the strong use of
BioCCS liquids leads to higher negative emissions in the transport
sector than in the non-transport sectors, and in WITCH-T around
2070, when the relativemitigation in the transport sector surpasses
that of the other sectors as transport relies strongly on low-carbon
electricity, while the non-transport sectors have substantial resid-
ual emissions from coal and oil.

When thinking of long-term sustainability, it is not only emis-
sion reductions that matter, but also the dependence on fossil re-
sources. According to the models, this is another difference
between the transport sector and the non-transport sectors: Over
the second half of the century, all models see more than 43% of
transport final energy coming from fossil resources. In the non-
transport sectors, REMIND and GCAM manage to decrease the
fossil share to much lower numbers between 15 and 26%. In
WITCH-T, the story is somewhat different due to the incorporation
of aviation in a fossil-fuel-heavy non-electricity sector (hence it is
not present in the transportation sector results discussed within
this paper) and the strong electrification of the freight sector. As a
result, the fossil share of the transport sector can be reduced to
levels below that in the non-transport sectors with electricity being
sourced from low-carbon electricity in the latter part of the century.

5. Summary and conclusion

In this study, we have compared long-term transport energy
demand and emission projections from five large-scale energy-
economy models, as well as the models’ reaction to a set of climate
policies. Special focus was on i) analyzing the mitigation levers
along the chain of causality frommobility to primary energy, and ii)
discussing the structural differences between mitigation in the
transport sector and the non-transport sectors. The analysis is
based on full well-to-wheel emissions accounting. It should be
noted that the results do not represent lower limits to decarbon-
ization, but rather the reaction to carbon prices that span a plau-
sible range.

The major findings were:

� The different models project very different decarbonization
pathways. The type and amount of mitigation strongly depends
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on the choice of technologies implemented and the structure of
the model. One could thus interpret the participating models as
studies of different possible futures in which certain options
(battery electric vehicles, fuel cell vehicles, large-scale sustain-
able biomass use) become viable or not.

� In the first half of the century, transport decarbonization lags
10e30 years behind mitigation efforts in the non-transport
sectors in all models when subject to the same monetary in-
centives to decarbonize. This trend is persistent in GCAM,
whereas it is reversed in the second half of the century in
REMIND and WITCH-T. All three models achieve substantial
transport emission reductions of 90% and more in stringent
climate policy scenarios.

� Even in the most stringent policy scenario, transport strongly
relies on liquid fuels until 2050, withmore than 85% of transport
final energy coming from liquids even in the strongest climate
policy in all models (except for WITCH-T, which incorporates
aviation in a fossil-fuel-heavy non-electricity sector and hence
does not account for aviation in the transportation sector results
discussed within this paper).

� Early (pre-2050) emission reductions achieved in GCAM and
REMIND beyond the efficiency improvements seen in all models
can be mostly attributed to the use of biomass to produce liquid
fuels, in strong climate policies in combination with CCS.

� The global models achieve deep long-term emission reductions
through substantial use of very efficient battery electric or fuel
cell vehicles. The very deep emission reductions of more than
90% of the reference emissions seen in stringent policy scenarios
are realized through the reduction of the carbon intensity of the
used final energies, either through clean electricity or BioCCS
used for both liquid fuels and hydrogen.

� Both partial-equilibrium models focusing on China (PECE and
CHN-TIMES) are less flexible in their reaction to climate policies,
as they a) do not include reductions in mobility demand as a
reaction to increased transportation costs, b) see only limited
electrification of transport even under stringent climate policies
and c) only use a limited amount of less carbon intensive pri-
mary energies (biomass) to produce liquid fuels, and do not
combine themwith CCS. Instead, they almost exclusively reduce
emissions via use of more efficient vehicles.

� Apart from differing assumptions about the economic growth
trends in China and US which drive differing energy service
demands, the differences between models has a much stronger
influence on the decarbonization path than the differences be-
tween regions. Thus, the choice of technologies implemented
and the structure of the model determine a large part of the
observed mitigation results.

� To prevent model artifacts and improve plausibility of the sce-
narios, the analyzed transport models should better incorporate
all decarbonization options along the chain of causality, e.g.,
price-responsive mobility demand, better representation of
modal shift, finer granularity of investments into vehicle effi-
ciency, as well as more complete representation of the techno-
logical options to use advanced fuels (including hydrogen) in
both passenger and freight sectors. Also, detailed comparisons
with bottom-up scenarios are needed to validate the chosen
parameterization.

It can be concluded that amongst the models studied, the hy-
pothesis that the transport sector is more difficult to decarbonize
than the non-transport sectors with a carbon price of plausible size
is confirmed when looking at the time period before 2060. In the
long run, however, the three global models achieve deep emission
reductions by 90% and more in the strong climate policy scenario.
This almost complete decarbonization hinges on the use of

advanced vehicle technologies in combination with carbon-free
primary energy sources; especially biomass combined with CCS
plays a crucial role. The extent to which earlier mitigation is
possible strongly depends on the choice of technologies imple-
mented and the structure of the model, with both partial-
equilibrium models proving to be less flexible.

One could thus interpret the different projections by the
participating models as studies of different possible futures in
which certain options (battery electric vehicles, fuel cell vehicles,
large-scale sustainable biomass use) become viable or not, or in
which behavioral trends are either broken or reinforced e e.g., the
growth of freight transport and the shift to private mobility almost
independent of prices.

Although themodels clearly state that a carbon tax of a plausible
size will not lead to strong near-term decarbonization in the
transport sector, one should not conclude that near-term emission
reductions are impossible. There is a substantial literature on other
policies beside pricing carbon pricing that target consumer
behavior and infrastructure and that can have a major influence on
travel behavior and thus emissions (see Section 5.1). Most of the
policies targeting mobility demand have long inertias e consumer
behavior is slow to change [56], and infrastructure change or city
compacting can take decades. If these policies are to contribute to
emission reductions in the mid-term, they have to be started right
away. Thus, while carbon pricing is necessary for achieving
economy-wide deep long-term emission reductions, it should be
complemented with region-specific and integrated policies aimed
at changing mobility demand and promoting the use of and inno-
vation in alternative transport options.

5.1. Caveats and future work

This study analyzes modeling results and thus is subject to all
the caveats adhering to long-term energy-economic models. The
strongest qualification is that all participating models are economic
models that have cannot fully capture non-monetary costs and
behavioral drivers. This is especially a problem when modeling
transportation, as passenger transport is much more influenced by
non-monetary drivers than, e.g., the choice of primary fuels in
electricity generation. One major determinant is the speed of a
travel mode, which only GCAM addresses explicitly by including
the value of travel time into the costs that determine the choice of
transport mode [22]. Behavioral aspects like habituation, status
consumption, life styles or public acceptance, in combination with
environmental factors, such as infrastructure availability and city
design, have a substantial influence on the choice of both transport
mode and vehicle used. Including these drivers in future policies
may allowmuch easier mitigation action than through price signals
alone and result in faster introduction of alternative transport
options.

Banister et al. perform an in-depth theoretical analysis of
transport decarbonization and come to the conclusion that sub-
stantial measures beyond carbon pricing and green infrastructure
are necessary to achieve deep cuts in transport emissions. They
diagnose that the current transport decarbonization research is
limited by the strong influence from engineering and neoclassical
economics, and emphasize the need to “rethink transport gover-
nance” and to include all possible interventions [5]. Some examples
of these interventions follow. Policies disincentivizing single oc-
cupancy of LDVs can lead to a substantial reduction in emissions
[57]. According to a review by Cairns et al., “soft mobility man-
agement” measures including teleworking, school travel plans and
transport awareness campaigns can reduce overall traffic levels by
about 11% within ten years [56]. Goodwin reviews a large group of
policies all targeting passenger travel behavior and comes to the
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conclusion that “the evidence available is rich concerning re-
ductions in car use up to about 20%e30%” [58]. Bristow et al. require
a combination of “soft” measures and price signals to reach strin-
gent UK transport mitigation targets [59]. Tight et al. find a limit of
about 20% reduction in passenger transport emissions that can be
achieved by behavioral changes alone [60], while Anable et al.
register a 58% reduction in 2050 UK transport CO2 emissions ach-
ieved only by life style changes when coupling a storyline for pro-
environmental life style change to a detailed transport model [61].

These studies point to relevant decarbonization options, but
they also have their limitations: they have a local focus, the results
are difficult to transfer or generalize, and they usually do not
include empirical validation. For a fair evaluation of different pol-
icies, it would be necessary to have a quantitative understanding of
the achieved impacts as well as the direct and indirect costs
incurred through such policies like zoning, tolls, car license limi-
tations, etc. More bottom-up research is needed to provide robust
knowledge and consolidate the individual case studies into stylized
facts for the transport sector.

Also not included in the current studies are local benefits due to
reduced air pollution from advanced vehicles such as BEVs or FCVs.
These local benefits can be substantial: Creutzig et al. analyzed the
current transportation system in Beijing and found that social costs
of air pollution are four times higher than those from climate
change [62]. The implementation of emission-dependent road
pricing or city-wide bans of high-emission vehicles that are tar-
geted at local air pollution can help the spread of advanced tech-
nologies: The ban of gasoline-based scooters in many Chinese
metropolitan areas has fostered the fast market penetration of
electric two-wheelers.

An issue that is present in most of the models participating in
this study is the lack of depth in the modeling of vehicle granularity
and consumer heterogeneity. The participating models only
differentiate between different vehicle technologies, not between
different vehicle sizes, and they only model one consumer with a
single set of preferences. Increasing fuel prices would incentivize
reductions in vehicle size and weight, thus reducing final energy
demand. Also, as the majority of trips, as well as the average daily
driving distances are below 100 km, a subgroup of car owners
might be willing to buy short-range electric cars, which then could
act as enabling technology for BEVs [24]. In addition, strategic na-
tional industry policies might change the timing of technology
deployment. According to some analyses, Chinese firms might
better compete with German and US car manufacturers in the
electric car industry than in internal combustion engine (ICE)
technology. If such strategic thoughts induce a national govern-
ment to supports its electric car industry, BEVs might penetrate the
market much earlier than projected in the models.

Due to these limitations, the results can probably be interpreted
as a conservative estimation of possible changes to vehicles and
modal split. On the other hand, the global models seem rather
optimistic on the substitution possibilities on the primary energy
side, specifically the use of biomass liquids in combination with
CCS.

To improve transport modeling, further research would be
needed in the following areas: improved representation of price-
elasticity of demand in the models that project price-insensitive
mobility demand, improved differentiation between urban and
intercity travel, more detailed modeling of modal shifts, represen-
tation of infrastructure network effects (both for the build-up of
hydrogen/electric refueling infrastructure and for public transport
systems), representation of additional transport policies targeting
behavior and infrastructure, inclusion of local air pollution benefits,
and engineering analysis of final energy substitution possibilities
for freight, aviation and navigation e as seen above, the WITCH-T

assumption that freight transport can be electrified at reasonable
costs allows strong decarbonization of transport to occur without
having to resort to BioCCS.
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Abstract
While the international community aims to limit global warming to below 2 ◦C to prevent
dangerous climate change, little progress has been made towards a global climate agreement to
implement the emissions reductions required to reach this target. We use an integrated
energy–economy–climate modeling system to examine how a further delay of cooperative action
and technology availability affect climate mitigation challenges. With comprehensive emissions
reductions starting after 2015 and full technology availability we estimate that maximum 21st
century warming may still be limited below 2 ◦C with a likely probability and at moderate
economic impacts. Achievable temperature targets rise by up to ∼0.4 ◦C if the implementation of
comprehensive climate policies is delayed by another 15 years, chiefly because of transitional
economic impacts. If carbon capture and storage (CCS) is unavailable, the lower limit of
achievable targets rises by up to ∼0.3 ◦C. Our results show that progress in international climate
negotiations within this decade is imperative to keep the 2 ◦C target within reach.

Keywords: climate change mitigation, 2 ◦C target, delayed climate policy, low-carbon
technologies
S Online supplementary data available from stacks.iop.org/ERL/8/034033/mmedia

1. Introduction

Climate change is a major global challenge (IPCC
2007). The ultimate goal stated in the United Nations
Framework Convention on Climate Change is to ‘prevent
dangerous anthropogenic interference with the climate
system’ (UNFCCC 1992). The international community
adopted the long-term target of limiting the increase of

Content from this work may be used under the terms of
the Creative Commons Attribution 3.0 licence. Any further

distribution of this work must maintain attribution to the author(s) and the
title of the work, journal citation and DOI.

global mean temperature to no more than 2 ◦C relative to
pre-industrial levels. However, progress in the implementation
of concrete emissions reduction policies has been slow.
Even with the implementation of climate policy measures
in several world regions, global emissions have continued
to rise (Peters et al 2013, JRC/PBL 2012). Reaching the
2 ◦C target with high likelihood implies a tight limit on
cumulative future anthropogenic greenhouse gas (GHG)
emissions (Meinshausen et al 2009). Various reports have
concluded that pledged national 2020 reduction targets fall
short of the reductions required to meet the 2 ◦C target in a
cost-optimal way (Höhne et al 2012, Rogelj et al 2010).

11748-9326/13/034033+08$33.00 c© 2013 IOP Publishing Ltd Printed in the UK
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The decarbonization of economies requires a massive
transformation in the way energy is produced and used (Fisher
et al 2007, GEA 2012). Currently, the deployment of many
low-carbon technologies faces technological difficulties or
limited political support. For instance, carbon capture and
storage (CCS), large-scale bioenergy production and nuclear
energy are subject to sustainability concerns and public
opposition. Similarly, integrating major shares of wind and
solar power is challenging because of fluctuating supply from
these sources.

In the past most climate mitigation scenarios were
prepared under the idealistic assumptions of full flexibility
in technology choice, globally coordinated climate policies
ensuring that emission abatement would occur where it is
cheapest, and the immediate start of climate policies (Fisher
et al 2007, Knopf et al 2011). Meanwhile, several studies
have considered climate mitigation scenarios with restricted
technology portfolios (Edenhofer et al 2010, Azar et al 2010,
Tavoni et al 2012), while others have investigated climate
stabilization after a period of fragmented and delayed climate
policy (Clarke et al 2009, Luderer et al 2012a, Jakob et al
2012, van Vliet et al 2012, IEA 2009). These studies showed
that both technology availability and fragmented climate
policy have a strong effect on the cost and achievability
of climate targets. Only a few studies have analyzed the
combined effects of delayed action and technology failure
(Rogelj et al 2013a, 2013b, van Vliet et al 2012).

This study fills crucial research gaps. Currently avail-
able studies have almost exclusively used inter-temporally
aggregated mitigation costs and carbon prices as indicators
of mitigation effort. However, policymakers are much more
concerned about the shorter term effects and distributional
impacts of mitigation policies. Our work quantifies the
trade-offs between the stringency of long-term climate
targets on the one hand, and policy-relevant socio-economic
challenges such as transitory costs, short-term energy price
increases, and the potential redistribution of wealth induced
by a global cap-and-trade regime on the other. By analyzing
the impact of climate policy frameworks on these economic
mitigation challenges, we examine how a further delay of
global action forecloses long-term stabilization levels and
technology choices.

2. Methods

We used the integrated energy–economy–climate model
REMIND to produce a large ensemble of 285 scenario
experiments, which combine different assumptions on (a)
technology availability, (b) the start date of comprehensive
global climate policies, and (c) globally harmonized carbon
price levels.

2.1. Modeling framework

REMIND is an inter-temporal general equilibrium model of
the macro-economy with a technology-rich representation
of the energy system (Leimbach et al 2009, Bauer et al
2012, Luderer et al 2012b). It represents capacity stocks of
more than 50 conventional and low-carbon energy conversion

technologies, including technologies for generating negative
emissions by combining bioenergy use with carbon capture
and storage (BECCS). REMIND accounts for relevant
path-dependencies, such as the build-up of long-lived capital
stocks, as well as learning-by-doing effects and inertias
in the up-scaling in innovative technologies. These path-
dependencies are of particular importance for the study of
energy transformation pathways in general and delayed action
scenarios like the ones considered here in particular. REMIND
represents 11 world regions, and operates in time-steps of five
years in 2005–2060, and ten years for the rest of the century.

To examine the carbon cycle and climate system response
to emissions, we employ a probabilistic setup of the reduced
complexity climate model MAGICC (Wigley and Raper 2001,
Meinshausen et al 2009, 2011). A detailed description of
the modeling framework is available in the supplementary
information (SI) section 1 (available at stacks.iop.org/ERL/
8/034033/mmedia).

There are important caveats to the use of an economic
model for the analysis of global, long-term mitigation
pathways. For instance, the societal choices and behavioral
patterns that drive energy supply and demand can be, unlike
physical laws, subject to change and are therefore inherently
difficult to predict (Koomey 2002). Similarly, the development
and performance of energy supply technologies is highly
uncertain. Our analysis should therefore not be mistaken for
a prediction of future developments, but rather a strategic
exploration of climate policy options based on a set of
mitigation scenarios. As described in section 2.2, we use
a large number of scenarios with different technology and
policy assumptions to cover a wide spectrum of plausible
climate futures.

2.2. Scenario definition

Along the policy-timing dimension, we consider three
scenarios Frag2015, Frag2020 and Frag2030 with delayed
adoption of cooperative mitigation action with globally
harmonized GHG pricing resulting in comprehensive emis-
sions reductions, assuming that climate policies remain
weak and fragmented until 2015, 2020 and 2030 (cf
figure 3(a)), respectively. In the time-steps before the start
of cooperative action, world regions are assumed to follow
a weak, fragmented climate policy regime based on a weak
interpretation of the pledges or reduction proposals under the
Cancun Agreements or Copenhagen Accord for 2020, and an
extrapolation of the implied climate policy ambition beyond
2020 (WeakPol reference scenario, see SI section 6 (available
at stacks.iop.org/ERL/8/034033/mmedia) and Luderer et al
2013). The WeakPol scenario yields similar global emissions
by 2020 as the full implementation of the unconditional
pledges under lenient accounting rules (UNEP 2012). While
Frag2015 marks an optimistic possible outcome of the
current climate negotiations with a 2015 climate agreement
resulting in enhanced reductions in 2020, Frag2030 is a
possible outcome of a failure of the current round of climate
negotiations, with a continuation of weak and fragmented
climate policies until 2030. In addition, we consider a
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(hypothetical) immediate, scenario with global comprehensive
emissions reductions effective and implemented from 2015
onwards.

Along the scenario dimension of technology availability,
we consider seven alternative cases, similar to those used in
Kriegler et al (2013): (i) default—full technology portfolio,
(ii) NoCCS—unavailability of CCS, (iii) NoBECCS—
unavailability of CCS in combination with bioenergy
(BECCS), (iv) LimBio—reduced bioenergy potential (100 EJ
compared to 300 EJ in all other cases), (v) NucPO—phase out
of investments into nuclear energy, (vi) LimSW —penetration
of solar and wind power limited to 20%, and (vii)
LowEI—lower energy intensity, with final energy demand per
economic output decreasing faster than historically observed.

For each combination of technology and climate policy
assumptions, we ran ten scenarios covering a wide spectrum
of globally harmonized CO2 price levels adopted after
the start of comprehensive climate policies5. Globally
harmonized CO2 prices increase at 5% p.a., resulting in
near cost-optimal inter-temporal emissions reductions to
achieve a given long-term climate target (see SI section 5
for a discussion of the sensitivity of results to climate
policy formulation available at stacks.iop.org/ERL/8/034033/
mmedia). These scenarios yield a wide range of responses
in the economy and the climate system. In addition, we
performed some scenario experiments with a prescribed
cumulative 2010–2100 GHG budget. They allow contrasting
results from different scenarios with comparable climate
outcomes. A more detailed description of the scenario setup
is provided in SI section 2 (available at stacks.iop.org/ERL/8/
034033/mmedia).

2.3. Economic indicators of mitigation challenge

We use four economic indicators to capture the breadth of
economic and institutional challenges of stringent climate
policies, and their dependence on the timing of climate
policies and technology availability. (i) Aggregated mitigation
costs are a commonly used proxy indicator of the long-term
effects of climate policies. We define them here as macro-
economic consumption losses aggregated with a discount rate
of 5% over the time horizon 2010–2100, relative to aggregated
and discounted gross world product (GWP). In addition,
we use (ii) transitional growth reduction, defined as the
maximum reduction of decadal consumption growth induced
by climate policies in percentage points (pp) as a proxy of
potential short-term disruptions during the phase-in of climate
policies; (iii) carbon market value, defined as the aggregated
and discounted value of greenhouse gases emitted from
2010–2100, as a proxy for the potential distributional conflicts
when defining the regional and sectoral burden sharing under
a comprehensive cap-and-trade regime; and (iv) the short-term
energy price increase induced by climate policies, measured
in terms of an aggregated global final energy price index, as

5 CO2 prices exhibit strong regional differences in the Frag2015, Frag2020
and Frag2030 scenarios until 2015, 2020 and 2030 respectively, and converge
to the globally harmonized level thereafter.

Figure 1. The ‘achievability frontier’ describing the trade-off
between maximum 21st century surface air temperature increase
and aggregated mitigation costs for the Frag2015 scenario with
default technology assumptions. Shaded bands show uncertainty
ranges of the climate system’s response to anthropogenic activities.

a proxy for the effect of climate policies on the energy bills
of households and firms. These indicators allow us to assess
not only the long-term mitigation challenges, but also the
challenges encountered at time-scales that are more relevant
for today’s decision-makers. SI section 3 (available at stacks.
iop.org/ERL/8/034033/mmedia) provides the technical details
on these indicators, and the rationale behind the parameter
ranges chosen. Note that these economic indicators only
measure efforts related to emissions reductions, but do not
account for avoided damages or co-benefits of climate change
mitigation.

3. Results

3.1. Temperature-cost-trade-off curves

Relating mitigation to maximal temperature increase until
2100 establishes temperature-cost-trade-off curves, as shown
in figure 1. The lower the maximal temperature over the
21st century, the higher the inter-temporally aggregated
mitigation costs as a share of GWP. This property gives
rise to the notion of an economic achievability frontier,
i.e., a lower limit of achievable climate targets for a given
macro-economic cost level. The temperature-cost-trade-off
curves are highly convex, i.e., costs increase disproportionally
with the increasing stringency of the long-term temperature
target.

The climate system’s response to anthropogenic emis-
sions is subject to substantial uncertainties, which we address
explicitly. In the Frag2015 scenario with default technology
assumptions, limiting global warming to below 2 ◦C with a
50% likelihood (1T50) results in long-term mitigation costs
of around 1.0% of GWP. Reaching the target with a likelihood
of two-thirds (1T67) implies long-term costs of 1.4%. We
find a very tight, approximately linear relationship 1T50 =

0.9011T67 + 0.021 ◦C (cf figure S5 available at stacks.
iop.org/ERL/8/034033/mmedia), based on which these two
confidence levels can be easily converted into each other.
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Figure 2. Temperature-cost-trade-off curves showing the effect of timing of global comprehensive mitigation action on (a) aggregated
mitigation costs, (b) transitional consumption growth reductions, (c) carbon market value, and (d) energy price increase (default technology
assumptions). X-axis shows temperature targets (maximum 2010–2100 temperatures) reached with a 67% likelihood. Bar charts indicate
economic challenge of limiting warming to 2 ◦C.

Figure 3. (a) Emission pathways and (b) consumptions losses for the reference scenario with weak polices (WeakPol), as well as for
stabilization scenarios with a cumulative emissions budget of 2500 GtCO2e, with immediate (immediate) or delayed implementation of
comprehensive emissions reductions (Frag2015, Frag2020, Frag2030).

In the remainder of this letter, temperature targets refer to
levels achieved with 67% likelihood.

3.2. Effect of delayed action

For all economic mitigation challenge indicators, a further
deferral of comprehensive global emissions reductions results
in a shift of the temperature-cost-trade-off curves towards
higher costs and higher temperatures (figure 2). Thus, a delay
of comprehensive climate policies implies not only higher
costs for reaching a given climate target (bar charts), but also
an increase of the lower level of climate targets achievable

within the range of acceptable cost levels, as indicated by
the arrows in the figure. For climate targets around 2 ◦C,
the effects of delay on inter-temporally aggregated costs are
substantial. This is in spite of the fact that lower costs in the
short-term partially offset the higher long-term costs, which
are subject to greater discounting (figure 3(b))6.

6 Since mitigation costs as a share of GWP increase over time, aggregated
mitigation costs depend on the discount rate used for the inter-temporal
aggregation. The sensitivity studies shown in SI section 4 (available at stacks.
iop.org/ERL/8/034033/mmedia) demonstrate that lower discount rates result
in higher mitigation costs and stronger effects of delayed action, but do not
change the qualitative conclusions of the analysis.
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Figure 4. Temperature-cost-trade-off curves showing the effect of technology availability on (a) aggregated mitigation costs, and
(b) transitional growth reduction (Frag2015 scenario). Temperature targets (maximum 2010–2100 temperatures) reached with a 67%
likelihood. Bar charts indicate economic challenges of limiting warming to 2 ◦C.

The longer the climate policy regime remains weak and
fragmented, the higher are the emissions reduction rates
required after the implementation of comprehensive climate
policies to reach low stabilization targets (figure 3(a), see also
Stocker 2012). This is mirrored in the development of policy
costs measured in terms of consumption losses over time,
which show an abrupt increase of costs in case of cooperative
action delayed beyond 2030 (figure 3(b)). The effect of delay
on the transitional growth reduction after implementation of
comprehensive emissions reductions is therefore even more
pronounced than the effect on aggregated mitigation costs.
For aggregated mitigation costs in the range of 2–4% of
GWP, lowest achievable climate targets in Frag2030 exceed
those found for Frag2015 by 0.2–0.3 ◦C. For transitional
mitigation costs in the range of 2.5–5 pp, the shift even
amounts to ∼0.4 ◦C. Recent macro-economic data suggest
that a short-term growth reduction of 5 pp is comparable to
the effect of the financial crisis (IMF 2012). We also find that
transitional costs for limiting warming to 2 ◦C is three times
higher in case of Frag2030 than in Frag2015.

The impact of mitigation timing on short-term energy
price increases is similar to that on the transitional growth
reductions. Lowest climate targets achievable at energy price
increases of 50–100 pp shift by almost 0.4 ◦C if climate
policies remain weak and fragmented until 2030 (figure 2(d)).
Increases of final energy prices in comparable magnitude have
been observed in the past for individual regions or energy
carriers (see SI section 3 available at stacks.iop.org/ERL/8/
034033/mmedia). In case of full technology availability, the
short-term energy price increase induced by climate policies
consistent with 2 ◦C stabilization remains moderate at around
25 pp even in the Frag2020 scenario, but more than thrice this
value in Frag2030.

Carbon pricing—which ensures economic efficiency
(Fisher et al 1996)—emerges as a crucial institutional
challenge. If the 2 ◦C target is implemented in the Frag2015
scenario, the cumulated present value of emissions permits in
2010–2100 amounts to US$∼50 trillion, which is comparable
to the market value of crude oil consumed over the same

period in the baseline scenario without climate policy. If
action is delayed beyond 2030, the carbon market value
implied by 2 ◦C stabilization more than doubles, and lowest
climate targets achievable at cumulated carbon market values
of US$ 50–100 trillion shift by ∼0.3 ◦C.

3.3. Effect of technology availability

We focus the further discussion on aggregated mitigation costs
and transitional growth reduction (figures 4 and 5). Insights
for carbon market value and energy price increases are
qualitatively similar and shown in figures S2 and S7 (available
at stacks.iop.org/ERL/8/034033/mmedia). We observe that
the availability of CCS technologies has a strong influence
on target achievability. Lowest achievable mitigation targets
increase by 0.2–0.3 ◦C if CCS cannot be used. Limited
bioenergy potential also results in a significant shift in the
temperature-cost-trade-off curves. The similarity of the results
of (a) unavailability of BECCS and (b) unavailability of
both BECCS and fossil CCS underscores the importance of
negative emissions, and suggests that BECCS is more crucial
for low stabilization than fossil CCS. A variety of alternative
low-carbon options for electricity production is available;
therefore, limitations on nuclear or wind and solar power have
relatively small economic effects. By contrast, if economies
increase their energy efficiency at a higher rate than has
been historically observed, costs for reaching the 2 ◦C target
decrease by 40%, and even lower climate targets become
achievable already at moderate costs.

3.4. Targets achieved with temporary temperature overshoot

So far, we focused on climate outcomes in terms of maximal
temperature increases over the 21st century. This is equivalent
to formulating climate targets as not-to-exceed. Alternatively,
2100 temperature levels can be considered, equivalent to
allowing for temporary overshooting of the long-term climate
target. For the high end of mitigation cost levels, and if
biomass and CCS are available, we observe that in terms
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Figure 5. Overview of the combined effects of mitigation timing and technology availability on achievability of either not-to-exceed targets
(in terms of maximum 2010–2100 temperature increase, upper panels), or 2100 temperature targets that allow for temporary overshoot
(lower panels). Graphs show economic challenges (color shading) in terms of aggregated policy costs (left panels (a), (c)), and transitional
growth reduction (right panels (b), (d)), as a function of temperature targets reached with 67% likelihood. Dark gray areas at the base of bars
indicate temperature target levels that were not achieved with the range of carbon price paths assumed.

of 2100 temperatures considerably lower climate targets can
become achievable than in terms of maximal 2000–2100
temperatures (figures 5 and S7, S8 available at stacks.
iop.org/ERL/8/034033/mmedia). In the Frag2015 scenario
with default technology assumptions, 2100 temperatures
achievable with 67% likelihood at aggregated costs of 4%
of GWP drop to 1.35 ◦C, compared to 1.6 ◦C in terms of
maximum 2000–2100 temperatures. The results also show
that technology availability has a greater influence on lowest
achievable 2100 temperature levels than on maximum 21st
century temperatures (figure S6 available at stacks.iop.org/
ERL/8/034033/mmedia). This is because for trajectories with
overshoot, the effects of technologies only come to bear
in a limited time frame (until the maximum temperature
is reached), while in case of 2100 temperatures the effects
of technology cumulate over the entire century. This is
particularly relevant for bioenergy and CCS, which are
ramped up relatively slowly in the 1st half of the century,
but become very significant after 2050, if the technologies are
available.

4. Discussion and conclusions

In view of the slow progress of international climate
negotiations and emissions reduction efforts, the political
achievability, and the technological and economic impli-
cations of limiting global warming to 2 ◦C are debated
controversially. Model-based scenarios of climate change
mitigation pathways are crucial tools for assessing the
implications of alternative policy choices. Our work maps out
the trade-offs between the stringency of climate targets and
economic mitigation challenges at a very high level of detail.
It shows how a continuation of ineffective climate policies
reduces the option space for future climate policy, increasing
mitigation challenges and the reliance on technologies for
removing CO2 from the atmosphere.

Under optimistic assumptions about the outcome of
current climate negotiations and technology availability,
we estimate that economic mitigation challenges become
prohibitively high for temperature stabilization targets below
∼1.7 ◦C. This means that much of the room to accommodate
the 2 ◦C target has already been consumed. The results
suggest that delaying comprehensive emission reductions by
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another 15 years pushes this target out of reach. In case
of technology limitations, the urgency of reaching a global
climate agreement is even higher.

A continuation of weak climate policies inevitably
increases the risk of exceeding the 2 ◦C threshold. Returning
to 2 ◦C in such a scenario will be difficult, and requires
large-scale deployment of BECCS. We find that temperature
levels reached in 2100 depend to a much higher extent than
maximum 2010–2100 temperatures on the availability of
technologies, with unavailability of CCS reducing achievable
target levels by almost 0.5 ◦C.

Our research also demonstrates that the effects on
short-term consumption growth and energy prices as well as
the redistribution of wealth induced by CO2 pricing are crucial
challenges of mitigation pathways consistent with 2 ◦C. This
finding points to potentially strong distributional effects of
climate policies, which increase strongly if comprehensive
climate policies are delayed further. Additional work is
needed to analyze policy instruments and institutional
requirements to address these challenges.

The results have important implications for climate
policy. They show clear trade-offs between long-term climate
targets and economic mitigation challenges. They also
demonstrate that these trade-offs depend strongly on the
start date of substantial emissions reductions and technology
availability. The longer the international community delays
the implementation of comprehensive climate policies, the
more critical these trade-offs will be.
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1 Methods	

Our	 analysis	 combines	 a	 state‐of‐the‐art	 integrated	 energy‐economy‐climate	 model	

(REMIND)	with	the	probabilistic	reduced‐form	climate	model	MAGICC.	The	following	sections	

provide	an	overview	of	these	modeling	frameworks.	

1.1 The integrated energy‐economy‐climate model REMIND 

We	use	version	1.5	of	the	energy‐economy‐climate	model	REMIND	to	derive	greenhouse	gas	

(GHG)	 emission	 pathways	 and	 policy	 cost	 estimates	 for	 a	 large	 ensemble	 of	 mitigation	

scenarios	with	different	assumptions	on	technology	availability,	timing	of	cooperative	action,	

and	carbon	price	levels	under	a	global	cooperative	climate	policy	regime.		

A	detailed	description	of	REMIND	1.5	 is	available	 from	(Luderer	et	al	2013b).	REMIND	is	a	

global	model	of	the	energy‐economy‐climate	system	spanning	the	period	2005‐2100,	with	5‐

year	 time	 steps	 between	 2005	 and	 2060,	 and	 ten	 year	 time	 steps	 thereafter.	 The	 macro‐
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economic	 core	 of	 REMIND	 is	 a	 Ramsey‐type	 intertemporal	 general	 equilibrium	 model	 in	

which	global	welfare	 is	maximized,	as	 found	in	similar	 form	in	other	 integrated	assessment	

models	such	as	RICE	(Nordhaus	and	Yang	1996)	or	MERGE	(Manne	et	al	1995).	The	model	

computes	a	unique	Pareto‐optimal	solution	which	corresponds	to	the	market	equilibrium	in	

the	absence	of	non‐internalized	externalities.	The	world	is	divided	into	11	regions:	there	are	

five	 individual	 countries	 (China,	 India,	 Japan,	United	 States	of	America,	 and	Russia)	 and	 six	

aggregated	regions	formed	by	the	remaining	countries	(European	Union,	Latin	America,	Sub‐

Saharan	Africa	without	 South	Africa,	 a	 combined	Middle	East	 /	North	Africa	 /	Central	Asia	

region,	Other	Asia,	Rest	of	the	World).	Trade	is	explicitly	represented	for	final	goods,	primary	

energy	 carriers,	 and,	 in	 case	 of	 climate	 policy,	 emission	 allowances.	 Macro‐economic	

production	 factors	are	 capital,	 labor,	 and	 final	energy.	The	economic	output	 is	available	 for	

investments	 into	 the	 macro‐economic	 capital	 stock	 as	 well	 as	 for	 consumption,	 trade	 of	

goods,	and	financing	the	energy	system.		

The	macro‐economic	 core	 and	 the	 energy	 system	module	 are	 hard‐linked	 via	 final	 energy	

demand	 and	 costs	 incurred	by	 the	 energy	 system.	Economic	 activity	 results	 in	demand	 for	

final	energy	such	as	transport	energy,	electricity,	and	non‐electric	energy	for	stationary	end‐

uses.	 This	 final	 energy	 demand	 is	 determined	 by	 a	 production	 function	 with	 constant	

elasticity	 of	 substitution	 (nested	 CES	 production	 function).	 The	 energy	 system	 module	

accounts	 for	 endowments	 of	 exhaustible	 primary	 energy	 resources	 (coal,	 oil,	 gas	 and	

uranium)	as	well	as	renewable	energy	potentials	(biomass,	hydro	power,	wind	power,	solar	

energy,	 geothermal	 energy).	 REMIND	 represents	 capacity	 stocks	 of	 more	 than	 50	

technologies	for	the	conversion	of	primary	energy	into	secondary	energy	carriers	as	well	as	

for	the	distribution	of	secondary	energy	carriers	to	end	use	sectors.	In	particular,	the	model	

accounts	 for	 the	possibility	of	 combining	 fossil	 fuel	and	bioenergy	use	with	carbon	capture	

and	 storage	 (CCS).	 Since	 trees	 and	 crops	 extract	 CO2	 from	 the	 atmosphere,	 deploying	

bioenergy	 in	combination	with	CCS	(BECCS)	can	result	 in	net	negative	emissions.	As	shown	

by	 the	 results	 for	 technology‐constrained	 scenarios,	 BECCS	 technologies	 are	 of	 crucial	

importance	 for	 the	 achievability	 of	 low	 stabilization	 targets.	 Learning‐by‐doing	 effects	 are	

explicitly	represented	via	learning	curves	for	wind	and	solar	technologies	as	well	as	electric	

vehicles.	REMIND	does	not	have	any	hard	limits	on	the	expansion	rate	of	new	technologies.	In	

order	 to	 mimic	 real‐world	 inertias	 in	 technology	 up‐scaling,	 a	 cost	 penalty	 (“adjustment	

costs”)	 is	applied	that	scales	with	the	square	of	the	relative	change	in	capacity	investments.	

This	yields	technology	diffusion	rates	that	are	broadly	in	line	with	historical	patterns	(Wilson	

et	al	2013).	The	retirement	of	fossil	capacities	before	the	end	of	their	technological	life‐times	

is	possible,	but	limited	to	a	rate	of	4%	per	year.		

174 Chapter 6 Economic mitigation challenges



REMIND	 calculates	 energy	 related	non‐CO2	GHG	and	 aerosol	 emissions	 via	 time‐dependent	

emission	 factors.	 Emissions	 from	 agriculture	 and	 land‐use	 are	 obtained	 from	 the	 land‐use	

model	 MAgPIE	 (Lotze‐Campen	 et	 al	 2008).	 Emission	 reduction	 potentials	 of	 non‐energy	

related	 CO2,	 CH4	 and	 N2O	 emissions	 are	 represented	 via	 marginal	 abatement	 cost	 curves.	

Emissions	 of	 F‐Gases	 are	 prescribed	 exogenously	 based	 on	 RCP	 data	 (van	 Vuuren	 et	 al	

2011a).		

REMIND	has	been	used	for	numerous	analyses	of	the	economics	of	climate	change	mitigation	

(Leimbach	 et	 al	 2010a,	 2010b,	 Bauer	 et	 al	 2012a,	 Lueken	 et	 al	 2011,	 Bauer	 et	 al	 2012b,	

Luderer	 et	 al	 2012c).	 REMIND	 has	 also	 participated	 in	 a	 number	 of	 past	 model	 inter‐

comparison	exercises	(Edenhofer	et	al	2010,	Luderer	et	al	2012a,	Calvin	et	al	2012),	and	 is	

currently	involved	in	several	on‐going	inter‐comparison	exercises.	

1.2 The probabilistic climate model MAGICC 

To	represent	uncertainties	in	the	carbon	cycle	and	climate	system	response	to	emissions,	we	

employ	the	reduced	complexity	climate	model	MAGICC	(version	6)	(Wigley	and	Raper	2001,	

Meinshausen	et	al	 2011c,	 2011a).	Here,	we	 employ	 a	probabilistic	 setup	of	 the	model.	 The	

parameter	 space	 has	 been	 constrained	 by	 historical	 observations	 of	 ocean	 heat	 uptake	

(Domingues	et	al	2008)	and	surface	temperatures	over	land	and	ocean	in	both	hemispheres	

(Brohan	 et	 al	 2006),	 using	 a	 Metropolis	 Hastings	 Markov	 Chain	 Monte	 Carlo	 approach	 as	

described	 in	 (Meinshausen	 et	 al	 2009).	 A	 600‐member	 ensemble	 of	 the	 resulting	 joint	

distribution	 of	 the	 82‐dimensional	 parameters	 space	 has	 then	 been	 drawn,	 so	 that	 the	

marginal	 climate	 sensitivity	 distribution	 closely	 represents	 the	 IPCC	 Fourth	 Assessment	

Report	 conclusions	 in	 regard	 to	our	 uncertainty	 on	 climate	 sensitivity	 (Rogelj	et	al	 2012)	 .	

Differently	 to	 the	 setup	 in	 (Meinshausen	 et	 al	 2009,	 Rogelj	 et	 al	 2012),	 we	 include	 a	

probabilistic	 permafrost	module	 (Schneider	 von	Deimling	 et	al	 2012)—thereby	 accounting	

for	 the	effect	of	potential	climate	 feedback	from	permafrost	by	additional	release	of	carbon	

dioxide	 and	 methane	 release	 from	 the	 upper	 soil	 compartment.	 The	 omission	 of	 the	

permafrost	 feedback	effect	has	previously	been	regarded	as	a	research	gap	(Hatfield‐Dodds	

2013),	although	we	note	that	the	temperature	effect	until	2100	is	limited.		

We	consider	all	 important	greenhouse	gases,	 tropospheric	ozone	precursors,	 the	direct	and	

indirect	aerosol	effects	and	 landuse	albedo.	CO2,	CH4,	N2O,	 sulfur,	black	 carbon	and	organic	

carbon	 emissions	 are	 endogenous	 results	 from	 the	 REMIND	 model,	 while	 other	 forcing	

components	are	complemented	from	corresponding	RCP	emission	scenarios	(van	Vuuren	et	

al	2011a,	2011b,	Masui	et	al	2011).	For	emissions	of	ozone	depleting	substances	we	assume	
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the	 WMO2006	 emissions	 scenario	 –	 consistent	 with	 the	 setup	 for	 creating	 the	 RCP	 GHG	

concentration	profiles	(Meinshausen	et	al	2011b).		

2 Scenario	design		

Our	 analysis	 is	 based	 on	 a	 large	 set	 of	 climate	 mitigation	 scenarios	 compiled	 along	 the	

dimensions	of	(i)	timing	of	global	cooperative	mitigation	action,	(ii)	availability	of	low	carbon	

technologies,	 and	 (iii)	 stringency	 of	 long‐term	 climate	 policies,	 controlled	 by	 different	

globally	 harmonized	 carbon	 price	 levels.	 The	 combination	 of	 these	 dimensions	 yields	 a	

scenario	 ensemble	 of	 285	 different	 REMIND	 runs,	 each	 representing	 one	 energy‐economic	

development	 pathway.	 For	 each	 scenario,	 the	 GHG	 emission	 trajectories	 resulting	 from	

REMIND	were	used	to	calculate	600	climate	realizations	with	the	probabilistic	climate	model	

MAGICC,	 yielding	 a	 total	 of	 171’000	 climate	 model	 simulations.	 The	 variations	 along	 the	

different	scenario	dimensions	are	presented	and	motivated	in	the	following.	

2.1 Timing of climate policy   

In	 the	 long‐term,	 any	 climate	 stabilization	 target	 requires	 near‐zero	 emission	 levels.	 As	 a	

consequence,	 climate	 policy	 will	 only	 be	 successful	 if	 it	 eventually	 establishes	 a	

comprehensive	climate	 regime	 that	covers	virtually	all	countries	and	emitting	sectors.	 	The	

second	scenario	dimension	explores	delay	in	setting	up	such	a	global	comprehensive	climate	

policy	 regime.	 The	 specifications	 of	 the	 delayed‐action	 scenarios	 follow	 those	 of	 the	 RoSE	

study	(Luderer	et	al	2013a).		

P0.	Weak‐policy	baseline	(WeakPol)	

This	 scenario	 is	 designed	 as	 a	 reference	 scenario	 that	 includes	weak	 climate	 policies.	 It	 is	

meant	 to	 represent	 the	 unambitious	 end	 of	 short‐	 and	 long‐term	 climate	 policy	

developments.	 It	 was	 constructed	 by	 considering	 existing	 climate	 policies,	 a	 weak	

interpretation	of	the	2020	Copenhagen	Pledges,	and	an	extrapolation	of	these	targets	beyond	

2020	based	on	emissions	 intensity	(GHG	emissions	per	unit	of	GDP).	Three	country	groups	

are	considered:	 industrialized	countries	 (Group	 I),	developing	countries	excluding	 resource	

exporters	 (Group	 II),	 and	 fossil	 resource	 exporters	 of	 the	 former	 Soviet	 Union	 and	Middle	

East	(Group	III).	Climate	policy	is	assumed	to	remain	fragmented,	with	no	emissions	trading	

between	 regions	 until	 2020.	 Limited	 trading	 of	 emissions	 between	 industrialized	 and	

developing	countries	 is	allowed	after	2020.	 It	 is	assumed	that	 resource‐exporting	countries	

(Group	 III)	 will	 not	 adopt	 any	 binding	 targets.	 Furthermore,	 it	 is	 assumed	 that	 land‐use	
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emissions	 will	 not	 be	 subject	 to	 carbon	 pricing.	 A	 detailed	 description	 of	 the	 WeakPol	

scenario	is	provided	in	Section	SI	6.	The	assumptions	of	the	WeakPol	scenarios	with	regard	to	

regional	emission	reduction	targets	are	identical	to	those	used	in	Luderer	et	al.	(2013).		

P1.	Weak	and	Fragmented	climate	policy	until	2015		(Frag2015)	

The	Frag2015	scenario	considers	the	most	optimistic	possible	outcome	of	the	current	climate	

negotiation	process	and	the	Durban	Platform.	It	assumes	that	a	global	climate	agreement	 is	

reached	by	2015,	and	that	comprehensive	emission	reductions	are	 implemented	from	2020	

onwards.	Until	2015,	the	model	follows	the	weak	policy	scenario,	without	anticipating	more	

stringent	future	climate	policies.	Starting	with	the	2020	model	time	step,	a	global	cooperative	

climate	regime	is	implemented	with	comprehensive	regional	and	sectoral	coverage.		

P2.	Weak	and	Fragmented	climate	policy	until	2020	(Frag2020)		

The	 Frag2020	 scenario	 considers	 a	 somewhat	 more	 pessimistic	 outcome	 of	 the	 Durban	

Platform,	 assuming	 that	 it	 fails	 to	 deliver	 2020	 emission	 reductions	 beyond	 those	 of	 the	

current	 pledges	 as	 implemented	 in	 the	WeakPol	 scenario,	 and	 that	 the	 implementation	 of	

comprehensive	global	emissions	reductions	is	delayed	until	2025.		

P3.	Weak	and	Fragmented	climate	policy	until	2030		(Frag2030)	

The	Frag2030	 scenario	 assumes	 a	 failure	 of	 the	Durban	Platform	negotiations,	 resulting	 in	

unambitious	 and	 fragmented	 climate	 policies	 following	 the	 WeakPol	 scenario	 without	

anticipating	 more	 stringent	 future	 climate	 policies	 until	 2030.	 Comprehensive	 global	

emissions	reductions	start	in	2035.		

P4.	Immediate	action	(Immediate)	

In	 the	 immediate	 action	 scenario	 we	 assume	 that	 global	 cooperative	 climate	 mitigation	

policies	 start	 immediately,	 with	 global	 comprehensive	 emission	 reductions	 starting	 in	 the	

2015	model	time	step.	It	must	be	considered	hypothetical,	since	none	of	the	current	climate	

negotiation	tracks	would	be	able	to	deliver	such	an	outcome.		

2.2 Technology availability  

Earlier	 studies	 (Azar	et	al	 2010,	 Edenhofer	et	al	 2010,	 Tavoni	et	al	 2012)	 have	 shown	 the	

crucial	importance	of	low‐carbon	technologies	for	costs	and	achievability	of	low	stabilization	

targets.	 To	 further	 explore	 the	 influence	 of	 technology	 availability	 on	 the	 lower	 limit	 of	

achievable	 climate	 targets,	 we	 produced	 seven	 scenario	 sets	 with	 different	 idealized	
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assumptions	 on	 technology	 availability.	 With	 the	 exception	 of	 the	 the	 NoBECCS	 case,	 the	

scenario	specifications	are	identical	to	those	used	in	the	EMF27	study	(Kriegler	et	al	2013):	

T1.	Full	technology	portfolio	(Default)	

All	 technologies	 represented	 in	 the	 REMIND	 model	 are	 assumed	 to	 be	 available.	 Default	

assumptions	 regarding	 final	 energy	 demand	 are	 implemented,	 with	 autonomous	 energy	

intensity	 improvements	 (AEII,	 i.e.,	 reductions	 in	 final	 energy	 demand	 per	 unit	 of	 GDP	 in	

absence	of	climate	policy)	in	line	with	the	historical	rate	of	about	1.2%/yr.	Bioenergy	use	is	

limited	to	300	EJ/yr.	

T2.	No	carbon	capture	and	storage	(NoCCS)	

All	 conversion	 technologies	 with	 carbon	 capture	 and	 storage,	 both	 with	 fossil	 fuels	 or	

bioenergy	as	feed‐stocks,	are	 	excluded	from	the	mitigation	portfolio.	This	scenario	setting	is	

motivated	 by	 the	 slow	 progress	 in	 up‐scaling	 CCS	 to	 commercial	 scale,	 potential	

environmental	impacts	and	limited	public	acceptance	of	geological	storage	in	some	countries,	

as	well	as	institutional	barriers.		

T3.	No	bioenergy	combined	with	carbon	capture	and	storage	(NoBECCS)	

All	 technologies	 that	combine	bioenergy	use	with	carbon	capture	and	storage	are	excluded	

from	 the	mitigation	portfolio.	 Specific	 challenges	 applying	 to	BECCS	 in	 addition	 to	 those	of	

CCS	 include	 (a)	 the	 lower	 technological	 maturity	 of	 BECCS	 technologies,	 (b)	 sustainability	

constraints	to	bioenergy	production	(see	LowBio	case),	(c)	institutional	challenges	related	to	

incentivizing	negative	emissions.	

T4.	Low	bioenergy	availability	(LimBio)	

The	global	bioenergy	potential	is	limited	to	100	EJ.	This	scenario	is	motivated	by	a	variety	of	

concerns	about	 the	sustainability	of	 large‐scale	bioenergy	production	regarding	(a)	scarcity	

of	 arable	 land,	 (b)	potential	 freshwater	demand	 for	 irrigation,	 (c)	 effect	on	 food	prices,	 (d)	

potential	 indirect	 land‐use	 change	 emissions	 (ILUC)	 induced	 by	 bioenergy	 production,	 and	

(e)	potential	loss	of	biodiversity.		

T5.	Nuclear	phase‐out	(NucPO)	

No	 nuclear	 capacity	 additions	 beyond	 those	 currently	 under	 construction.	 This	 scenario	 is	

motivated	by	limited	public	acceptance	of	nuclear	power	in	view	of	(a)	security	concerns	in	

the	 aftermath	 of	 the	 Fukushima	 accident,	 (b)	 challenges	 related	 to	 nuclear	waste	 disposal,	

and	(c)	proliferation	concerns.	
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T6.	Limited	Wind	and	Solar	Power	(LimSW)	

The	 share	 of	 electricity	 production	 from	wind	 and	 solar	 power	 is	 limited	 to	 20%	 of	 total	

electricity	 in	 each	 region.	 This	 scenario	 is	 motivated	 by	 the	 challenges	 related	 to	 the	

fluctuating	supply	from	variable	renewable	energy	sources.	

T7.	Low	energy	intensity	(LowEI)	

This	 set	 of	 scenarios	 assumes	 autonomous	 energy	 intensity	 improvements	 that	 are	 higher	

than	 those	 in	 the	Default	 scenario,	 and	 exceed	 those	observed	historically.	Baseline	 energy	

intensity	is	25%	lower	than	in	Default	 in	2050,	and	40%	lower	than	in	Default	 in	2100.	The	

LowEI	 scenarios	 describe	 a	world	 in	which	behavioral	 changes	 result	 in	 lower	demand	 for	

final	energy,	and	barriers	for	energy	efficiency	improvements	are	decreased.	

2.3 Carbon price levels 

We	explore	 the	 effect	 of	 long‐term	 climate	 policy	 stringency	 on	 climate	 stabilization	 levels	

and	 mitigation	 costs	 by	 varying	 the	 uniform	 carbon	 price	 signal	 applied	 in	 the	 global	

cooperative	climate	regime.	We	use	2020	reference	carbon	price	levels	of	5,	10,	20,	30,	40,	50,	

100,	 200	 and	 500	 US$2005/tCO2.	 Since	 the	 model’s	 responsiveness	 to	 carbon	 pricing	 is	

highest	at	low	to	medium	prices,	we	chose	to	use	more	narrowly	spaced	price	steps	below	50	

US$2005/t	CO2.	By	default,	we	assume	carbon	prices	to	increase	by	5%	per	year.	This	rate	is	

very	close	to	the	model‐endogenous	discount	rate,	thus	implying	inter‐temporal	efficiency	in	

minimizing	cumulated	GHG	emissions.	Section	SI	4	explores	 the	sensitivity	of	 the	results	 to	

the	development	of	carbon	prices	over	time.	

We	 derived	 emission	 prices	 for	 non‐CO2	 Kyoto	 gases	 based	 on	 global	 warming	 potentials	

from	 the	 IPCC	 AR4.	We	 also	 calculate	Baseline	 scenarios	without	 any	 climate	 policies	 as	 a	

baseline	for	measuring	the	effect	of	mitigation.	

3 Economic	indicators	of	the	mitigation	challenge	

For	 the	 analysis,	 we	 derived	 four	 indicators	 as	 proxies	 for	 the	 potential	 economic	 and	

political	 challenges	 associated	 with	 the	 implementation	 of	 climate	 policies:	 (i)	 aggregated	

mitigation	costs	as	a	measure	for	costs	in	the	long	run,	(ii)	transitional	consumption	growth	

reduction	as	a	proxy	of	short‐term	economic	effects,	(iii)	the	aggregated	carbon	trade	volume	

as	a	proxy	for	potential	distributional	conflicts	under	an	international	cap‐and‐trade	system,	

and	 (iv)	 transitory	 energy	 price	 increases	 during	 the	 phase‐in	 of	 comprehensive	 climate	

policies.	They	are	defined	and	motivated	in	the	following.	
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3.1 Aggregated mitigation costs (AMC)  

Aggregate	mitigation	 costs	 quantify	 the	 inter‐intertemporally	 aggregated	 impact	 of	 climate	

mitigation	 policies	 on	 affluence.	 They	 are	 commonly	 used	 for	 characterizing	 long‐term	

mitigation	scenarios	(B.S.	Fisher	et	al	2007,	Edenhofer	et	al	2010,	Luderer	et	al	2012a).	We	

calculate	 them	 as	 aggregated	 discounted	 consumption	 losses	 expressed	 relative	 to	

aggregated,	 discounted	 gross	 world	 product	 GWP	 in	 the	 baseline:	

	ܥܯܣ ൌ 	൭ ෍ ሺܥ஻௔௦௘௟௜௡௘ െ ሻ	௉௢௟ܥ ∙ ሺ1 ൅ 	ሻଶ଴ଵ଴ି௧ߜ

ଶଵ଴଴

௧ୀଶ଴ଵ଴

൱ ൭ ෍ ܹܩ ஻ܲ௔௦௘௟௜௡௘ ∙ ሺ1 ൅ 	ሻଶ଴ଵ଴ି௧ߜ

ଶଵ଴଴

௧ୀଶ଴ଵ଴

൱൙ 	∙ 100%,		

where	C	 denotes	 consumption,	 and	 a	 discount	 rate	 	ࢾ of	 5%	p.a.	 is	 used.	While	 aggregated	

mitigation	costs	typically	only	amount	to	a	few	percent	of	cumulative	economic	output,	they	

can	be	very	significant	in	absolute	terms.	For	the	REMIND	GWP	baseline	used	here,	each	%	of	

cumulative	costs	corresponds	to	discounted	aggregated	costs	of	US$	19.6	tn	in	values	of	2010.	

We	use	 reference	mitigation	 cost	 values	 of	 2%	 and	 4%	of	 GWP	 for	 the	 analysis	 of	 climate	

target	achievability.	This	can	be	compared	to	the	target	to	devote	0.7%	of	the	gross	national	

product	(GNP)	of	OECD	countries	to	Official	Development	Assistance	(ODA)	(United	Nations	

2002).	

3.2 Transitional growth reduction (TGR)  

Economic	 losses	 occurring	 during	 the	 transition	 from	 a	 regime	without	 climate	policy	 to	 a	

regime	with	stringent	climate	policies	are	a	crucial	barrier	to	the	implementation	of	climate	

policies.	 We	 define	 the	 transitional	 growth	 reduction	 as	 the	 maximum	 of	 the	 difference	

between	decadal	consumption	growth	rate	in	the	baseline	and	in	the	policy	scenario,	in	units	

of	percentage	points	[pp]:	

ܴܩܶ ൌ 	 max
ଶ଴ଵ଴ழ௧ழଶ଴ହ଴

	ሺ݃஻௔௦௘௟௜௡௘ሺݐሻ െ ݃௉௢௟ሺݐሻሻ	,	

where	for	each	scenario		

݃ሺݐሻ ൌ 	 ሺܥሺݐ ൅ 5a		ሻ െ ݐሺܥ െ 5aሻሻ ሻݐሺܥ	 ∙ 100	%⁄ 	

is	the	decadal	rate	of	consumption	growth	in	units	of	%.		

In	the	baseline,	i.e.,	without	climate	policies,	globally	aggregated	consumption	grows	at	a	rate	

of	around	30‐40	%	per	decade	in	the	first	half	of	the	21st	century.	The	transition	from	a	weak,	

fragmented	 climate	 policy	 regime	 to	 a	 regime	with	 stringent	 and	 comprehensive	 emission	

reductions	 can	 slow	 consumption	 growth	 markedly.	 The	 timing	 of	 climate	 policy	 has	
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important	 implications	 for	 the	 incidence	 of	mitigation	 costs	 over	 time	 (see	 Figure	 3	 in	 the	

main	 paper).	 In	 case	 of	 immediate	 action,	 costs	 for	 reaching	 the	 2°C	 target	 with	 a	 high	

likelihood	are	well	below	1%	of	gross	world	product	(GWP)	in	2020	and	increase	gradually	

over	time.	For	the	scenarios	with	delayed	cooperative	action,	the	picture	looks	different:	As	

the	weak	policies	 only	 have	 a	 small	 effect	 on	 the	 economy,	 near‐term	 costs	 in	 the	delayed	

scenarios	with	delayed	 cooperative	action	are	 rather	 small.	Once	a	 stringent	global	 climate	

regime	is	implemented,	however,	costs	increase	to	levels	that	exceed	those	in	the	immediate	

scenario	reaching	the	same	long‐term	target.		

In	some	extreme	scenarios,	the	transition	from	the	weak,	fragmented	climate	policy	regime	to	

stringent	climate	policies	can	therefore	result	in	transitory	mitigation	costs	of	10pp	or	higher.	

Such	 dramatic	 short‐term	 effects	 render	 the	 political	 feasibility	 of	 such	 pathways	

questionable.	For	comparison,	based	on	the	IMF	data	(IMF	2012)	the	financial	crisis	of	2008	

can	 be	 estimated	 to	 have	 reduced	 global	 economic	 output	 by	 around	 5%.	 Another	 study	

estimated	the	effect	on	the	economies	of	the	US	and	Europe	to	be	of	similar	magnitude	(Gros	

and	 Alcidi	 2010).	 For	 the	 purpose	 of	 this	 study,	 we	 use	 a	 reference	 range	 of	 2.5‐5	 pp	 to	

examine	 how	 climate	 policy	 induced	 consumption	 growth	 reductions	 limit	 economically	

achievable	climate	targets.	

3.3 Energy price increases (EPX) 

Energy	price	increases	are	among	the	most	direct	impacts	of	climate	policies	on	households	

and	 firms.	 The	 impact	 of	 high	 energy	 prices	will	 depend	 on	 the	 rates	 of	 price	 increases:	 if	

energy	 prices	 rise	 quickly,	 there	 is	 little	 time	 for	 adaptation	 through	 technological	 or	

behavioral	changes.		

To	 examine	 the	 effect	 of	 climate	 policies	 on	 energy	 prices,	we	 derive	 a	 global	 final	 energy	

price	index	recursively,	by	calculating	the	market	value	of	the	final	energy	demand	basket	at	

time	 t	relative	 to	 the	price	 the	 same	 final	energy	basket	would	have	cost	one	period,	 i.e.,	 5	

years,	earlier:		

ሻݐሺܺܲܧ ൌ ݐሺܺܲܧ	 െ 5ܽ	ሻ 	 ∙ 		෍෍݌௜,௥
௜

ሺݐሻ	ܧܨ௜,௥		ሺݐሻ
௥

෍෍݌௜,௥
௜

ሺݐ െ 5ܽሻ	ܧܨ௜,௥		ሺݐሻ
௥

൘ 		

where	݌௜,௥,	ܧܨ௜,௥	are	the	demands	and	prices	of	final	energy	carrier	i	in	region	r,	respectively,	

and	EPX(2010)	 is	set	 to	unity	 for	normalization.	This	method	 is	akin	 to	 the	calculation	of	a	

chained	 consumer	 price	 index.	 The	 decadal	 growth	 rate	 of	 the	 energy	 price	 index	 can	 be	

readily	calculated	as		
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݃ா௉௑ሺݐሻ ൌ 	 ሺܺܲܧሺݐ ൅ 5	a		ሻ െ ݐሺܺܲܧ െ 5	aሻሻ ሻݐሺܺܲܧ	 ∙ 100	%⁄ 	

The	 maximum	 climate‐policy‐induced	 short‐term	 energy	 price	 increase,	 in	 units	 of	

percentage	points	[pp]	follows	as		

ܫܲܧ ൌ 	 max
ଶ଴ଵ଴ழ௧ழଶ଴ହ଴

	൫݃ா௉௑,஻௔௎ሺݐሻ െ ݃ா௉௑,௉௢௟ሺݐሻ൯	.	

Figure	S1a	shows	the	development	of	the	global	energy	price	index	over	time.	Energy	prices	

would	 increase	 by	 a	 rate	 of	 roughly	 20%	 per	 decade	 even	 if	 no	 climate	 policies	 were	

implemented,	 reflecting	 increasing	 global	 energy	 demand	 and	 a	 gradual	 depletion	 of	 fossil	

resources.	Climate	policy	adds	to	this.	In	the	Frag2015	scenario	and	under	Default	technology	

assumptions,	reaching	the	2°C	target	implies	a	maximum	additional	energy	price	increase	of	

around	20	pp	in	the	decade	following	the	implementation	of	the	mitigation	target.	A	further	

delay	of	a	cooperative	agreement	results	in	much	stronger	short‐term	price	increases	of	up	to	

100	pp	in	Frag2030	(Figure	2d	in	the	main	paper).		

Recently,	substantial	price	increases	have	occurred	in	various	industrialized	countries,	such	

as	a	60%	price	increase	in	household	electricity	prices	in	Germany	between	2000	and	2010,	

or	 a	 more	 than	 100%	 price	 increase	 for	 gasoline	 in	 the	 US	 between	 1998	 and	 2008	

(ENERDATA	2013).	For	developing	countries,	there	is	some	evidence	that	increases	in	energy	

prices	can	be	causes	of	social	unrest	(Morgan	2008).	For	instance,	a	70%	increase	of	gasoline	

prices	and	a	trebling	of	electricity	prices	(albeit	in	a	much	shorter	time	frame	than	a	decade)	

were	an	 important	 trigger	 for	 riots	 that	occurred	 in	 Indonesia	 in	2008	(Purdey	2006).	This	

leads	 us	 to	 assume	 that	 critical	 levels	 of	 transitional,	 climate‐policy‐induced	 energy	 price	

increases	might	be	in	the	range	of	50‐100	pp.	

3.4 Carbon market value (CMV) 

Not	only	aggregated	costs,	but	also	distributional	effects	of	climate	policy	matter.	In	order	for	

climate	 policies	 to	 be	 efficient,	 carbon	 prices	 need	 to	 be	 harmonized	 across	 regions	 and	

sectors,	 so	 as	 to	 ensure	 equal	 mitigation	 costs	 at	 the	 margin	 (Stern	 2007).	 While	 carbon	

pricing	results	in	costs	for	emitters,	it	also	produces	potentially	large	revenues,	for	instance	

for	 the	 government	 in	 case	 of	 a	 carbon	 tax	 or	 full	 auctioning	 of	 emission	 permits	 in	 the	

context	of	an	emissions	trading	scheme.	Similarly,	in	the	context	of	an	international	emissions	

trading	 scheme,	 the	 allocation	 of	 the	 permissible	 emissions	 budget	 across	 individual	

countries	 determines	 capital	 flows	 induced	 by	 emissions	 trading,	 and	 therefore	 has	 strong	

distributional	 implications	 (Lueken	 et	al	 2011,	 Luderer	et	al	 2012b).	We	 therefore	 use	 the	

cumulated	 carbon	 market	 value	 as	 an	 indicator	 of	 the	 institutional	 challenges	 to	 manage	
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distributional	conflicts	arising	from	emissions	trading	both	on	the	national	and	international	

level,	and	define	it	as			

ܸܯܥ ൌ ෍ ሻݐ஼ைଶሺ݌ ∙ ሻݐሺܧ ∙ ሺ1 ൅ 	ሻଶ଴ଵ଴ି௧ߜ

ଶଵ଴଴

௧ୀଶ଴ଵ଴

		

where	 E	 refers	 to	 all	 positive	 greenhouse	 gas	 emissions,	 but	 excludes	 negative	 emissions	

from	BECCS,	and	݌஼ைଶሺݐሻ	is	the	price	of	CO2.		

The	 carbon	market	 value	as	 a	 function	of	 temperature	 levels	 is	 quite	 sensitive	 to	 timing	of	

mitigation	 action	 and	 technology	 availability.	 In	 the	 Frag2015	 scenario,	 reaching	 the	 2°C	

target	with	a	cap‐and‐trade	regime	that	covers	all	regions	and	sectors	implies	an	aggregated	

carbon	market	value	of	about	US$	56	tn	in	values	of	2010	(Figure	2c).	The	aggregated	market	

value	 of	 fossil	 fuels	 consumed	 in	 a	 baseline	 scenario	 without	 climate	 policy	 is	 similar	 in	

magnitude,	with	oil	accounting	for	US$	46	tn,	and	coal,	oil	and	gas	combined	for	US$	83	tn	in	

values	of	2010.	We	therefore	assume	that	critical	 levels	 for	the	 inter‐temporally	aggregated	

carbon	market	value	might	be	in	the	range	of	US$2010	50‐100	tn.	

4 Sensitivity	of	aggregated	mitigation	costs	to	the	discount	rate	

Since	mitigation	costs	as	a	share	of	GWP	are	not	constant	over	 time	(Figure	3b	of	 the	main	

paper),	aggregated	mitigation	depend	indeed	on	the	discount	rate	used	for	the	inter‐temporal	

aggregation.	To	ensure	 consistency	with	 the	 investment	dynamics	of	 the	model,	 a	discount	

rate	 of	 5%	p.a.	was	 used	 for	 the	 calculation	of	 the	 aggregated	mitigation	 costs,	which	 is	 in	

good	 agreement	 with	 the	 interest	 rate	 that	 emerges	 endogenously	 in	 the	 model	 (and	

historically	observed	rates	of	return	on	equity,	see	(Gollier	2012)).		From	the	perspective	of	a	

representative	household,	the	discount	rate	depends	on	two	other	ethical	parameters,	rate	of	

pure	time	preference	and	the	elasticity	of	marginal	utility	(Ramsey	1928).	Alternative	choices	

of	these	parameters	can	result	in	either	lower	or	higher	social	discount	rates.	In	the	aftermath	

of	the	Stern	Review	(Stern	2007),	a	fierce	debate	about	the	appropriate	use	of	discount	rates	

in	 the	 economics	 of	 climate	 change	 emerged	 (Nordhaus	 2007,	 Mendelsohn	 et	 al	 2008,	

Weitzman	2007,	Dasgupta	2006,	Dietz	and	Stern	2008).		Figure	S4	shows	a	sensitivity	study	

of	 aggregated	mitigation	 costs	 for	discount	 rates	of	2.5%,	5%	and	7.5%	p.a.	We	 find	 that	a	

lower	discount	rate	results	in	a	higher	aggregated	costs	indicator	(since	it	puts	more	weight	

to	 the	 long‐term	 costs,	 which	 are	 higher	 as	 a	 share	 of	 GWP)	 and	 a	 stronger	 economic	

penalties	of	delayed	action.	
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5 Sensitivity	of	the	results	to	the	implementation	of	climate	policies	

We	 implemented	 long‐term	mitigation	policies	 in	 terms	of	 exponentially	 increasing	 carbon	

price	 pathways	 (cf.	 Section	 SI	 2).	 In	 principle,	 other	 approaches	 are	 conceivable	 for	

representing	climate	policies	in	the	model.	Here	we	show	that	the	approach	taken	represents	

close‐to‐optimal	climate	policies,	and	therefore	allows	us	 to	explore	the	efficient	 frontier	 in	

the	 trade‐off	between	climate	 targets	and	economic	costs.	The	optimal	pricing	over	 time	of	

the	 limited	 remaining	 atmospheric	 carbon	 budget	 implied	 by	 a	 given	 climate	 target	

(Meinshausen	 et	 al	 2009,	 Matthews	 et	 al	 2009)	 is	 directly	 related	 to	 the	 economics	 of	

exhaustible	 resources,	 and	 is	 therefore	 akin	 to	 the	 optimal	 pricing	 of	 coal,	 oil	 and	 gas.	

Therefore,	the	Hotelling‐rule	(Hotelling	1931)	can	be	applied.	According	to	this	rule,	an	inter‐

temporally	optimal	abatement	strategy	 implies	 that	carbon	prices	 increases	at	 the	discount	

rate,	 in	order	to	fulfill	the	intertemporal	arbitrage	condition	determining	the	optimal	use	of	

the	imposed	carbon	budget	over	time.	The	rate	of	increase	of	5%	p.a.	that	we	assumed	in	our	

policy	scenarios	is	close	to	the	discount	rate	that	emerges	endogenously	in	REMIND,	which	is	

around	 5‐6	 p.a.	 Therefore,	 a	 scenario	 experiment	 with	 an	 inter‐temporal	 GHG	 emissions	

budget	yields	results	that	are	very	similar	to	those	obtained	from	carbon	price	scenarios	with	

comparable	stringency	(Figure	S4).		

There	is	no	perfect	correlation	between	the	GHG	emission	budget	and	maximal	21st	century	

temperature	 increases,	 especially	 in	 the	case	of	delayed	action	scenarios	with	overshooting	

temperatures.	 We	 therefore	 explore	 the	 effect	 of	 implementing	 climate	 policy	 in	 terms	 of	

explicit	 not‐to‐exceed	 temperature	 targets.	 This	 allows	 the	model	 to	 exploit	 flexibilities	 in	

adjusting	 the	 development	 of	 price	 ratios	 between	 long‐lived	 and	 short‐lived	 greenhouse	

gases	 over	 time	 and	 across	 different	 greenhouse	 gases	 (Manne	 and	 Richels	 2001).	 We	

observe	 that	 the	 resulting	 aggregated	mitigation	 costs	 implied	 by	 a	 certain	maximum	 21st	

century	 temperature	are	only	marginally	below	 the	achievability	 frontier	derived	based	on	

exponentially	 increasing	carbon	prices	with	global	warming	potentials	 (Figure	S4a).	On	 the	

other	hand,	the	implementation	in	terms	of	explicit	not‐to‐exceed	temperature	targets	results	

in	significantly	higher	costs	as	a	function	of	2100	temperature	levels	for	temperature	targets	

lower	 than	 2°C.	 The	 reason	 for	 this	 is	 that	 a	 stringent	 GHG	 tax/budget	 scenario	 leads	 to	

temperature	 overshooting	 in	 the	 21st	 century,	 while	 a	 not‐to‐exceed	 temperature	 target	

creates	 no	 incentive	 to	 reduce	 temperatures	 below	 the	 maximum	 temperature	 reached	

around	 2040‐2080,	 even	 if	 such	 a	 reduction	might	 be	 achieved	 at	 comparatively	 low	 cost	

(Figure	S3b).	
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Finally,	we	examined	if	a	slower	phase‐in	of	the	carbon	tax	during	the	transition	from	weak	to	

comprehensive	climate	policies	can	alleviate	the	economic	shocks	observed	in	delayed‐action	

scenarios	with	 stringent	 long‐term	 targets.	 To	 this	 end,	we	 ran	Frag2030	 scenarios	with	 a	

more	gradual	ramp‐up	of	CO2	price	levels	from	~30%	of	the	reference	price	value	in	2035	to	

the	 full	 reference	 price	 value	 in	 2060.	 For	 these	 scenarios	 we	 found	 that	 the	 increase	 of	

maximum	temperature	counteracts	the	benefit	 in	terms	of	 lower	economic	challenges,	both	

in	 terms	 of	 aggregated	 mitigation	 costs,	 and	 in	 terms	 of	 transitional	 consumption	 growth	

reductions.	 As	 a	 consequence	 these	 scenarios	 are	 in	 line	 with	 or	 above	 the	 achievability	

frontier	constructed	from	the	default	price	paths	with	exponentially	increasing	price	levels.	

6 Weak	policy	scenario	

This	section	provides	a	detailed	description	of	the	weak	policy	scenario	that	we	introduced	as	

a	reference	point	for	the	scenarios	with	a	delay	in	global	cooperative	mitigation	action.	It	is	

meant	 to	 represent	 the	 unambitious	 end	 of	 realistic	 short	 and	 long‐term	 climate	 policy	

developments.	 It	 was	 constructed	 by	 considering	 existing	 climate	 policies,	 a	 weak	

interpretation	 of	 the	 2020	 Copenhagen	 Pledges	 applied	 to	 emissions	 from	 fossil	 fuels	 and	

industry,	 and	 an	 extrapolation	 of	 these	 targets	 beyond	 2020	 based	 on	 emissions	 intensity	

(GHG	emissions	per	unit	of	GDP).		

We	 consider	 three	 country	 groups:	 A	 group	 of	 industrialized	 countries	 (Group	 I,	 roughly	

corresponding	to	the	OECD),	developing	countries	without	resource	exporters	(Group	II),	and	

fossil	resource	exporters	(Former	Soviet	Union	and	Middle	East,	Group	III).	Climate	policy	is	

assumed	 to	 remain	 fragmented,	 with	 no	 emissions	 trading	 between	 regions	 until	 2020.	

Limited	emissions	trading	between	 industrialized	and	developing	countries	 is	allowed	after	

2020.	 Under	 Default	 technology	 assumptions,	 the	 WeakPol	 scenario	 results	 in	 2020	

greenhouse	 gas	 emission	 levels	 of	 57.5	 Gt	 CO2e,	 consistent	 with	 the	 emissions	 estimate	

obtained	 in	 the	 latest	 UNEP	 gap	 report	 for	 the	 unconditional	 pledges	 under	 lenient	

rules(UNEP	2012).	The	specific	assumptions	for	the	eleven	REMIND	regions	are	described	in	

the	following.		

Emission	targets	for	industrialized	countries	(Group	I)	

For	Group	I	countries,	2020	emission	reduction	targets	are	formulated	relative	to	a	base	year	

(either	1990	or	2005).	Unconditional	emission	reduction	pledges	were	used	where	available.	

If	 a	 range	 for	 reduction	 targets	 is	 given,	 we	 used	 the	 lower	 end	 (weak	 interpretation)	 of	

pledges.		Current	long‐term	(2050)	reduction	ambitions	are	assumed	to	be	watered	down.	
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EU‐27:	 2020	 ambition	 on	 the	 low	 end	 of	 its	 Copenhagen	 Pledges:	 20%	 below	 1990.	 This	

corresponds	to	a	13%	reduction	relative	to	2005.	Further,	we	assume	that	the	2050	emission	

reduction	target	is	watered	down	to	40%,	and	2100	reductions	reach	80%,	relative	to	1990,	

respectively.		

USA:	The	target	to	reduce	emissions	17%	below	2005	in	2020	is	assumed	not	to	materialize.	

Instead,	 we	 assume	 no	 emission	 reductions	 beyond	 those	 achieved	 in	 the	 baseline	 levels.	

Because	 of	 increasing	 use	 of	 natural	 gas	 results,	 baseline	 emissions	 in	 2020	 are	 8%	below	

2005	 levels.	After	2020,	 the	emissions	cap	 is	assumed	 to	decrease	by	0.5%	per	 year	 in	 the	

period	2020‐50,	and	1%	per	year	after	2050.		

Japan:	 The	 25%	 emission	 reduction	 pledge	 relative	 to	 1990	 is	 conditional,	 and	 therefore	

assumed	not	to	materialize.	Instead,	we	assumed	a	10%	emission	reduction	relative	to	1990	

by	2020,	and	a	40%	reduction	until	2050.		

Rest	of	the	World:	The	“Rest	‐of	the	World”	region,	largely	composed	of	other	states	of	the	

“Umbrella	 Group”	 (Canada,	 Australia,	 New	 Zealand),	 plus	 South	 Africa,	 are	 assumed	 to	

achieve	combined	2020	emission	reductions	of	5%	relative	 to	2005.	Further,	emissions	are	

assumed	to	decrease	by	0.5%	per	year	in	the	period	2020‐50,	and	1%	per	year	after	2050.	

Emission	 targets	 for	 emerging	 economies	 and	 developing	 countries,	 excluding	 oil	

exporting	countries	

Developing	 countries	 have	 formulated	 their	 2020	 pledges	 in	 terms	 of	 (a)	 emissions	

reductions	relative	to	baseline,	or	(b)	reductions	in	carbon	emission	intensity	of	GDP	relative	

to	 a	 base	 year.	 In	 absence	 of	 concrete	 pledges	 beyond	 2020,	we	 assumed	 yearly	 emission	

intensity	improvements	comparable	to	those	implied	by	the	2020	pledges.		

China:	China	pledged	to	“lower	its	carbon	dioxide	emissions	per	unit	of	GDP	by	40‐45%	by	

2020	 compared	 to	 the	 2005	 level,	 increase	 the	 share	 of	 non‐fossil	 fuels	 in	 primary	 energy	

consumption	to	around	15%	by	2020	and	increase	forest	coverage	by	40	million	hectares	and	

forest	 stock	 volume	 by	 1.3	 billion	 cubic	 meters	 by	 2020	 from	 the	 2005	 levels.”	 	 China	 is	

currently	putting	in	place	domestic	measures	to	fulfill	this	pledge.	We	therefore	assume	that	

it	 fulfills	 the	ambitious	end	of	 the	pledge	 (‐45%)	 for	2020.	After	2020,	China	 is	assumed	to	

continue	to	decrease	the	emissions	per	unit	of	GDP	by	3%	per	year.	

India:	 India	pledged	 to	 “reduce	 the	emission	 intensity	of	 its	GDP	by	20	 to	25%	by	2020	 in	

comparison	 to	 the	 2005	 level.”	 In	 the	 REMIND	 scenarios,	 this	 target	 is	 not	 binding.	 We	

assume	that	India	follows	China	in	reducing	emissions	per	unit	of	GDP	by	3%	per	year	after	

2020.			
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Other	 Asia:	 	 Several	 other	 Asian	 countries	 have	 pledged	 substantial	 emission	 reductions	

relative	 to	 baseline—most	 notably,	 South	 Korea	 (30%	 relative	 to	 baseline)	 and	 Indonesia	

(26%	relative	to	baseline).	As	a	group,	we	assume	other	Asian	countries	to	deliver	emission	

reductions	of	‐20%	relative	to	baseline	by	2020.	After	2020,	they	are	decrease	the	emissions	

per	unit	of	GDP	by	3%	per	year,	equal	to	the	decarbonization	rate	assumed	for	China.	

Latin	America:	Several	 other	 Latin	 American	 countries	 have	 pledged	 substantial	 emission	

reductions	 relative	 to	 baseline—most	notably	 the	Brazil	 (36%	below	baseline)	 and	Mexico	

(30%	 baseline),	 which	 account	 for	 a	 substantial	 share	 of	 Latin	 American	 emission.	 We	

assume	 that	Latin	America	as	 a	group	will	deliver	15%	emission	 reduction	 from	non‐LUCF	

emissions.	We	further	assume	that	LAM	will	 reduce	emission	 intensity	by	2.5%	per	year	 in	

2020‐2050,	and	by	3%	per	year	after	2050.	

Sub‐Saharan	Africa	 (excl.	South	Africa)	 :	Sub‐Saharan	Africa	 is	 assumed	not	 to	 take	 any	

targets	before	2020.	After	2020‐50,	a	reduction	target	of	emission	intensity	per	unit	GDP	of	

2.5%	 per	 year	 is	 prescribed.	 However,	 this	 target	 is	 not	 binding,	 since	 economic	 growth	

exceeds	emissions	growth	by	more	than	2.5%	per	year.	After	2050,	a	target	on	the	reduction	

of	emission	intensity	per	unit	GDP	of	3.5%	per	year	is	assumed.		

Emission	targets	for	resource	exporters		

The	 resource	 exporting	 REMIND	 regions	 (Middle	 East	 /	 North	 Africa	 /	 Central	 Asia	 and	

Russia)	 are	 assumed	 not	 to	 have	 an	 incentive	 to	 take	 any	 binding	 target.	 Countries	 of	 the	

Middle	East	have	not	pledged	any	emission	reduction	targets.	Russia’s	unconditional	target	of	

‐15	 below	 1990	 is	 well	 above	 projected	 baseline	 emissions.	 Carbon	 leakage,	 i.e.	 higher	

emissions	 compared	 to	 baseline	 in	 Group	 III	 countries	 in	 response	 to	 climate	 policies	 in	

Group	I	and	II	countries	is	allowed.		

Emission	control	in	Sectors	

We	 assume	 all	 Kyoto‐Gas	 Emissions	 excluding	 land	 use,	 land	 use	 change	 and	 forestry	

(LULUCF)	to	be	included	in	the	reduction	targets	and	subject	to	climate	policies.	Given	higher	

institutional	 requirements	 for	monitoring	 and	 reporting	 of	 land‐use	 related	 CO2	 emissions,	

we	 assume	 climate	 policies	 to	 be	 ineffective	 in	 controlling	 LULUCF	 emissions.	 	 LULUCF	

emissions	are	thus	assumed	not	to	be	subject	to	carbon	pricing,	and	are	not	included	in	the	

emission	reduction	targets.		
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International	Emissions	Trading	

In	 the	 Weak	 Policy	 Scenario,	 we	 assume	 global	 carbon	 markets	 to	 remain	 fragmented.	

Specifically,	 the	 following	 rules	 for	 the	 trade	 of	 emission	 allowances	 and	 intertemporal	

flexibility	in	the	mitigation	effort	were	assumed	to	apply:	

 No	emissions	trading,	nor	banking	or	borrowing	is	permitted	until	2020	

 After	2020,	unrestricted	emissions	trading	between	members	of	Group	I	

 After	2020,	unrestricted	emissions	trading	between	members	of	Group	II	

 The	total	net	import	of	Group	I	(from	Group	II)	is	restricted	to	20%	of	the	combined	

mitigation	requirement	of	Group	I	(i.e.,	the	difference	between	baseline	emissions	and	

emission	allowances	under	the	cap).		

 Full	when‐flexibility	is	allowed	within	the	periods	2020‐2050	and	2050‐2100.	

 Excess	emission	allowances	from	2020‐2050	can	be	banked	to	the	2050‐2100	period,	

but	no	borrowing	from	the	second	period	is	allowed	in	the	first	period.		

	

Supplementary	Figures	

	

a Value of emission permits under global cap b Energy Price Index

Figure	S1:	Effect	of	different	near‐term	climate	policy	regimes	on	 the	development	of	 (a)	 the	

value	of	emission	permits	under	the	global	cap	over	time,	and	(b)	the	global	energy	price	index.	

For	the	mitigation	scenarios	Immediate,	Frag2015,	Act2030	and	Frag2030	cumulative	emissions	

budget	of	2500	GtCO2e	were	considered.		
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a   	 b 		

Figure	S2:	Temperature‐cost‐tradeoff	curves	showing	 the	effect	 the	 technology	availability	on	

(a)	 carbon	market	 value,	 and	 (b)	 energy	 price	 increase	 (Frag2015	 scenario).	 Temperature	

targets	 (maximum	2010‐2100	 temperatures)	 reached	with	 a	67%	 likelihood	 (lower	 axis)	or	

50%	likelihood	(upper	axis)	are	shown.	Numbers	indicate	shift	in	terms	of	ΔT67.	

	

	

a Discount rate 5.0% (default)	 b Discount rate 2.5% 

c Discount rate 7.5%   

Figure	S3:	The	sensitivity	of	aggregated	mitigation	costs	 to	 the	choice	of	discount	rate	 in	 the	

inter‐temporal	aggregation	(cf.	Fig.	2a	of	the	main	paper).	
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a   Aggr. Mitigation Costs, Max. Temperatures  	 b 	Aggr. Mitigation costs, 2100 Temperatures	

c Trans. Growth Reduction, Max. Temperatures 

 	

d Trans. Growth Reduction, 2100 Temperatures 

Figure	S4:	The	effect	of	different	climate	target	implementations	examined	for	the	example	the	

Frag2030	 scenario	with	 Default	 technology	 assumptions.	 In	 addition	 to	 exponential	 carbon	

price	pathways	(which	are	used	for	the	analysis	in	the	main	paper),	we	show	a	scenario	with	a	

pre‐scribed	 2010‐2100	 GHG	 emission	 budget	 (purple	 circle),	 an	 explicit	 not‐to‐exceed	

temperature	target	(blue	diamonds),	and	price	paths	with	a	slower	phase‐in	of	carbon	prices.	

The	results	show	that	the	temperature‐cost	trade‐off	curves	derived	based	on	exponential	price	

paths	are	a	robust	indicator	of	the	efficient	achievability	frontier	for	a	given	scenario	setup.	
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a     Maximum Temperature (2010-2100) b 	 	 	 	 	 2100 Temperature 

Figure	 S5:	 Correlation	 between	 temperature	 increases	 not	 exceeded	 with	 67%	 and	 50%	

likelihood	 for	 (a)	 maximum	 2000‐2100	 temperatures,	 and	 (b)	 2100	 temperatures.	 Each	

individual	 data	 point	 corresponds	 to	 one	 climate	mitigation	 scenario,	with	 different	 colors	

indicating	different	assumptions	along	the	delay	dimension,	and	different	markers	correspond	

to	different	technology	assumptions.		
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a  Effect of timing on AMC (Default  tech)  
 

b  Effect of technology on AMC (Frag2015) 
 

c		Effect of timing on TGR (Default  tech)  
 

d  Effect of Technology on energy prices 
 

Figure	S6:	Temperature‐cost	 tradeoff	curves	considering	2100	 temperature	 levels.	Grey	 lines	

indicate	corresponding	 trade‐off	curves	 that	consider	maximal	2000‐2100	 temperatures.	The	

left	 column	 shows	 the	 effect	 of	mitigation	 timing,	 the	 right	 column	 the	 effect	 of	 technology	

availability.	(a),	(b)	show	aggregated	mitigation	costs,	(c)	shows	transitional	growth	reductions,	

and	(d)	shows	the	maximum	climate‐policy	induced	decadal	energy	price	increase.	Note	that	for	

the	NoCCS	and	LimBio	scenarios,	maximal	temperatures	are	reached	in	2100,	therefore	colored	

lines	(2100	temperature)	lie	on	top	of	the	grey	lines	(maximal	21st	century	temperature).	
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Figure	S7:	Overview	of	the	combined	effects	of	mitigation	timing	and	technology	availability	on	

achievability	of	not‐to‐exceed	targets	and	2100	temperature	target	that	allow	for	temporary	

overshoot.	Graphs	show	economic	challenges	(color	shading)	in	terms	of	aggregated	carbon	

market	value	(left	panels	a,c),	and	short‐term	energy	price	increase	(right	panels	b,d),	as	a	

function	maximal	2010‐2100	temperature	increase	(upper	panels)	or	2100	temperature	

increase	(lower	panel).	Dark	grey	areas	at	the	base	of	bars	indicate	temperature	target	levels	

that	were	not	achieved	with	the	range	of	carbon	price	paths	assumed.	
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Figure	 S8:	Relationship	between	maximum	 surface	 air	 temperatures	during	 the	21st	 century	

(horizontal	axis)	and	2100	surface	air	 temperatures	 (vertical	axis)	 for	 the	 full	set	of	171,000	

climate	 model	 realizations	 of	 the	 285	 REMIND	 scenarios.	 The	 red	 histogram	 shows	 the	

distribution	of	maximal	2000‐2100	temperatures	that	result	in	a	temperature	of	1.5°C	in	2100.	
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Chapter 7

Synthesis and Outlook

This thesis set out to improve the understanding of the techno-economic achievability of
stringent climate mitigation targets. We have analyzed the general structure of required
energy system transformations, and focused on the role of variable renewable energies and
the transport sector. The work documents the usefulness of large-scale energy-economy-
climate models for exploring the full spectrum of mitigation scenarios with differing tech-
nology and policy options. Analysis and results strongly rely on the IAM REMIND,
which over the course of this thesis was continually analyzed, tested, and further de-
veloped by the author of this thesis and several colleagues. To improve robustness of
findings, two chapters present results from model comparison studies, bringing together
a number of different IAMs.

Our results show that achieving stringent climate targets is possible at moderate economic
costs, as long as comprehensive mitigation action is started without further delay, and
relevant technologies can be up-scaled as currently expected. The decarbonization of the
power sector hinges on the availability of solar power, and system integration challenges
have a substantial impact on technology choices. The transport sector is a barrier to early
decarbonization, but it does not seem insurmountable: very low transport emissions can
be reached through a number of possible routes.

The following section summarizes the findings of Chapters 2–6. The three overarching
themes are taken up in the “Synthesis and Discussion” section, which brings together
findings from the individual chapters to extract robust insights and the most relevant policy
conclusions. A discussion of the employed tool, namely IAMs, illustrates the continuous
process of model development, validation, and improvement, using examples from this
thesis. The thesis closes with promising areas for future research.

7.1 Summary of results

Chapter 2: Asia’s role in mitigating climate change

This chapter develops an innovative and enhanced metric that attributes emission re-
ductions between reference and climate mitigation scenarios to specific technologies. It
thereby facilitates discerning technologies and sectors that contribute most to mitigation,
pointing out enabling factors as well as possible bottlenecks of the required energy sys-
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tem transformation. We apply this metric to REMIND mitigation scenarios performed
in the course of the “Asian Modeling Exercise”. We also take a specific look at Asia
and its contributions to climate mitigation by adding a scenario in which Asia follows a
counterfactual “no climate policy” scenario until 2020 and only starts mitigating in 2025.

A number of policy-relevant conclusions emerge from our analysis: First, we find that
Asia plays a pivotal role in the global efforts to achieve climate stabilization. Asia cur-
rently accounts for almost two fifth of global emissions, and its share is projected to grow
further, both in the reference and the climate policy scenarios. Clearly, without involve-
ment of Asian countries, ambitious climate targets cannot be reached. Reconciling the
legitimate priorities of Asian developing countries in terms of development and economic
prosperity with the requirements of global climate change mitigation requires a substan-
tial deviation from current emission trends and large-scale deployment of low-carbon
technologies.

On the global scale, we find that the power sector has many decarbonization options,
with non-biomass renewables contributing most to the decarbonization of the power sec-
tor. Emissions from non-electric energy demand are more difficult to reduce, with de-
carbonization strongly relying on bioenergy in combination with CCS as well as energy
efficiency and demand reductions. Consequently, much larger emission reductions are re-
alized in the power sector, and the bulk of residual emissions originate from the provision
of transport fuels and heat energy supply. This result is in line with the findings of the
RECIPE project (Luderer et al., 2011), and suggests that the development of advanced
mitigation options for transport and other non-electric energy demand are of crucial im-
portance for the cost and achievability of low stabilization targets.

Finally, our results emphasize the long-term benefits of early implementation of climate
policy. We performed a stylized analysis that contrasts the scenario with immediate and
globally coordinated climate policy to a scenario of delayed participation of Asian devel-
oping countries. Our results demonstrate that early adoption of climate policy does not
only result in near-term emission reductions, but also avoids lock-in into carbon intensive
infrastructure and thus leads to a much higher long-term mitigation potential, in particular
in China and India.

Chapter 3: The role of renewable energy in climate stabilization

This chapter provides a comprehensive assessment of renewable energy deployment
across a large number of energy-economy-emission models. We discuss how the de-
ployment changes under climate policies, and the impact of technology availability on
energy systems and mitigation costs. We find that the use of renewable energy sources
(RES) increases substantially with the stringency of climate policy, such that RES become
the dominant energy source under stringent stabilization targets: while the model median
of the RES share in electricity production in 2050 (2100) is only ∼20% (30%) without
climate policies, it increases to ∼40% (60%) in a 550 ppm CO2e mitigation scenario and
∼50% (70%) in a 450 ppm CO2e mitigation scenario. In models with high RES shares,
the contribution from the VRE wind and solar is also particularly high.

The analysis also confirms a potential bottleneck for the decarbonization of the energy
system found in Chapter 2: transport, buildings and industry strongly rely on solid, liq-
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uid and gaseous energy carriers, with biomass as the (almost) exclusive decarbonization
option. Accordingly, scenarios in which biomass availability is restricted to 100 Exajoule
(EJ) show markedly increased mitigation costs (mitigation costs for the 450 ppm CO2e
scenario increase by 50–75%). Mitigation costs rise even further if additionally wind
and solar use is limited to 20% of electricity generation (mitigation costs increase by 55–
110%). While this bottleneck certainly is relevant, it also comes with a reservation and
requires further research: the reliance on bioenergy may be somewhat overestimated due
to the fact that for historical reasons, many IAMs have focused on the electricity sector
and only include limited representation of heat and mobility provision from non-biomass
RES, such as solar heat or hydrogen electrolysis to power fuel cell vehicles.

The general findings are robust across most models, but the exact values of RES deploy-
ment differ widely. As a first step towards a better understanding of why the results differ
so much, we discuss three main determinants of VRE deployment1: technology costs,
resource potentials, and system integration mechanisms. We find a wide range of differ-
ing input assumptions, which partly seem to lie outside of plausible ranges. Especially
resource potentials and system integration mechanisms require further research to be up-
dated and improved.

Chapter 4: Using the sun to decarbonize the power sector

This chapter deepens the analysis of variable renewable energies: It uses the energy-
economy-climate model REMIND to investigate the economic importance of the solar
technologies photovoltaics and concentrating solar power for the decarbonization of the
electricity sector. To do so, we created three intermediate outputs, which can also be used
to augment the representation of solar power technologies in other large-scale energy-
economy-models: estimates of current and future investment cost, a consistent resource
potential data set for the two solar technologies, and a simplified representation of system
integration costs.

The calculated scenarios project a dominant role for solar technologies in the decarboniza-
tion of the power sector. Solar electricity will be the main source of electricity in the sec-
ond half of the century, supplying 47% of the cumulated global electricity produced from
2010–2100 in a scenario with cost-efficient mitigation policies to achieve the 2◦C target.
Even without climate policy, solar becomes the main source of electricity after 2070. The
analysis of system integration costs revealed that they are highly relevant for the compe-
tition between PV and CSP: Although PV consistently has lower direct levelized costs of
electricity than CSP and is initially deployed faster, CSP catches up and overtakes PV at
the end of the century due to lower integration costs of CSP.

In a climate policy world, the electricity system is dependent on having at least one solar
technology available: excluding both PV and CSP leads to substantial increases in elec-
tricity prices, so that the average price from 2050 to 2100 is 280% higher than in 2010.
Both technologies can partially substitute each other: In cost-optimal scenarios, PV and
CSP complement each other, but if one of the two technologies faces deployment barriers,

1Bioenergy was not further analyzed in this publication, as three other articles of the model comparison
project focused on bioenergy use (Klein et al., 2014; Rose et al., 2014; Popp et al., 2014).
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the other can strongly increase its share in total electricity production and partially make
up for the loss of the other technology.

The dominance of solar technologies for the power is quite robust to changing cost as-
sumptions: Even under the most pessimistic view that the projected cost reductions are
not realized and investment costs remain at current levels, solar technologies produce 20%
of cumulated 2010–2100 electricity in a climate mitigation scenario.

Solar technologies could thus be characterized as a backstop technology for the power
sector in most regions: they require a certain electricity price before being deployed, but
then manage to decouple the electricity price from resource and carbon price increases,
as they can supply large quantities of electricity in most world regions without escalating
costs.

Chapter 5: Long-Term Transport Energy Demand and Climate Policy

The chapter builds on a model comparison study to analyze decarbonization pathways for
the transport sector, and to test the hypothesis that the transport sector is more difficult to
decarbonize than the non-transport sectors. To understand how model structure influences
the results, we systematically analyze the various mitigation options along the chain of
causality, including demand reduction, vehicle choice, energy conversion pathways and
carbon capture and sequestration.

The different models project different decarbonization pathways, which strongly depend
on the choice of technologies implemented and on the structure of the model. One could
thus interpret the participating models as studies of different possible futures in which cer-
tain options (battery electric vehicles, fuel cell vehicles, large-scale sustainable biomass
use in combination with CCS) become viable or not.

Some robust findings emerge: We find across all models a substantial delay of the trans-
port sector decarbonization in the first half of the 21st century: relative emission reduc-
tions are reached 10–30 years later than in the non-transport sectors. Even in the most
stringent policy scenario, transport strongly relies on liquid fuels until 2050: even in the
strongest climate policy, more than 85% of transport final energy is in liquid form in all
models except for WITCH-T. One can thus conclude that amongst the models studied, the
hypothesis that the transport sector is more difficult to decarbonize than the non-transport
sectors with a carbon price of plausible size is confirmed when looking at the time period
before 2060.

In the long run, however, the three global models running until 2100 achieve deep emis-
sion reductions by 90% and more in the strong climate policy scenario. This almost
complete decarbonization hinges on the use of advanced vehicle technologies in combi-
nation with carbon-free primary energy sources; here, especially biomass combined with
CCS plays a crucial role. The extent to which earlier mitigation is possible strongly de-
pends on the choice of technologies implemented and the structure of the model, with
both partial-equilibrium models focusing on China proving to be less flexible.
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Chapter 6: Economic mitigation challenges

In this chapter, we use a large number of scenarios calculated with the energy-economy-
climate model REMIND to address the fundamental question of this thesis, namely the
economic achievability of stringent climate targets. Our work maps out the trade-offs
between the stringency of climate targets and economic mitigation challenges at a very
high level of detail. It shows how a continuation of ineffective climate policies reduces the
option space for future climate policy, increasing mitigation challenges and the reliance
on technologies for removing CO2 from the atmosphere.

Under optimistic assumptions about the outcome of current climate negotiations and tech-
nology availability, we estimate that achieving a likelihood of 67% of limiting global
warming to 2◦C would result in aggregated mitigation costs of 1.4% of Gross World Prod-
uct. However, delaying comprehensive emission reductions by another 15 years pushes
this target out of reach. In case of technology limitations, the urgency of reaching a global
climate agreement is even higher. The temperature-cost tradeoff curves are highly con-
vex, so costs increase disproportionally with increasing target stringency. We estimate
that economic mitigation challenges become prohibitively high for temperature stabiliza-
tion targets below ∼1.7◦C.

A continuation of weak climate policies inevitably increases the risk of exceeding the 2◦C
threshold. Returning to 2◦C in such a scenario will be difficult, and requires large-scale
deployment of bioenergy in combination with CCS. We find that temperature levels in
2100 depend to a much higher extent on the availability of technologies than maximum
2010–2100 temperatures do: Unavailability of CCS shifts achievable target levels in 2100
up by almost 0.5◦C. Our research also demonstrates that the effects on short-term con-
sumption growth and energy prices as well as the redistribution of wealth induced by
CO2 pricing are crucial challenges of mitigation pathways consistent with the 2◦C target.
This finding points to potentially strong distributional effects of climate policies, which
increase substantially if comprehensive climate policies are delayed further.

The results have important implications for climate policy. They show clear trade-offs be-
tween long-term climate targets and economic mitigation challenges. They also demon-
strate that these trade-offs depend strongly on the start date of substantial emission re-
ductions and technology availability. The longer the international community delays the
implementation of comprehensive climate policies, the more critical these trade-offs will
be.

7.2 Discussion of results and policy implications

7.2.1 Economic implications of low stabilization scenarios

The main result of this thesis has a positive note: Transforming the global energy system
and economy to keep a reasonable likelihood (67%) of limiting global warming to below
2◦C is achievable at moderate economic implications, such as aggregated and discounted
consumption reductions by 1.4% of Gross World Product, or maximum decadal energy
price increases below 25%. However, this result hinges on assumptions that some people
would term “optimistic”, namely a near-term implementation of stringent global climate
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policies and full availability of several technologies that are still in the demonstration
phase.

Given the soberingly slow progress of UNFCCC climate negotiations in the last decades,
it is important to analyze how the economic implications change under sub-optimal tim-
ing. Delaying stringent policies and extending the current period of fragmented and
weak action will substantially increase mitigation costs, such that stringent climate tar-
gets might be pushed out of reach. Should the current weak climate policies be extended
until 2030, the short-term transitional mitigation costs for keeping the 2◦C target would
increase three-fold compared to a world in which global cooperative action is decided on
in 2015 and first deep emission reductions are achieved in 2020.

Technology availability is another relevant driver for mitigation costs. As the analysis in
Chapters 3 and 6 reveals, changing the assumptions about technologies and their availabil-
ity can increase mitigation costs substantially, thereby pointing out possible bottlenecks
for a decarbonization of the energy system. Although none of the implemented tech-
nologies are totally new and untested, some (such as fuel cell vehicles, second-generation
biofuel or large-scale carbon capture and sequestration) have not yet surpassed the demon-
stration phase and might therefore not live up to current expectations. For other technolo-
gies, additional barriers might appear or prove more problematic than expected. A prime
example is biomass use, where sustainability and equity issues raise major questions about
the large-scale application in future energy systems (Sagar and Kartha, 2007; Kahrl and
Roland-Holst, 2010; Dornburg et al., 2010), and issues about the time scales of plant
growth and land-use change raise questions about the actual contributions of biomass to
emission reductions (Fargione et al., 2008; Searchinger et al., 2009; Melillo et al., 2009).
This is especially relevant as total mitigation costs are most strongly influenced by the
availability of biomass in combination with CCS. In contrast, Chapter 4 showed that the
power sector decarbonization strongly hinges on the availability of solar power. There-
fore, a larger (or smaller) shift in energy carrier use towards electricity than currently
implemented in the model parameters would also increase (decrease) the relative impor-
tance of solar technologies compared to BECCS for climate change mitigation.

Our analysis also shows the importance of using a variety of metrics to better understand
energy system transformations and to capture more aspects of economic implications of
mitigation targets. Aggregated consumption losses are very relevant, but omit the distri-
butional effects that climate policies can have – for such effects, energy prices can be a
better suited metric, as low-income households spend a much higher share of their in-
come on energy expenditures. Similarly, the total value of carbon emissions is a metric
that can help to understand the scope of newly-created economic scarcities and the result-
ing challenges for international climate negotiations. While international transfers can
ease the burden of mitigation efforts, the substantial size of the carbon market poses the
risk that the resulting transfers become a “resource curse” for less-developed countries
(Jakob et al., 2012).
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7.2.2 Variable renewable energies

Chapters 2, 3 and 4 document the paramount importance of renewable energies and es-
pecially variable renewable energies2 for the decarbonization of the power sector. Half
of the models studied in Chapter 3 show renewable shares above 50% in 2050 and above
70% in 2100 in a stringent climate scenario with 450 ppm CO2e in 2100. At the same
time, Chapter 3 also documents substantial differences between the results of the dif-
ferent models. The detailed analysis of the three main determinants of VRE deployment,
namely resource potential, technology costs and system integration mechanisms, revealed
parameter ranges that can partially be explained with true uncertainty, but that are partially
overestimated and leave room for model improvement (see Section 7.3.1).

Future decarbonized power sectors will include a substantial amount of solar and wind,
which pose specific integration challenges due to their spatial and temporal heterogeneity.
Representing these integration challenges in IAMs is necessary to calculate reasonable
scenarios that neither under- nor overestimate the difficulty of decarbonizing the energy
system. We find a wide variety of integration mechanisms in different IAMs, with some
seeming overly strict, while others implement no or only very small integration costs.

Solar power becomes the dominant source of electricity in stringent mitigation scenar-
ios. This is the result of a detailed investigation of how integration costs influence the
deployment of solar power technologies, for which we augmented the representation of
integration costs in REMIND and updated the parameters with current bottom-up esti-
mates. Although the marginal integration costs (as implemented in REMIND) become
larger than the direct technology costs for PV and wind, solar power supplies more than
45% of total 2010–2100 electricity in stringent mitigation scenarios.

This dominance is due to three factors: i) PV has shown substantial technology learning
with resulting cost decreases in the past, which are expected to continue for the next years,
ii) CSP has comparatively low integration costs as thermal storage overcomes day-night
cycles and co-firing of hydrogen can overcome seasonal fluctuations, iii) all other tech-
nologies face either strongly rising emission costs (fossil technologies), limited resource
and waste disposal potential (nuclear), strong demand from other sectors leading to com-
petition for scarce resources (biomass, CCS) or a combination of high integration costs
and a more limited potential than solar (wind).

Also, the structure of the model influences this result: REMIND is intertemporally opti-
mizing, meaning it will invest into technologies even if they are initially more expensive
than competing technologies, as long as they result in larger (discounted) long-term cost
reductions. The scenarios can therefore be seen as optimal benchmarks of how a cost-
efficient energy system transformation could look like. To realize these scenarios, policy-
makers need to design policy instruments that internalize the long-term benefits (such as
knowledge spillovers) and support the relevant technologies, even if they initially are not
competitive.

2In Chapter 2, VRE are subsumed under “non-biomass renewables“. The missing part is mostly hy-
dropower, which – due to limited deployment potentials – does not change strongly between reference and
climate policy runs, therefore the results of the mitigation share analysis can be transferred to VRE.
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7.2.3 Transport decarbonization

The relevance of the transport sector for climate change mitigation is analyzed in Chap-
ters 2 and 5. Our research confirms the hypothesis that the transport sector is not very
reactive to intermediate carbon prices (below 100–200 $/tCO2). Until 2050, transport de-
carbonization lags 10–30 years behind decarbonization of other sectors, and liquid fuels
dominate the transport sector, supplying more than 85% of final energy demand.

In the long term, however, transportation does not seem to make stringent climate targets
unachievable: As the price signals on CO2 increase, transport emissions can be reduced
substantially – if at least one of the following decarbonization routes can be scaled up
massively:

• The use of low-carbon electricity for transportation, which is straightforward for
trains, brings high but manageable costs for light duty vehicles, and is expected to
pose a major challenge for freight.

• The use of low-carbon hydrogen, which is currently expected to come with larger
capital cost markups, but requires less change of user behavior than battery-electric
vehicles.

• The use of second-generation bioliquids from lignocellulosic feedstock, possibly
combined with CCS to produce negative emissions.

All of these options are mostly technological and require only limited change of user be-
havior, but come at substantial capital costs and potentially lead to negative sustainability
effects (biomass use). Furthermore, they come with limited potential vis-à-vis other trans-
port objectives: bioliquids would not help to reduce air pollution or noise disturbance, and
none of the technologies would address congestion or land requirement. Transport emis-
sions can also be reduced through other options for changing transportation decisions,
such as modal shift to mass transit, shift to smaller and more efficient vehicles, or re-
duction of travel demand, but these behavior- and infrastructure-related options are rarely
represented in IAMs with their techno-economic focus. First forays into this area were
performed in the last years (Anable et al., 2012; Girod et al., 2013), but more attention is
required in the future.

7.2.4 Policy Conclusions

A number of policy conclusions can be drawn from the research performed for this thesis.

1. To achieve the stringent climate mitigation targets publicly voiced by most policy-
makers, it is paramount to act fast. Delaying comprehensive mitigation action raises
the total cost of achieving a certain target, strongly increases the short-term transi-
tional burden, and aggravates the reliance on critical technologies that are either not
yet fully developed or that might endanger other sustainability objectives.

2. The most important long-term policy measure for climate change mitigation is to
install a price on carbon, either as a carbon tax or a market for emission permits. A
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price on carbon leads all market actors pursuing carbon-emitting activities across all
economic sectors to realize the scarcity of the atmosphere and to internalize it into
their decisions (Knopf et al., 2010).

3. The power sector can be seen as a low-hanging fruit with many options for de-
carbonization – a low-hanging fruit that should be harvested soon: The substantial
growth of electricity demand in many developing economies poses the risk of sub-
stantial lock-ins into carbon-heavy infrastructure. Should an economy-wide carbon
price be difficult to implement for politico-economical or institutional reasons, a
short-term dedicated regulation of the electricity system to phase out construction of
new coal power plants and thereby prevent such a carbon lock-in seems advisable:
The total new capacity of coal power plants without CCS that is globally installed
between 2015 and 2025 is reduced from 900 Gigawatt (GW) in a reference scenario
to below 40 GW in a cost-efficient scenario that limits warming below 2◦C. Dedi-
cated support for renewables as well as flexibility options for the power system could
flank such a policy and additionally address another sustainability objective, namely
energy access.

4. Photovoltaics, concentrating solar power and wind power are the most promising
technologies for the decarbonization of the power sector due to their large resource
base, minor risks, and limited public opposition. However, temporal variability poses
a challenge to the integration of large shares of wind and solar power. It therefore
seems advisable to push for a “reality check” by implementing policies to quickly
expand VRE energies until they reach combined generation shares around 25–40%
(Lehmann et al., 2012). According to current estimates, at such shares variability
starts to become a challenge without yet substantially endangering system stability.
This gives market actors and policymakers time and motivation to develop technical
and institutional approaches to increases the flexibility of the power sector, both on
the demand and on the supply side. Should the challenge of temporal variability
prove to be very costly, rendering climate scenarios with high shares of VRE unreal-
istic, there would remain time to research and develop other options for power sector
decarbonization.

5. There is no simple answer to decarbonizing the transport sector. Advanced vehicle
technologies allow the use of low-carbon energy carriers and can therefore achieve
very high emission reductions, but entail substantial capital costs and are only usable
for a subset of transport modes. Increasing vehicle efficiency can help reduce emis-
sions in all transport modes, but “split incentive” problems as well as observed high
private discount rates when evaluating energy-efficiency investments lead to less-
than-efficient market outcomes. The substantial influence of non-monetary drivers
on transport choices makes it necessary and promising to investigate various policy
instruments beyond pricing carbon that can lead to less carbon-intensive travel, in-
cluding such diverse measures as land-use and infrastructure planning targeted to-
wards mass transit and non-motorized modes, efficiency standards, or awareness
campaigns and travel plans.

6. CCS, especially when applied to the second-generation production of liquids from
ligno-cellulosic biomass, should be further researched and tested in demonstration
projects. While CCS does not seem essential for the power sector, it seems to offer
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unique possibilities to reduce emissions in the transport sector, in the provision of
heat, as well as in some industrial processes. However, it currently is still a spec-
ulative option, which additionally faces public opposition in many regions. Hence,
substantial research and testing of CCS technologies and processes is required.

7.3 Discussion of methods

7.3.1 Improving IAMs

IAMs can be useful tools for policy advice and policy assessment: their scenarios allow
analyzing and discussing the effects of policy instruments. However, the future is in-
herently uncertain and unknowable. IAM scenarios can only hope to present plausible
pathways that are internally consistent. The question of how to validate IAMs through
systematic approaches has been around for decades without providing definitive answers
such as the development of widely-accepted routines, but it has gained new attention in
the last years (Risbey et al., 1996; Schneider, 1997; Parker et al., 2002; Risbey et al.,
2005; Van Vuuren et al., 2010; DeCarolis et al., 2012; Schwanitz, 2013).

An essential element of quality control of IAMs is documentation and transparency:
IAMs are built on such enormous amounts of data and equations that it is impossible to
comprehend and critically assess the embodied assumptions unless they are extensively
and transparently documented and made publicly available (Risbey et al., 1996; Schnei-
der, 1997; Craig et al., 2002; van der Sluijs, 2002; DeCarolis et al., 2012; Schwanitz,
2013; Luderer et al., 2013). Additionally, IAMs contain a substantial number of value
judgments, which need to be communicated clearly and explicitly (Stanton, 2011). Only
then can policymakers be enabled to critically assess IAM results and make informed
use of them (Risbey et al., 1996; Schneider, 1997; Craig et al., 2002). Funding agencies
like the EU commission have started to address these issues by requiring transparent and
publicly available documentation when funding modeling projects. Also, model com-
parison exercises can contribute to developing documentation standards, providing input
data bases, and defining standard diagnostic variables and testing procedures for IAMs
(Schwanitz, 2013).

As discussed in the introduction, each IAM is fundamentally formed by its modelers
and necessarily represents the modeler’s perception of the world. When developing an
IAM, each choice about which value to use for an uncertain parameter, which functional
form to choose, which interaction to represent or which input data to use, influences the
results (Risbey et al., 1996; Schneider, 1997; van der Sluijs, 2002; Schwanitz, 2013). As
IAMs deal with the future, they cannot be exhaustively validated against the real world
in advance (Craig et al., 2002; Weyant, 2009; DeCarolis et al., 2012). Therefore, model
comparison exercises such as those presented in Chapters 3 and 5 are indispensable, as
they force modelers to critically reflect their choices and to explain the logic behind their
model’s results. Furthermore, they capture some of the real-world uncertainty that often
has to be omitted for reasons of numerical complexity when programming large-scale
energy-economic models (Craig et al., 2002).



7.3 Discussion of methods 209

The model comparison exercises presented in this thesis demonstrate that results from
different IAMs can diverge quite dramatically. It is important to analyze the drivers for the
divergence. Once these drivers are identified, it is possible to evaluate them by comparing
them to more detailed models and stylized facts (Blanford et al., 2012; Chaturvedi et al.,
2012; Clarke et al., 2012; Schwanitz, 2013). Ideally, this allows modelers to determine
whether the reasons for the divergence are valid, such as structural uncertainty, whether
the drivers are more complex and need to be modeled with greater detail to yield plausible
results, or whether the observed phenomenon is actually a model artifact that should be
removed in the next version of that model.

Chapters 3 and 5 are valuable steps in this direction: Chapter 3 discusses the drivers of
VRE deployment, thereby allowing the reader to evaluate where models represent real
uncertainty, and where the results are driven by outdated input parameters or unrealistic
limitations. While many parameterizations lie within a plausible range, areas for improve-
ment are identified: some models include unrealistic restrictions on VRE integration in
the form of hard upper bounds that limit VRE shares to levels already seen in some real-
world energy systems. Also, widely varying VRE potentials are documented – although
some variation is realistically to be expected due to different plausible choices on tech-
nology parameters and land exclusion criteria, the huge differences observed highlight the
need for improved VRE resource potentials. We address these needs in Chapter 4, where
we present a new consistent solar resource potential dataset as well as a flexible repre-
sentation of VRE integration constraints. Chapter 5 documents different representations
of the transport sector in several IAMs. Again, it is possible to identify the three types
of divergence: the differing reliance on either battery-electric vehicles or hydrogen ve-
hicles in CHN-T, GCAM, PECE and REMIND reflects the real uncertainty about future
technology cost developments of these relatively novel technologies. Other limitations
seem rather like “model artifacts”, e.g., the price-inflexible mobility demand in CHN-T,
PECE and WITCH-T, the omission of hydrogen vehicles in WITCH-T, or the omission
of endogenous efficiency-improvements in GCAM and REMIND. Some areas like modal
shift are not well represented in most models and require further detailed analysis and
modeling work.

As one of the main goals of integrated assessment modeling is to provide policy-relevant
insights, explicit and dedicated stakeholder engagement can improve IAM-based policy
assessments. Although stakeholder engagement can be quite complex and demanding,
and no universal approach exists, it can entail a number of benefits, such as increasing the
relevance of model results, building trust and advancing stakeholder comprehension of
the strengths and limitations of models, increasing legitimation for the value judgments
incorporated in the model, or boosting visibility (Craig et al., 2002; Kloprogge and Sluijs,
2006; Voinov and Bousquet, 2010; Krueger et al., 2012; Schmid, 2013).

7.3.2 Neoclassical economic theory

On a very fundamental level, the results presented in this thesis are based on aspects and
by-products of neoclassical economic growth theory or its commonly accepted simplifi-
cations. These include assuming rational utility-maximizing agents, measuring welfare
through the logarithm of consumption, or using the Negishi approach to ensure intertem-
poral budget closure, thereby implying no permanent transfers between richer and less
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rich regions (Stanton, 2011). These assumptions are part of a theory that successfully
describes some aspects of the society we live in (Jones and Romer, 2010), but fails to de-
scribe other aspects. For brevity’s sake, the discussion will be limited to the basic build-
ing block of neoclassical economics: the individual actor. Real people are not the purely
rational self-utility-maximizing agents with fixed preferences that are the basis of most
large-scale economic models (Henrich et al., 2001; Hodgson, 2003; Henrich et al., 2005;
DellaVigna, 2009), but are rather affected by bounded rationality (Simon, 1982; Gigeren-
zer and Selten, 2002; Kahneman, 2003a). They can show altruism and reciprocity (Rabin,
1993; Levine, 1998; Bolton and Ockenfels, 2000; Fehr and Gächter, 2002), show aver-
sion to inequity and favor fairness (Kahneman et al., 1986a,b; Fehr and Schmidt, 1999;
Bolton and Ockenfels, 2000), have the capacity to cheat and betray each other, develop
institutions to overcome personal shortcomings (Ostrom, 1990), be swayed by status con-
siderations, peers and advertising to desire products that do not increase their welfare
(Hoch and Ha, 1986; Hoch and Loewenstein, 1991; Hodgson, 2003; Bowles and Park,
2005; Thaler and Sunstein, 2008; Rozendaal et al., 2009), change their lifestyle to strive
for a better world, or suffer from time-inconsistencies and self-control problems (Laibson,
1997; Muraven and Baumeister, 2000; Gul and Pesendorfer, 2001; Fehr and Rockenbach,
2003; Hepburn et al., 2010).

It can be argued that some of these aspects are actually represented in the Ramsey growth
framework, especially altruism: The assumption of a constant discount rate over all time
could be interpreted as a perfectly altruistic approach, as the welfare of future generations
is accounted for as if it were one’s own (Phelps and Pollak, 1968; Stephan et al., 1997;
Dasgupta, 2008). However, others challenge this view, stating that there are neither suf-
ficient empirical nor sufficient ethical grounds to justify discounting the welfare of two
different future generations against each other along the same lines one discounts two
events within the current generation’s lifetime (Schelling, 1995; Rabl, 1996; Sumaila and
Walters, 2005; Roemer, 2011). Also, there is no intra-generational altruism embedded
in the Negishi approach used to solve multi-region Ramsey models, whereas altruism in
the real world clearly not only extends to next generations, but also across one generation
(Stanton, 2011).

Over the last decades, a variety of economic research domains have questioned concepts
and assumptions of neoclassical economics and developed new notions and paradigms,
examples being the importance of human behavior beyond the “homo oeconomicus”
(Fehr and Schmidt, 1999; Akerlof and Kranton, 2000; Fehr and Gächter, 2000; Fehr and
Fischbacher, 2002; Kahneman, 2003b; Gintis et al., 2003; Fehr and Rockenbach, 2003;
Thaler and Benartzi, 2004; Cox, 2004; Henrich et al., 2005; Gneezy and List, 2006; Fu-
denberg, 2006; Camerer et al., 2011), the factors influencing well-being and welfare be-
sides direct consumption (Diener et al., 1999; Diener, 2000; Frey and Stutzer, 2002; Tella
et al., 2003; Kahneman et al., 2003; Layard, 2006; Easterlin, 2006; Kahneman, 2011)
including the capability approach (Sen, 1985a,b; Sen and Nussbaum, 1993; Atkinson,
1999; Robeyns, 2005), or the role of institutions for the governance of commons (Os-
trom, 1990; Hodgson, 1998; Ostrom et al., 1999; Dietz et al., 2003; Ostrom et al., 2007;
Ostrom, 2009).

Another relevant issue for the economic analysis of policies to overcome market failures
and internalize externalities like climate change is the interplay between intrinsic moti-
vation and external incentives. Research has shown that depending on the behavior at
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hand and the framing of the incentive, external incentives can either crowd out or crowd
in intrinsic motivation, thereby reducing or increasing the effect of policy interventions
(Frey and Jegen, 2001; Bowles and Hwang, 2008; Bowles and Polanía-Reyes, 2012).

These aspects allow for very different developments of the real world than those seen
in the modeled scenarios mostly based on neoclassical economic theory; developments
that might be more positive or negative. Although a detailed quantitative analysis based
in economic theory is a valuable and necessary component of policy assessment, long-
term projections should be complemented with other approaches, one example of which
are more narrative scenarios that explore different development possibilities for human
societies and nations. Ultimately, economic quantities don’t develop according to natural
laws, but fundamentally depend on the underlying societies, the values and norms they
uphold and the institutions they develop (Risbey et al., 1996; Raskin, 2008; Raskin et al.,
2010; Rosen et al., 2010).

7.4 Suggestions for future research

Climate change mitigation is one of the fundamental challenges of this century. Assess-
ment of mitigation policies will be continually required, and IAMs are useful tools for
long-term decarbonization scenarios. Policies change, economies evolve faster or stag-
nate, technologies are further improved or meet unforeseen barriers – all of these effects
will lead to different future scenarios, and require updating and improving of IAMs. Also,
IAMs are very aggregated models with a large number of stylized representations of sub-
scale processes. In the process of testing and improvement, it turns out that some of these
representations influence the results more than others. These representations then warrant
a more in-depth analysis, possibly with detailed bottom-up models.

In the course of this thesis, several relevant aspects of mitigation pathways were dis-
cussed, and a number of open points have been identified, which refer to both IAMs in
general as well as REMIND. These points include distribution and equity, demand side
heterogeneity, stationary energy use, VRE integration, and additional transport policies.

First and foremost is the topos of distribution and equity: which economic costs and
benefits accrue in which countries or regions, and which parts of the population are most
affected? What are the real-world trade-offs between efficiency and equity? Where does
the additional burden of mitigating climate change threaten the fulfillment of basic human
needs and sustainable development, and where can it be borne without noticeable impacts
to welfare and living conditions? What additional policy instruments can be used to soften
the impact of mitigation policies on the poorest? What rents can be tapped to provide the
funds necessary for transforming the global energy system? To address these questions,
IAMs require disaggregation and down-scaling, as currently millions of heterogeneous
people are aggregated into a single average for each region.

Differentiating individual income groups would also allow modelers to improve model
realism: real-world energy demands as well as reactions to policies and price changes are
strongly influenced by factors like personal wealth or urbanization (van Ruijven et al.,
2011; Krey et al., 2012), which cannot be reproduced in models using average values
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alone. Thus, differentiating heterogeneous consumers would be a first step towards more
policy relevance on distributional questions as well as higher realism of model dynamics.

On a more techno-economic level, many smaller research questions remain. To better
understand the energy transformation necessary for stringent climate protection, an im-
portant next step would be to investigate the decarbonization processes for the third type
of energy services, namely heating and process energy (termed “stationary non-electric”
in REMIND). These energy services currently rely strongly on solid, liquid and gaseous
fuels, and therefore – like the transport sector – prove to be more difficult to decarbonize
than the power sector. However, different types of heating and process energy services
are substantially different in their decarbonization. Heat pumps might offer compara-
tively efficient routes to use electricity for heating in low population density settlements,
while in other regions solar thermal might be a viable route. In general, energy demand
for heating can be substantially reduced through thermal insulation, thus the aggregated
capital-energy trade-off in the building sector is an important aspect requiring further in-
vestigation. For industry processes, the currently used energy carriers often not only sup-
ply heat but also chemical or structural properties, therefore substitution with other energy
carriers cannot easily be analyzed at an aggregated level but needs to be understood at a
process-based level.

Although the current work has improved the representation of the system integration chal-
lenge of variable renewable energies, substantial work remains to be done for REMIND
and most other IAMs. A region-specific analysis of the system flexibility required at
different mixes of solar and wind power would allow modelers to derive more robust inte-
gration costs that are more useful to national policymakers. Also, the interactions between
the different energy sectors are a very relevant aspect for further investigation. Currently
discussed flexibility measures include demand response (Cappers et al., 2012), “power to
heat” in combination with district heating systems (heat is cheaper to store than electric-
ity) (Arteconi et al., 2012; Hedegaard et al., 2012a), power to hydrogen or gas (Steward
et al., 2009), transport electrification or hydrogen use (Andrews and Shabani, 2012; Fer-
nandes et al., 2012; Hedegaard et al., 2012b), all of which connect the different parts of
the energy system and thus require an improved understanding of the temporal patterns
in the sub-parts (Mathiesen et al., 2012). A necessary step for the analysis of viable de-
carbonization strategies with high VRE shares is the development of intermediate-scale
models that have a higher temporal detail than IAMs, but still manage to represent the
interactions between the different energy use types (Lund et al., 2010; Kiviluoma and
Meibom, 2010).

When analyzing and modeling the decarbonization of the transport sector, it is important
to think about all relevant drivers that determine travel demand and travel choices, not
only vehicle and fuel costs. People are influenced in their mobility choices by a number
of additional factors, ranging from technical aspects like travel speed, recharging infras-
tructure, or land use, to “softer” aspects like comfort, lifestyles, social norms, or status
consumption. In parallel to the variety of influencing factors, there are also a large number
of possible transport policies besides “pricing carbon” that could enable the transforma-
tion of the transport sector towards lower CO2 emissions (Banister et al., 2011). First
approaches to include lifestyles and socio-cultural factors into techno-economic models
of transport are being developed (Anable et al., 2012; Schafer, 2012), but further work
is required to operationalize them for IAMs. One option currently employed is to fol-
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low a scenario approach, where one scenario with exogenous standard travel demand is
compared to another scenario with model-exogenous lower travel demand, motivated by
some assumed additional policy that influences behavior. To make these analyses more
meaningful, it would be useful to explicitly include these policies in the model and make
the choice model-endogenous (Schafer, 2012). This poses a substantial challenge, as it
requires attributing economic, political and social costs to transport policies such as vehi-
cle efficiency standards, speed limits, or transit-oriented development. In addition, more
bottom-up research is necessary to derive better estimates for the aggregated effects of
various non-price policies.

Also, policies geared towards reduction of CO2 emissions from the transport sector can
have substantial co-benefits. In fact, benefits in other areas can be the much larger: trans-
port policies targeted at other pressing issues like air pollution or congestion can at the
same time induce changes that are beneficial for mitigating climate change (Creutzig and
He, 2009). Investigating these interactions to better understand the marginal costs of cli-
mate policies as well as the politico-economical synergies of implementing policies that
address several issues at once will lead to improved policy assessment.
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This dissertation relies heavily on numerical modeling. Naturally, a number of software
tools were used to create and run the models, and to process, analyze and visualize the
results. This section lists these tools.

Modeling The REMIND modeling framework was implemented in GAMS3. The
CONOPT34 solver was used to solve the non-linear optimization. All code projects were
managed using the Subversion version control system5.

Data Processing For data pre- and postprocessing work, both MathWorks’ MATLAB6,
version 7.5 (R2007b) and Microsoft Excel 20107 was used.
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Literature management Zotero10 was used for literature management.
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