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Abstract

In the last decade, there has been a growing body of literature addressing the utilization of complex network methods for the characterization of dynamical systems based on time series. While both nonlinear time series analysis and complex network theory are widely considered to be established fields of complex systems sciences with strong links to nonlinear dynamics and statistical physics, the thorough combination of both approaches has become an active field of nonlinear time series analysis, which has allowed addressing fundamental questions regarding the structural organization of nonlinear dynamics as well as the successful treatment of a variety of applications from a broad range of disciplines. In this report, we provide an in-depth review of existing approaches of time series networks, covering their methodological foundations, interpretation and practical considerations with an emphasis on recent developments. After a brief outline of the state-of-the-art of nonlinear time series analysis and the theory of complex networks, we focus on three main network approaches, namely, phase space based recurrence networks, visibility graphs and Markov chain based transition networks, all of which have made their way from abstract concepts to widely used methodologies. These three concepts, as well as several variants thereof will be discussed in great detail regarding their specific properties, potentials and limitations. More importantly, we emphasize which fundamental new insights complex network approaches bring into the field of nonlinear time series analysis. In addition, we summarize examples from the wide range of recent applications of these methods, covering rather diverse fields like climatology, fluid dynamics, neurophysiology, engineering and economics, and demonstrating the great potentials of time series networks for tackling real-world contemporary scientific problems. The overall aim of this report is to provide the readers with the knowledge how the complex network approaches can be applied to their own field of real-world time series analysis.
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<table>
<thead>
<tr>
<th>Nomenclature</th>
<th>Abbreviations</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>ACF</td>
</tr>
<tr>
<td>Adjacency matrix</td>
<td>auto-correlation function</td>
</tr>
<tr>
<td>( b_P )</td>
<td>AR</td>
</tr>
<tr>
<td>betweenness centrality of vertex ( p )</td>
<td>auto regressive</td>
</tr>
<tr>
<td>( c_P )</td>
<td>B. P.</td>
</tr>
<tr>
<td>closeness centrality of vertex ( p )</td>
<td>before present</td>
</tr>
<tr>
<td>( C )</td>
<td>COPTN</td>
</tr>
<tr>
<td>global clustering coefficient</td>
<td>cross ordinal pattern transition network</td>
</tr>
<tr>
<td>( C_P )</td>
<td>CRP</td>
</tr>
<tr>
<td>local clustering coefficient of vertex ( p )</td>
<td>cross recurrence plots</td>
</tr>
<tr>
<td>( D )</td>
<td>DVG</td>
</tr>
<tr>
<td>network diameter</td>
<td>difference visibility graph</td>
</tr>
<tr>
<td>( D_C )</td>
<td>ER</td>
</tr>
<tr>
<td>clustering dimension</td>
<td>Erdős Rényi random network</td>
</tr>
<tr>
<td>( D_T )</td>
<td>fBm</td>
</tr>
<tr>
<td>transitivity dimension</td>
<td>fractional Brownian motion</td>
</tr>
<tr>
<td>( \Delta k_P )</td>
<td>fGn</td>
</tr>
<tr>
<td>excess degree of vertex ( p )</td>
<td>fractional Gaussian noise</td>
</tr>
<tr>
<td>( \Delta x )</td>
<td>FNN</td>
</tr>
<tr>
<td>relative excess degree of vertex ( p )</td>
<td>false nearest neighbors</td>
</tr>
<tr>
<td>( \Delta t )</td>
<td>GS</td>
</tr>
<tr>
<td>sampling time</td>
<td>generalized synchronization</td>
</tr>
<tr>
<td>( \delta(\cdot) )</td>
<td>UVPV</td>
</tr>
<tr>
<td>delta function ( \delta(x) = { 1</td>
<td>x = 0; 0</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>LIA</td>
</tr>
<tr>
<td>radius of neighborhood</td>
<td>little ice age</td>
</tr>
<tr>
<td>( \varepsilon_p )</td>
<td>LPVG</td>
</tr>
<tr>
<td>local efficiency of vertex ( p )</td>
<td>limited penetration visibility graph</td>
</tr>
<tr>
<td>( E )</td>
<td>Ma</td>
</tr>
<tr>
<td>edge set</td>
<td>millions years</td>
</tr>
<tr>
<td>( E )</td>
<td>OP</td>
</tr>
<tr>
<td>global efficiency</td>
<td>ordinal pattern</td>
</tr>
<tr>
<td>( F(k) )</td>
<td>OPTN</td>
</tr>
<tr>
<td>cumulative degree distribution function</td>
<td>joint ordinal pattern transition network</td>
</tr>
<tr>
<td>( GIC )</td>
<td>RR</td>
</tr>
<tr>
<td>graph index complexity</td>
<td>joint recurrence network</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>RQA</td>
</tr>
<tr>
<td>power law exponent</td>
<td>recurrence quantification analysis</td>
</tr>
<tr>
<td>( H )</td>
<td>RRG</td>
</tr>
<tr>
<td>Hurst exponent</td>
<td>random geometric graph</td>
</tr>
<tr>
<td>( k_P )</td>
<td>RN</td>
</tr>
<tr>
<td>degree of vertex ( p )</td>
<td>recurrence network</td>
</tr>
<tr>
<td>( l_{pq} )</td>
<td>RP</td>
</tr>
<tr>
<td>shortest path between vertices ( p ) and ( q )</td>
<td>recurrence plot</td>
</tr>
<tr>
<td>( L )</td>
<td>RQA</td>
</tr>
<tr>
<td>average path length</td>
<td>recurrence quantification analysis</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>SSA</td>
</tr>
<tr>
<td>Lyapunov exponent; exponential scaling factor</td>
<td>sunspot area</td>
</tr>
<tr>
<td>( m )</td>
<td>SSN</td>
</tr>
<tr>
<td>embedding dimension</td>
<td>sunspot numbers</td>
</tr>
<tr>
<td>( \mu )</td>
<td>SW</td>
</tr>
<tr>
<td>coupling strength</td>
<td>small world</td>
</tr>
<tr>
<td>( N )</td>
<td>UPO</td>
</tr>
<tr>
<td>length of time series</td>
<td>unstable periodic orbits</td>
</tr>
<tr>
<td>( \pi )</td>
<td>VG</td>
</tr>
<tr>
<td>ordinal pattern</td>
<td>visibility graph</td>
</tr>
<tr>
<td>( p(x) )</td>
<td></td>
</tr>
<tr>
<td>probability density function of ( x )</td>
<td></td>
</tr>
<tr>
<td>( RR )</td>
<td></td>
</tr>
<tr>
<td>recurrence rate</td>
<td></td>
</tr>
<tr>
<td>( R )</td>
<td></td>
</tr>
<tr>
<td>assortativity coefficient</td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td></td>
</tr>
<tr>
<td>cross correlation coefficient</td>
<td></td>
</tr>
<tr>
<td>( \rho )</td>
<td></td>
</tr>
<tr>
<td>edge (link) density of a network</td>
<td></td>
</tr>
<tr>
<td>( \sigma_{pq} )</td>
<td></td>
</tr>
<tr>
<td>multiple shortest paths between vertices ( p ) and ( q )</td>
<td></td>
</tr>
<tr>
<td>( \tau )</td>
<td></td>
</tr>
<tr>
<td>embedding delay</td>
<td></td>
</tr>
<tr>
<td>( T )</td>
<td></td>
</tr>
<tr>
<td>transitivity</td>
<td></td>
</tr>
<tr>
<td>( S )</td>
<td></td>
</tr>
<tr>
<td>Shannon entropy</td>
<td></td>
</tr>
<tr>
<td>( \Theta(\cdot) )</td>
<td></td>
</tr>
<tr>
<td>Heaviside function</td>
<td></td>
</tr>
<tr>
<td>( W )</td>
<td></td>
</tr>
<tr>
<td>weighted adjacency matrix</td>
<td></td>
</tr>
<tr>
<td>( \Omega )</td>
<td></td>
</tr>
<tr>
<td>average frequency</td>
<td></td>
</tr>
<tr>
<td>( w_{pq} )</td>
<td></td>
</tr>
<tr>
<td>transition frequency from vertex ( p ) to ( q )</td>
<td></td>
</tr>
<tr>
<td>( \hat{x} )</td>
<td></td>
</tr>
<tr>
<td>estimator of ( x )</td>
<td></td>
</tr>
<tr>
<td>( \langle x \rangle )</td>
<td></td>
</tr>
<tr>
<td>average of ( x )</td>
<td></td>
</tr>
<tr>
<td>( V )</td>
<td></td>
</tr>
<tr>
<td>vertex set</td>
<td></td>
</tr>
</tbody>
</table>
1. Introduction

Artificial Intelligence is generating data in new forms of complexity, leading to the new era of big data [1]. This brings big challenges for researchers from various fields working together to extract patterns or new structures from data of very high volume, high velocity, or high variety. Advanced interdisciplinary data analytics techniques help to capture the hidden structures amidst otherwise chaotic data points, including approaches from machine learning, data mining, statistics, natural language and text processing [2]. In consequence, we transform the messy datasets into something that we can learn fast, which allows us making better and faster decisions. Among these processes, there is ample scope for developing new tools for data analysis. In the context of dynamical systems and statistical physics, such methods are often associated with concepts like complex networks [3–5] and complexity theory.

In this report, we focus on some particular subfield that has attracted great interest in the last years – the application of various approaches from complex network theory in the context of nonlinear time series analysis [6–8]. A time series is a sequence of data points indexed by the time of observations, which are made at successive, in many cases equally spaced points in time. Hence, time series data have a natural discrete temporal ordering. Examples of such time series cover a great variety of variables potentially relevant for everyday life, including (but not being limited to) the following areas: (i) weather conditions, like surface-air temperatures, sea level pressure, and wind speeds that are collected from meteorological stations or satellites; (ii) finance, e.g., the daily closing prices of stock market indices like the Dow Jone Industrial Average, individual assets, or exchange rates; (iii) bio-medical conditions of humans, for instance, physiological and clinical data that are collected by electroencephalogram (EEG) monitoring or high resolution brain imaging techniques like magnetic resonance imaging (MRI) and computed tomography (CT). Time series analysis considers the study of the entire collection of observations as a whole instead of individual numerical values at several temporal instances.

The natural temporal ordering makes time series analysis distinct from data analysis in the case of no natural ordering of the observations (for instance, cross-sectional studies of explaining people’s wages by reference to their respective education levels, or spatial data analysis accounting for house prices by the location as well as the intrinsic characteristics of the houses). In order to discover hidden patterns of such more general large data sets from different sources, data mining tools have been proposed in the research field of computer science, which have also found many applications in the context of time series mining [9–11]. Here, time series mining focuses more on indexing, clustering, classification, segmentation, motif discovery, and forecasting [9, 11]. In the recent decade, there has been a considerable amount of rapid developments of data mining tools initiated by the advent of big data and cloud computing reflecting the increasing size and complexity of available datasets. One particular example of such developments is to design algorithms of high efficiency that can learn fast and make predictions on the large data sets in terms of supervised or unsupervised learning methods [2]. Furthermore, there is an emerging trend to combine complex network approaches with data mining tools, which provide many novel analysis concepts for discovering hidden pattern in large data sets [12]. The classification task of data mining allows for a rich representation of some complex systems, for instance, a meaningful reconstruction of functional networks from rather large data sets by choosing feature vectors of lower dimension [13]. Hence, the application of feature selection algorithms provides a complementary understanding of the characteristics of network structures. There have been a few successful applications of mining tools for complex network analysis from synthetic and experimental data, in particular, related with disease classification [13–15].

Despite the considerable practical relevance of time series mining algorithms, there has been practically no overlap with the subject of nonlinear time series analysis by means of complex network methods, which is the focus of this report. Unlike most established data mining techniques, the time series network approaches reviewed here are based on the dynamical systems theory [6, 16] and present themselves as state-of-the-art contributions to nonlinear time series analysis [17]. From the viewpoint of complex network research, the topics reviewed in this paper can be regarded as successful applications of network theory to tackling synthetic as well as experimental series from a diversity of fields of applications. We will discuss potential generalizations of the different time series network approaches in the context of data mining tools wherever appropriate.
1.1. Nonlinear time series analysis

Time series analysis is essentially data compression [17]. Given a time series, we interpret the underlying dynamical system by a few characteristic numbers that are computed from a large sample of measurements. Therefore, the reduced information as represented by these characteristic numbers must highlight some specific features of the system. Early approaches of time series analysis heavily relied on the linearity assumption on the underlying processes, for instance, autoregressive (AR) and moving average (MA) models, both of which result in almost exponentially decaying auto-correlation functions. However, it is by now well accepted that the dynamical laws governing nature or human activities are seldom linear. Nonlinearity is everywhere, for example: (a) phase transitions (e.g., the melting of the ice of a glacier) are an important signature of nonlinearity in physical systems; (b) animals behave differently (e.g., hunting effort) during times of short food supply versus times of abundant food supply; (c) for many electronic devices (e.g., transistors) saturation velocity and current are well-known nonlinear phenomena; (d) in many engineering problems, controlling the system to operate at desired states introduces various forms of feedback mechanisms. Accordingly, the development of nonlinear time series analysis has been primarily driven by the needs to overcome the corresponding limitations of linear models and methods.

Nonlinear time series analysis is not as well established and far less well understood than its linear counterpart [6]. The collection of ideas and techniques of nonlinear time series analysis originates from the fast development of dynamical systems theory or so-called “chaos theory”, which explores system dynamics by a set of nonlinear difference equations or nonlinear ordinary differential equations. Techniques from chaos theory allow to characterize dynamical systems in which nonlinearities give rise to a complex temporal evolution, for instance, a sensitive dependence on initial conditions and strongly limited predictability. Importantly, this concept allows extracting information that cannot be resolved using classical linear techniques such as the power spectrum or spectral coherence.

Since its early stages in the 1980s [18], numerous conceptual approaches have been introduced for studying the characteristic features of nonlinear dynamical systems based on observational time series [6-8]. The mathematical beauty of this analysis framework is that we characterize the invariant measure in phase space in a number of different ways. Generally speaking, we quantify the system from either geometric or dynamic perspectives. Important examples include, but are not limited to the correlation dimension (or, more generally, the spectrum of generalized fractal dimensions Dq [19]) that has been suggested to characterize the geometry of chaotic attractors in phase space; the Lyapunov exponent as a measure for stability of dynamics with respect to infinitesimal perturbations; and the Kolmogorov-Sinai entropy (or other information theory measures) to quantify uncertainty about the future states of a chaotic trajectory. All these techniques have in common that they quantify certain dynamically invariant phase space properties of the considered system based on temporally discretized realizations of individual trajectories.

One typical task is to perform a precise system characterization from a single time series, which is, however, not the final goal of most time series analyses [17]. Here, we give just a few examples that nonlinear time series analysis can contribute to: (1) system characterization from a single time series; (2) discrimination between a signal and some other signals; (3) quantification of various bifurcation transition scenarios to complex dynamics, including period doubling, band merging, more general examples of subtle changes like intermittency or other phenomena associated with chaos-to-chaos transitions, detection of general regime shifts or tipping points in essential dynamical properties; (4) testing for time series reversibility; (5) noise reduction and filtering; and (6) prediction of future time series values.

The aforementioned non near time series characteristics are based on univariate series, i.e., they can be applied to single signals measured upon individual dynamical systems. In contrast, bivariate measures are used to analyze pairs of signals measured simultaneously from two dynamical systems. There has been considerable interest in the study of the synchronization behavior of coupled chaotic systems, which have been observed in many physical and biological systems [20, 21]. Thus, such bivariate time series analysis measures aim to detect and to distinguish transition forms from non-synchronized states to synchronization (for instance, points to phase synchronization, lag synchronization, complete synchronization and generalized synchronization). In different synchronization scenarios, it is important to extract not only the coupling strength but also the direction of these couplings, i.e., identifying causal relationships between the studied
sub-systems. Unraveling the governing functional interactions between sub-systems contained in a large network of complex connectivity topology remains a big challenge in modern nonlinear sciences [22, 23]. Various methods have been proposed to extract the statistical associations from data, for instance, Pearson correlation, mutual information (including its time delayed version) [24, 25], Granger causality [26, 27], transfer entropy [28, 29], or methods for detecting coupling directions from time series data [30–37]. More generally, coupling functions can have various forms. We do not expand the corresponding discussion here, but refer the interested readers to several review papers on this topic [23, 38–39].

Nonlinear time series analysis provides a powerful toolbox of methods that are useful for many applications, but also have some practical limitations. Some common problems originating from experimental measurements challenge the computations of nonlinear measures. For instance, most of the existing nonlinear methods are in practice only applicable to low-dimensional dynamical systems. In reality, very few real-world data sets are measured by perfect sensors operating on low-dimensional dynamics. One has to be aware of non-stationarity, proper choice of embedding parameters, dependence on finite data length (with possibly rather short time series in many real-world situations), effect of noise, or irregular sampling [17]. Statistical concerns come also from algorithmic aspects requiring proper choice of parameters. For instance, scaling regimes should be pronounced for implementing linear least-fitting to estimate the numerical values of dynamically invariant measures like fractal dimensions and Lyapunov exponents, the proper selection of which often influences the results significantly. In addition, computational complexity has to be well evaluated since it varies significantly among these measures. Currently, the choice of algorithmic parameters largely depends on the researchers’ experience.

In this review, we demonstrate that complex network approaches can contribute many aspects that we have discussed above for nonlinear time series analysis. More importantly, complex network approaches can solve partially some fundamental and long standing problems not successfully addressed by other existing methods so far, yielding a more robust estimation of dynamical invariants, for instance, using the transitivity dimension and local clustering dimension of recurrence networks to approximate the fractal dimension of the system [40]; or by computing the mean out-degree of ordinal pattern transition networks or the associated network diameter performing similarly well as the Lyapunov exponent [41].

1.2. Complex network approaches

With the recent increase in available computational capacities and rising data volumes in various fields of science, complex networks have become an interesting and versatile tool for describing structural interdependencies between mutually interacting units [3, 4, 22, 42]. Besides “classical” areas of research (such as sociology, transportation systems, computer sciences, or ecology), where these units are clearly (physically) identifiable, the success story of complex network theory has recently lead to a variety of “non-conventional” applications.

One important class of such non-traditional applications of complex network theory are functional networks, where the considered connectivity does not necessarily refer to “physical” vertices and edges, but reflects statistical interrelationships between the dynamics exhibited by different parts of the system under study. The term “functional” was originally coined in neuroscientific applications, where contemporaneous neuronal activity in different brain areas is often recorded using a set of standardized EEG channels. These data can be used for studying statistical interrelationships between different brain regions when performing certain tasks, having the idea in mind that the functional connectivity reflected by the strongest statistical dependencies can be taken as a proxy for the large-scale anatomic connectivity of different brain regions [43–45]. Similar approaches have been utilized for identifying dominant interaction patterns in other multivariate data sets, such as climate data [46–48].

Besides functional networks derived from multivariate time series, there have been numerous efforts for utilizing complex network approaches for quantifying structural properties of individual time series. By means of complex network analysis, the first step is to find a proper network representation for time series, i.e., an algorithm defining what network vertices and network edges are. To this end, several approaches have been proposed [41, 49–54]. Based on these network representations, the rich toolbox of complex network measures [4, 22, 42] provides various quantities that can be used for characterizing the system’s dynamical complexity from a complex network viewpoint and allow discriminating between different types of
dynamics [54]. More importantly, complementary features of dynamical systems (i.e., properties that are not captured by existing methods of time series analysis) can be resolved. In this report, we give an exhaustive review on complex network approaches for nonlinear time series analysis. To this end, we first provide an overall impression of various complex network representations for time series, which are illustrated in Figs. 1, 2 for the x-coordinate of one realization of the Lorenz system (Eq. (A.1)) with the parameters \( r = 28, \sigma = 10 \) and \( \beta = 8/3 \) (sampling time \( \Delta t = 0.02 \)). In the following sections, we will expand the discussions on the reconstruction of these networks from given time series data and their resulting characteristics. Specifically, we will focus on some important transformation methods that have been widely applied to various artificial as well as real-world observational or experimental data, in particular, recurrence networks, visibility graphs, and transition networks. In addition to these main approaches, we will also discuss some algorithmic variants of these concepts and corresponding relevant network measures wherever appropriate.

In this review we provide in-depth discussions on complex network representations of individual or potentially interrelated time series, which distinctively differ from existing data mining tools from computer sciences [12] as discussed above in terms of the underlying motivation and methodology. Specifically, all network approaches discussed in this report provide different applications of complex network theory to nonlinear time series analysis. We do not further expand the discussion on the differences between time series networks and data mining tools to keep this report topically focused.

1.3. Transformations of time series into the complex network domain

In order to make time series accessible to complex network analysis techniques, we have to transform them into a proper network representation. At a first place, this requires an algorithm defining network vertices and edges. Depending on these definitions, there are at least three main classes of complex network

![Figure 1: Adjacency matrices corresponding to different types of time series networks constructed from the x-coordinate of the Lorenz system](image-url)

- **Cycle Network**
- **Correlation Network**
- **k-Nearest Neighbor Network**
- **Adaptive Nearest Neighbor Network**
- **Recurrence Network**
- **Visibility Graph**
- **Transition Network**
- **Order Pattern Transition Network**
approaches to the analysis of individual time series that will be put in the focus of this review (see Tab. 2). These three types of methods are based on different rationales, i.e.,

(i) mutual statistical similarity or metric proximity between different segments of a time series (proximity networks),
(ii) convexity of successive observations (visibility graphs), and
(iii) transition probabilities between discrete states (transition networks).

The first important class of time series networks make use of similarities or proximity relationships between different parts of a dynamical system’s trajectory [52–54], including such diverse approaches as cycle networks [49, 56], correlation networks [57], and phase space networks based on a certain definition of nearest neighbors [50]. One especially important example of proximity networks are recurrence networks (RNs) [52, 53], which provide a reinterpretation of recurrence plots [58] in network-theoretic terms and are meanwhile widely applied in a variety of fields.

The second class are visibility graphs and related concepts, which characterize some local convexity or record-breaking property within univariate time series data [51, 59, 60]. The standard visibility graph and its various variants have important applications, such as providing new estimates of the Hurst exponent of fractal and multi-fractal stochastic processes [61, 62] or statistical tests for time series irreversibility [63, 64].

The third important class of network approaches are transition networks, which make use of ideas from symbolic dynamics and stochastic processes. Transforming a given time series into a transition network is a process of mapping the temporal information into a Markov chain to obtain a compressed or simplified representation of the original dynamics. More specifically, we first discretize the dynamics and then study the transition probabilities between the obtained groups in some Markov chain-like ways [65]. Depending on the particular choice of partitions, we obtain different versions of transition networks. For instance, we can construct transition networks by threshold-based coarse graining of the underlying system’s phase space [54] or based on ordinal patterns [41, 66].
Table 2: Summary of the definitions of vertices and the criteria for the existence of edges in existing complex network approaches.

<table>
<thead>
<tr>
<th>Method</th>
<th>Vertex</th>
<th>Edge</th>
<th>Directedness</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Proximity networks</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cycle networks</td>
<td>Cycle</td>
<td>Correlation or phase space distance between cycles</td>
<td>undirected</td>
</tr>
<tr>
<td>Correlation networks</td>
<td>State vector</td>
<td>Correlation coefficient between state vectors</td>
<td>undirected</td>
</tr>
<tr>
<td>Recurrence networks</td>
<td>State (vector)</td>
<td>Recurrence of states (fixed neighborhood)</td>
<td>directed</td>
</tr>
<tr>
<td>k-nearest neighbor networks</td>
<td>State (vector)</td>
<td>Recurrence of states (fixed number of edges)</td>
<td>undirected</td>
</tr>
<tr>
<td>e-recurrence networks</td>
<td>State (vector)</td>
<td>Recurrence of states (fixed neighborhood volume)</td>
<td>undirected</td>
</tr>
<tr>
<td><strong>Visibility graphs</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>natural visibility graphs</td>
<td>Scalar state</td>
<td>Mutual visibility of states</td>
<td>undirected</td>
</tr>
<tr>
<td>horizontal visibility graphs</td>
<td>Scalar state</td>
<td>Horizontal mutual visibility of states</td>
<td>undirected</td>
</tr>
<tr>
<td><strong>Transition networks</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>threshold based networks</td>
<td>Phase space partition</td>
<td>Temporal succession</td>
<td>directed</td>
</tr>
<tr>
<td>ordinal pattern networks</td>
<td>Ordinal patterns</td>
<td>Temporal succession</td>
<td>directed</td>
</tr>
</tbody>
</table>

It may be interesting to note that both, proximity networks and transition networks, are somewhat related with the concept of recurrence in one way or the other [54]. This is particularly evident for proximity networks, where connectivity is defined in a data-adaptive local way, i.e., by considering distinct regions with a varying center at a given vertex in either the phase space itself or an abstract metric space where (pseudo) distances measure similarities between states or sequences thereof. In contrast, for transition networks, the corresponding classes are rigid, i.e., determined by a fixed coarse-graining of the phase space, ordinal patterns, or other related symbolic approaches. In this regard, the distinction between both classes of time series network approaches closely resembles the duality between phase space based approaches of nonlinear time series analysis on the one hand, and symbolic time series analysis and related information-theoretic approaches, which may both be used for estimating similar dynamical invariants such as entropies and mutual information [67].

Among the three classes of methods listed above, the largest group of concepts is given by proximity networks, where the mutual closeness or similarity of different segments of a trajectory can be characterized in different ways. Consequently, there are various types of such proximity networks (see Tab. 2). However, all these methods are characterized by two common general properties: Firstly, the resulting networks are invariant under relabeling of their vertices in the adjacency matrix. Hence, the topological characteristics of proximity networks yield nonlinear measures that are invariant under a permutation of their vertices. In this respect, these network-theoretic approaches are distinctively different from traditional methods of time series analysis where the temporal order of observations does explicitly matter. Secondly, we point out that especially proximity networks are spatial networks [68, 69]. In particular, recurrence networks are embedded in the phase space of the considered system, with distances being defined by one of the standard metrics (e.g., Euclidean, Manhattan, etc.), making them a specific type of random geometric graphs [40]. Similar considerations apply to other types of proximity networks as well. Moreover, also visibility graphs and related concepts can be viewed as spatially embedded networks, for which the one-dimensional time axis takes the role of a metric space in which the resulting network’s vertices and edges are embedded.

1.4. Outline of the report

The remainder of this review is organized as follows:

In Section 2, we start with a brief introduction on complex network theory, mainly focusing on the characterization of the structural properties of networks based on the adjacency matrix. All relevant terminologies of network measures will be introduced in this section. We also discuss some concepts that are particularly important for transforming time series into network representations, particularly, the definitions of network vertices and edges.

In Section 3, we focus on recurrence network approaches (RN). We will cover the theoretical background of Poincaré recurrences in dynamical systems and the popular visualization technique of recurrence plots [58]. Furthermore, we summarize the current state of knowledge on the theoretical foundations and potential applications of RN approaches to nonlinear time series. We demonstrate that this type of time series networks
naturally arise as random geometric graphs in the phase space of dynamical systems, which determines their structural characteristics and gives rise to a dimensionality interpretation of clustering coefficients and related concepts. Beyond the single-system case, we also provide a corresponding in-depth discussion of cross- and joint recurrence plots from the complex network viewpoint. Moreover, we discuss some recent ideas related to the utilization of multiplex and multilayer multivariate recurrence network-based approaches for studying geometric signatures of coupling and synchronization processes.

In Section 4, both the standard visibility graphs (VG) and horizontal visibility graphs (HVG) will be reviewed. We start with discussing the main variants of visibility algorithms applied in the context of time series analysis. Specifically, we summarize some conjectures of theoretical predictions of (H)VG properties in stochastic and deterministic processes. Some practical considerations when applying (H)VG analysis to experimental time series will be thoroughly discussed. In addition, we will discuss the generalization of (H)VG analysis from univariate to bi- and multivariate time series, for instance, multiplex (H)VGs. We further show that a decomposition of (H)VGs into time forward (outgoing) and backward (incoming) directions helps to test irreversibility of the underlying time series.

In Section 5, we introduce the construction of transition networks by proper coarse graining of phase space and ordinal patterns. Specifically, the concept of ordinal pattern transition networks can be traced back to identifying ordinal patterns of time series [70]. We particularly review the ordinal pattern transition networks of [41] and their generalizations to multivariate time series [71], highlighting their great potential for studies of experimental observation data from climate sciences [72].

In Section 6, we review several applications of network approaches to different real-world time series. The following Section 7 briefly summarizes existing software implementations, with a particular focus on the Python package *pyunicorn* that includes several methods from both complex network theory and nonlinear time series analysis, including several of the approaches discussed in this review, and unites them in a high-performance, modular and flexible way [73]. Finally, Section 8 summarizes the main topics addressed in this report and puts them into a broader perspective. Specifically, we will outline a few important general directions for future research. We emphasize that applying complex network methods for time series analysis is still an emerging field, and that there are numerous relevant topics from both the theoretical and applied perspectives that still deserve further exploration.

2. Complex network theory

In this section, we provide the brief introduction of the characterization of structural properties of a network, focusing on definitions, notations, and basic quantities that are often used to describe the topologies of networks reconstructed from time series. More comprehensive descriptions of complex networks can be found in a number of review articles [3, 4, 22, 42] and books [5, 74], which the reader may find useful to consult.

2.1. Basic concepts

A complex network is often represented as a graph $G = (V, E)$ which consists of two sets $V$ and $E$, where $V$ is the set of vertices (nodes or points) of $G$, and $E$ is the set of edges (links or lines) representing pairs of connected elements of $V$ [42]. Each vertex is identified by an integer index $p = 1, \ldots, N$, and each edge is identified by a pair $(p, q)$ connecting two vertices $p$ and $q$. A graph $G$ is called undirected if an edge from vertex $p$ to vertex $q$ as denoted by $(p, q)$ is equivalent to the edge of $(q, p)$ from vertex $q$ to $p$, i.e., $(p, q) \in E \Leftrightarrow (q, p) \in E$. On the other hand, in a directed graph, typically $(p, q) \in E \Leftrightarrow (q, p) \notin E$. A graph may contain loops, i.e., edges from a vertex to itself, or multiple edges, i.e., pairs of vertices connected by more than one edge.

More generally, edges $(p, q)$ may be attributed additional weights $W_{pq}$. For convenience, one commonly defines $W_{pq} = 0$ if $(p, q) \notin E$. In this case, a weighted directed graph can be completely described by its weight matrix $W$ so that each entry $W_{pq}$ expresses the weight of the connection from vertex $p$ to vertex $q$. In this section, we only consider undirected and unweighted graphs for the sake of simplicity, since there is no need for discussing $W_{pq}$ in the context of most of the complex network approaches for time series analysis.
discussed in this review. A notable exception from this are transition networks, for which Weighted graphs will receive a special attention in Section 5.

An unweighted graph can be naturally constructed by applying a proper threshold \( T \) to the elements of the weight matrix \( W \) of its weighted counterpart \([42]\). resulting in the binary matrix \( A \). Specifically, we have \( A_{pq} = 1 \) if \( W_{pq} > T \), otherwise, \( A_{pq} = 0 \). The resulting matrix \( A \) is called the adjacency matrix of the resulting unweighted graph, and each nonzero element \( A_{pq} \) of \( A \) indicates the presence of \((p, q)\) as a member of its edge set \( E \). Further introduction of symmetry to \( A \), i.e., identifying \( A_{pq} = A_{qp} \), is characteristic of an undirected graph. Such an undirected, unweighted graph is also called a simple graph.

Depending on the particular mappings for transforming a given time series into a complex network, the resulting adjacency matrix \( A \) often depends on some algorithmic parameters, for instance, the threshold value \( \varepsilon \) of the recurrence network approach (Section 3). More importantly, we often have some particular interpretations for network measures, for instance, in terms of the geometry of a dynamical system. In the following, we first introduce some general measures for characterizing some important aspects of network structures based on \( A \). More specific discussions of network measure in terms of the particular network transforming methods will be presented in later sections.

In addition to the concepts of vertices and edges, another important concept in complex network theory is the notion of paths. A path between two specified vertices \( p \) and \( q \) is an ordered sequence of edges starting at \( p \) and ending at \( q \), with its path length \( l_{pq} \) given by the number of edges in this sequence. There are also various measures characterizing the structural properties of networks based on paths, which will be briefly reviewed here as well.

### 2.2. Network characteristics

#### 2.2.1. Vertex characteristics

There are various measures to characterize the structures of a complex network, quantifying the importance of either a vertex or an edge in terms of a particular network property. The conceptually simplest measure characterizing the connectivity properties of a single vertex in a complex network is the degree (or degree centrality)

\[
\kappa_p = \sum_{q=1}^{N} A_{pq},
\]

which simply counts the number of edges associated with a given vertex \( p \). It is also convenient to introduce a normalized degree

\[
\rho_p = \frac{1}{N-1} \kappa_p
\]

as the local connectivity density of \( p \). Furthermore, a topological characterization of the graph \( G \) as a whole can be obtained in terms of the degree distribution \( p(k) \), defined as the probability that a vertex chosen uniformly at random has degree \( k \), or, equivalently, as the fraction of vertices in the graph having degree \( k \). Note that the variable \( k \) assumes non-negative integer values. The degree distribution \( p(k) \) is often used to classify complex networks, for instance, a scale-free network is characterized by \( p(k) \sim k^{-\gamma} \), which will further discussed in Sec. 3. Furthermore, one simple definition of a network entropy is based on the degree distribution as \( S = -\sum_{k} p(k) \log p(k) \), which can be computed straightforwardly \([75, 76]\). A more recent survey of information theoretical measures based on different network partitions of complex topology has been presented in \([77]\).

In order to characterize the density of connections among the neighbors of a given vertex \( p \), we can utilize the local clustering coefficient

\[
C_p = \frac{1}{\kappa_p(\kappa_p-1)} \sum_{q,r=1}^{N} A_{pq} A_{qr} A_{rp},
\]

which measures the fraction of pairs of vertices in the neighborhood of \( p \) that are mutually connected.

While degree and local clustering coefficient characterize network structures on the local and meso-scale, there are further vertex characteristics that make explicit use of the concept of shortest paths and, thus,
provide measures relying on the connectivity of the entire network. Two specific properties of this kind are
the closeness or closeness centrality
\[ c_p = \left( \frac{1}{N-1} \sum_{q=1}^{N} l_{pq} \right)^{-1}, \]
which gives the inverse arithmetic mean of the shortest path lengths \( l_{pq} \) between vertex \( p \) and all other
vertices \( q \in V \), and the local efficiency
\[ e_p = \frac{1}{N-1} \sum_{q=1}^{N} l_{pq}^{-1}, \]
which gives the inverse harmonic mean of these shortest path lengths. Notably, the latter quantity has the
advantage of being well-behaved in the case of disconnected network components, where there are no paths
between certain pairs of vertices (i.e., \( l_{pq} = \infty \)). In order to circumvent divergences of the closeness due
to the existence of disconnected components, it is convenient to always set \( l_{pq} \) to the highest possible value
of \( N - 1 \) for pairs of vertices that cannot be mutually reached. Both \( c_p \) and \( e_p \) characterize the geometric
centrality of vertex \( p \) in the network, i.e., closeness and local efficiency exhibit the highest values for such
vertices which are situated in the center of the networks.

Another frequently studied path-based vertex characteristic is the betweenness or betweenness centrality,
which measures the fraction of shortest paths in a network traversing a given vertex \( p \). Let \( \sigma_{qr} \) denote the
total number of shortest paths between two vertices \( q \) and \( r \) and \( \sigma_{qr}(p) \) the multiplicity of these paths that
include a given vertex \( p \), betweenness centrality is defined as
\[ b_p = \sum_{q,r=1; q \neq r}^{N} \frac{\sigma_{qr}(p)}{\sigma_{qr}}. \]
It is commonly used for characterizing the importance of vertices for information propagation in networks.

2.2.2. Edge characteristics
In contrast to vertices, whose properties can be characterized by a multitude of graph characteristics,
there are fewer measures that explicitly relate to the properties of edges or, more general, pairs of vertices.
One such measure is the matching index, which quantifies the overlap of the network neighborhoods of two
vertices \( p \) and \( q \):
\[ m_{pq} = \frac{\sum_{r=1}^{N} A_{pr}A_{qr}}{k_p + k_q - \sum_{r=1}^{N} A_{pr}A_{qr}}. \]

While the concept of matching index does not require the presence of an edge between two vertices \( p \)
and \( q \), there are other characteristics that are explicitly edge-based. To this end, we only mention that
the concept of betweenness centrality \( b_p \) can also be transferred to edges, leading to the edge betweenness
measuring the fraction of shortest paths on the graph traversing through a specific edge \( (p,q) \):
\[ b_{pq} = \sum_{r,s=1; r \neq s \neq p,q}^{N} \frac{\sigma_{rs}(p,q)}{\sigma_{rs}}, \]
where \( \sigma_{rs}(p,q) \) gives the total number of shortest paths between two vertices \( r \) and \( s \) that include the edge
\((p,q)\). If there is no edge between two vertices \( p \) and \( q \), we set \( b_{pq} = 0 \) for convenience.

Finally, we mention the concept of network motifs [78] as another edge-based way to obtain proper
information on the meso-scale connectivity properties of a graph, which generalize the idea of the local
clustering coefficient and are particularly useful for the study of directed networks. In this context, motifs
are small connected subgraphs consisting of a small fixed number of vertices (typically, 3 or 4 due to
their fastly increasing combinatorial variety and computational demanding), which represent specific local
connection patterns that allow classifying real-world networks into superfamilies according to the relative
2.2.3. Global network characteristics

Some, but not all useful global network characteristics can be derived by averaging certain local-scale (vertex) properties. Prominently, the edge density

\[ \rho = \frac{1}{N} \sum_{p=1}^{N} \rho_p = \frac{1}{N(N-1)} \sum_{p,q=1}^{N} A_{pq} \]

is defined as the arithmetic mean of the degree densities of all vertices, \( \rho_p \), and characterizes the fraction of possible edges that are present in the network.

In a similar way, we consider the arithmetic mean of the local clustering coefficients \( C_p \) of all vertices, resulting in the (Watts-Strogatz) global clustering coefficient \([79]\)

\[ C = \frac{1}{N} \sum_{p=1}^{N} C_p = \frac{1}{N} \sum_{p=1}^{N} \frac{\sum_{q,r=1}^{N} A_{pq} A_{qr} A_{rp}}{\nu_p (k_p - 1) (k_q - 1) (k_r - 1)} \]

which measures the mean fraction of triangles that include the different vertices of the network.

Notably, in the case of a very heterogeneous degree distribution, the global clustering coefficient will be dominated by contributions from the most abundant type of vertices, the hubs. For example, for a scale-free network with \( p(k) \sim k^{-\gamma} \), vertices with small degree will contribute predominantly, which can lead to an underestimation of the actual fraction of triangles in the network, since \( C_p = 0 \) if \( k_p < 2 \) by definition. In order to correct for such effects, Barrat and Weigt [80] proposed an alternative definition of the clustering coefficient, which is nowadays frequently referred to as network transitivity [22] and is defined as

\[ \sigma = \frac{\sum_{p,q,r=1}^{N} A_{pq} A_{qr} A_{rp}}{\sum_{p,q,r=1}^{N} A_{pq} A_{rp}}. \]

Finally, turning to shortest path-based characteristics, we define the average path length

\[ L = \frac{1}{N(N-1)} \sum_{p,q=1}^{N} l_{pq} = \frac{1}{N} \sum_{p=1}^{N} c_p^{-1} \]

as the arithmetic mean of the shortest path lengths between all pairs of vertices, and the global efficiency

\[ E = \left( \frac{1}{N(N-1)} \sum_{p,q=1}^{N} l_{pq}^{-1} \right)^{-1} = \left( \frac{1}{N} \sum_{p=1}^{N} e_p^{-1} \right)^{-1} \]

as the associated harmonic mean. Notably, the average path length can be rewritten as the arithmetic mean of the inverse closeness, and the global efficiency as the inverse arithmetic mean of the local efficiency. Furthermore, based on shortest path length, one often defines the diameter of a network as the longest (maximum) of all the calculated shortest paths in a network, \( D = \max_{p,q} l_{pq} \). In other words, once the shortest path length from every vertex to all other vertices is calculated, the diameter \( D \) is the maximum of all the calculated path lengths. Certainly, the diameter is representative of the size of a network.

2.3. Stylized facts of complex networks

Erdős and Rényi [81] introduced a model to generate random graphs consisting of \( N \) vertices and \( M \) edges. Starting with \( N \) disconnected vertices, the network is constructed by the addition of \( L \) edges at
random, avoiding multiple and self connections. Another similar model defines $N$ vertices and a probability $p$ of connecting each pair of vertices. The latter model is widely known as the Erdős-Rényi (ER) model. For the ER model, in the large network size limit ($N \to \infty$), the average number of connections of each vertex $\langle k \rangle$ is given by $\langle k \rangle = c(N - 1)$, where $c$ is fixed and often chosen as a function of $N$ to keep $\langle k \rangle$ fixed. For this model, the degree distribution $p(k)$ is a Poisson distribution.

In regular hypercubic lattices in $d$ dimensions, the mean number of vertices one has to pass in order to reach an arbitrarily chosen vertex, grows with the lattice size as $N^{1/d}$. Conversely, in most real-world networks, despite of their often large size $N$, there is a relatively short path between any two vertices. This property, which is shared by many real-world networks, is the so-called small-world (SW) effect, that has been first described as the outcome of studies on social interrelationships, predominantly Milgram’s famous chain-letter experiment in the 1960s [82]. In the spirit of the latter studies, the term “SW effect” originally denoted the fact that average shortest path lengths $L$ (Eq. 12) in social networks, but also other real-world networks, are much shorter than we would expect from random connectivity configurations. Given the importance of redundancy in such networks, Watts and Strogatz [79] suggested including the presence of a high clustering coefficient $C$ (i.e., higher than in random graphs) as a second criterion for identifying the small-world effect in real-world networks. According to their definition, small-world networks are characterized by having both a small value of $L$, like random graphs, and a high clustering coefficient $C$, like regular lattices. The generative model introduced by them (WS model) is based on a probabilistic rewiring of edges in a regular lattice (i.e., each existing edge is rewired uniformly at random with the same probability $c$) and is thus situated between an ordered finite lattice ($c = 0$) and a random graph ($c = 1$), presenting the small world property with short path length and high clustering coefficient at intermediate values of $c$.

Barabási and Albert [83] showed that the degree distribution $p(k)$ of many real-world systems is characterized by a heavy-tailed distribution. Instead of the vertices of these networks having a random pattern of connections with a characteristic degree, as in the ER and WS models, some vertices are highly connected while others have few connections, with the absence of a characteristic degree. More specifically, the degree distribution has been found to follow a power-law for large $k$, $p(k) \sim k^{-γ}$. These networks are called scale-free (SF) networks, which are captured by a pronounced linear regime in the double logarithmic plot of $p(k)$. In order to model the emergence of such network structures, the BA model has been proposed which contains the two important ingredients of network growth and preferential attachment. A proper statistical identification of SF properties in real-world networks is a non-trivial task because of effects originating from finite size, intrinsic noise and finite sample size [54].

In addition, a large number of real-world networks are correlated in the sense that the probability that a node of degree $k$ is connected to another node of degree, say $k'$, depends on $k$. This problem can be quantified by the average nearest neighbor degree of a vertex $p$, or, alternatively, the assortativity coefficient $R$, i.e., the correlation coefficient between the degrees of all pairs of mutually connected vertices [85]. In assortative networks, the vertices tend to connect to their connectivity peers ($R > 0$), while in disassortative networks vertices with low degree are more likely connected with highly connected ones ($R < 0$).

In the following sections, the presence or absence of these stylized facts of complex networks will be discussed in the respective frameworks when introducing different network construction algorithms based upon possibly nonlinear time series.

### 2.4. Multiplex and multi-layer networks

Many complex systems include multiple subsystems and layers of connectivity and they evolve, adapt and transform through internal and external dynamical interactions affecting the subsystems and components at both local and global scale. For example, the problem of information or rumor spreading on top of a social network like Facebook must take into account the intricate interactions on different levels [86]. In general, many interactions in social networks can be understood as a combination of interactions at different, independent levels, each representing different social scenarios such as family, friends, coworkers, etc. The actual relationships amongst the members of a social network must consider interactions mostly inside the levels and their influences on the other layers. An individual’s behavior can be different in each level but it is conditioned by other levels. Multiplex and multilayer networks explicitly incorporate multiple levels
of social interactions and have been successfully applied to the study of disease spreading and diffusion dynamics [87, 88] or the evolution of cooperation in the presence of social dilemmas [89].

Understanding and possibly predicting multi-scale and multi-component dynamics is a difficult challenge to complex systems theory [86]. In this context, the issues posed by the multi-scale modeling of both natural and artificial complex systems call for a generalization of the "traditional" network theory, foremost including the development of a solid theoretical foundation and associated tools for studying multilayer and multi-component systems in a comprehensive fashion.

Here, we follow the formal definition of a multilayer network [86] as a pair $\mathcal{M} = (\mathcal{G}, \mathcal{C})$ where $\mathcal{G} = \{G_\alpha; \alpha = 1, \ldots, M\}$ is a family of graphs $G_\alpha = (V_\alpha, E_\alpha)$ and

$$\mathcal{C} = \{E_{\alpha\beta} \subseteq V_\alpha \times V_\beta; \alpha, \beta \in [1, 2, \ldots, M], \alpha \neq \beta\}$$

is the set of interconnections between nodes of different layers $G_\alpha$ and $G_\beta$ with $\alpha \neq \beta$. The elements of each $E_\alpha$ are called intra-layer connections of $\mathcal{M}$ as opposed to those of each $E_{\alpha\beta}$ with $\alpha \neq \beta$ that are called inter-layer connections. By using the multilayer network representation, we simultaneously consider edges that are located inside different layers and such that connect different layers. A multiplex network is a special type of multilayer network in which each layer shares the same set of vertices, i.e., $V_1 = \cdots = V_M$, and the only possible type of interlayer connections are those in which a given node is connected to its counterparts in the other layers. In other words, a multiplex network consists of a fixed set of vertices connected by different types of edges [86].

The readers are referred to [86, 90] for a more thorough review on multilayer networks. Furthermore, it is important to remark that the concept of multilayer networks has been extended to other relevant notions, for instance, network of networks, interacting or interconnected networks, multidimensional networks, interdependent networks, multilevel networks, hypernetworks, etc., some of which are used as synonyms of each other.

### 2.5. Coupled networks

#### 2.5.1. Preliminaries

When describing multilayer and multiplex networks in Section 2.4, we have introduced a corresponding rather general framework. In the particular case of networks constructed from two or more possibly interdependent time series, different perspectives can be taken with respect to the coupled system. Under some conditions, it can be preferable to utilize the recently introduced framework of coupled or interdependent network analysis for a corresponding topological characterization [91, 92]. The study of coupled networks focuses on interrelationships between the different subnetworks, i.e., on a dependency scenario in which vertices in one network require connections to vertices in another subnetwork (e.g., in case of telecommunication networks and power grids) [90].

Let us again consider an arbitrary undirected and unweighted simple graph $G = (V, E)$ with the adjacency matrix $A = \{A_{pq}\}_{p,q=1}^N$. Furthermore, let us assume that there is a given partition of $G$ with the following properties:

1. The vertex set $V$ is decomposed into $M$ disjoint subsets $V_\alpha \subseteq V$ such that $\bigcup_{\alpha=1}^M V_\alpha = V$ and $V_\alpha \cap V_\beta = \emptyset$ for all $\alpha \neq \beta$. The cardinality of $V_\alpha$ will be denoted as $N_\alpha$.
2. The edge set $E$ consists of mutually disjoint sets $E_{\alpha\beta} \subseteq E$ with $\bigcup_{\alpha,\beta=1}^M E_{\alpha\beta} = E$ and $E_{\alpha\beta} \cap E_{\gamma\delta} = \emptyset$ for all $(\alpha, \beta) \neq (\gamma, \delta)$.
3. Let $E_{\alpha\alpha} \subseteq V_\alpha \times V_\alpha$. Specifically, for all $\alpha = 1, \ldots, M$, $G_\alpha = (V_\alpha, E_{\alpha\alpha})$ is the induced subgraph of the vertex set $V_\alpha$ with respect to the full graph $G$.

Under these conditions, $E_{\alpha\alpha}$ comprises the (internal) edges within $G_\alpha$, whereas $E_{\alpha\beta}$ contains all (cross-) edges connecting $G_\alpha$ and $G_\beta$.

We are now in a position to study the interconnectivity structure between two subnetworks $G_\alpha, G_\beta$ on several topological scales drawing on the lineup of local and global graph-theoretical measures generalizing...
Figure 3: Schematic illustration of some characteristics of interdependent networks: (a) The cross-degree $k_p^\alpha \beta$ (Eq. (15)). In the example $\rho_p^\alpha \beta = 0.5$. (b) The local cross-clustering coefficient $C_p^\alpha \beta$ (Eq. (17)). In the example, the associated values are $C_p^\alpha \beta = 0.5$ and $C_q^\alpha \beta = 0$, whereas $T_p^\alpha \beta = 1$ and $T_q^\alpha \beta = 0$. (c) The cross-betweenness centrality $b_p^\alpha \beta$ (Eq. (20)). In the example, $p, q \in V_\gamma$ (red) have a large cross-betweenness, whereas the remaining vertices $p \in V_\gamma \setminus \{p, q\}$ from subnetwork $G_\gamma$ do not participate in shortest paths between $G_\alpha$ and $G_\beta$ and therefore have vanishing values $b_p^\alpha \beta = 0$. Modified from [91, 93].

those used for single network characterization (see Section 3.9). In this context, local measures $f_p^\alpha \beta$ characterize a property of vertex $p \in V_\alpha$ with respect to subnetwork $G_\beta$, while global measures $F^\alpha \beta$ assign a single real number to a pair of subnetworks $G_\alpha, G_\beta$ to quantify a certain aspect of their mutual interconnectivity structure. Most interconnectivity characteristics discussed below have been originally introduced in [91].

2.5.2. Vertex characteristics

The cross-degree (or cross-degree centrality)

$$k_p^\alpha \beta = \sum_{q \in V_\beta} A_{pq}$$  

(15)

counts the number of neighbors of vertex $p \in V_\alpha$ within the subnetwork $G_\beta$, i.e., direct connections between $G_\alpha$ and $G_\beta$ (Fig. 3A). Thus, this measure provides information on the relevance of $p$ for the network “coupling” between $G_\alpha$ and $G_\beta$. For the purpose of the present work, it is useful studying a normalized version of this measure, the cross-degree density

$$\rho_p^\alpha \beta = \frac{1}{|V_\beta|} \sum_{q \in V_\beta} A_{pq} = \frac{1}{|V_\beta|} k_p^\alpha \beta.$$  

(16)

As for the single network case, important information is governed by the presence of triangles in the network. Given two subnetworks, the local cross-clustering coefficient

$$C_p^\alpha \beta = \frac{1}{k_p^\alpha \beta (k_p^\alpha \beta - 1)} \sum_{q,r \in V_\beta} A_{pq} A_{qr} A_{rp},$$  

(17)
measures the relative frequency of two randomly drawn neighbors $q, r \in V_\beta$ of $p \in V_\alpha$ and mutually connected (Fig. 3B). For $k_{pq}^{\alpha\beta} < 2$, we define $C_p^{\alpha\beta} = 0$. In general, $C_p^{\alpha\beta}$ characterizes the tendency of vertices in $G_\alpha$ to connect to clusters of vertices in $G_\beta$.

The cross-closeness centrality

$$C_p^{\alpha\beta} = \left( \frac{\sum_{q \in V_\beta} l_{pq}}{N_\beta} \right)^{-1}$$  \hspace{1cm} (18)

(where $l_{pq}$ is the shortest-path length between $p$ and $q$) characterizes the topological closeness of $p \in G_\alpha$ to $G_\beta$, i.e., the inverse arithmetic mean of the shortest path lengths between $p$ and all vertices $q \in V_\beta$. If there exist no such paths, $l_{pq}$ is commonly set to the maximum possible value $N - 1$ given the size of $G$. As in the single network case, replacing the arithmetic by the harmonic mean yields the local cross-efficiency

$$e_p^{\alpha\beta} = \frac{\sum_{q \in V_\beta} l_{pq}^{-1}}{N_\beta}$$  \hspace{1cm} (19)

which can be interpreted in close analogy to $C_p^{\alpha\beta}$.

As a final vertex characteristic, we generalize the betweenness concept to the case of coupled subnetworks, which results in the cross-betweenness centrality

$$b_p^{\alpha\beta} = \sum_{q,r \in V_\alpha \setminus \{p\}} \frac{\sigma_{pq}}{\sigma_{qr}}$$  \hspace{1cm} (20)

Note that $\sigma_{qr}$ ($p$) and $\sigma_{qr}$ ($q$) are defined as in the case of a single network. The $b_p^{\alpha\beta}$ (Eq. (20)) measures the fraction of shortest paths between vertices from subnetworks $G_\alpha$ and $G_\beta$ that traverse the vertex $p \in V_\gamma$ (note that $G_\gamma$ can coincide here with $G_\alpha$ or $G_\beta$). Note that unlike the other vertex characteristics discussed above, in the case of $b_p^{\alpha\beta}$, we do not require $\rho$-spanning to $G_\alpha$ or $G_\beta$ (Fig. 3C). The reason for this is that vertices belonging to any subnetwork may have a non-zero betweenness regarding two given subgraphs $G_\alpha$ and $G_\beta$, in the sense that shortest paths between $q \in V_\alpha$ and $r \in V_\beta$ can also include vertices in other subnetworks.

2.5.3. Global characteristics

The density of connections between two subnetworks can be quantified by taking the arithmetic mean of the local cross-degree density (Eq. (18)), yielding the cross-edge density

$$\rho^{\alpha\beta} = \frac{1}{N_\alpha N_\beta} \sum_{p \in V_\alpha, q \in V_\beta} A_{pq}.$$  \hspace{1cm} (21)

Since we consider here only undirected networks (i.e., bidirectional edges), $\rho^{\alpha\beta}$ is invariant under mutual exchange of the two considered subnetworks.

The global cross-cluster $j$ coefficient

$$C^{\alpha\beta} = \langle C_p^{\alpha\beta} \rangle_{p \in V_\alpha} = \frac{1}{N_\alpha} \sum_{p \in V_\alpha, k_{pq}^{\alpha\beta} > 1} \frac{\sum_{q, r \in V_\beta} A_{pq} A_{qr} A_{rp}}{\sum_{q \neq r \in V_\beta} A_{pq} A_{rp}}$$  \hspace{1cm} (22)

estimates the probability of vertices in $G_\alpha$ to have mutually connected neighbors in $G_\beta$. Unlike $\rho^{\alpha\beta}$ (Eq. (21)), the corresponding “cross-transitivity” structure is typically asymmetric, i.e., $C^{\alpha\beta} \neq C^{\beta\alpha}$. As in the single network case, we need to distinguish $C^{\alpha\beta}$ from the cross-transitivity

$$T^{\alpha\beta} = \frac{\sum_{p \in V_\alpha, q, r \in V_\beta} A_{pq} A_{qr} A_{rp}}{\sum_{p \in V_\alpha, q \neq r \in V_\beta} A_{pq} A_{rp}},$$  \hspace{1cm} (23)
for which we generally have $\mathcal{T}^{\alpha\beta}(\varepsilon) \neq \mathcal{T}^{\beta\alpha}(\varepsilon)$ as well. Again, we have to underline that cross-transitivity and global cross-clustering coefficient are based on a similar concept, but capture distinctly different network properties as global versus mean local network features.

Regarding the quantification of shortest path-based characteristics, we define the \textit{cross-average path length}
\begin{equation}
\mathcal{L}^{\alpha\beta} = \frac{1}{N_\alpha N_\beta} \sum_{p,q \in V_\alpha} l_{pq}
\end{equation}
and the \textit{global cross-efficiency}
\begin{equation}
\mathcal{E}^{\alpha\beta} = \left( \frac{1}{N_\alpha N_\beta} \sum_{p,q \in V_\alpha} l_{pq}^{-1} \right)^{-1}
\end{equation}

Unlike $\mathcal{C}^{\alpha\beta}$ and $\mathcal{T}^{\alpha\beta}$, $\mathcal{L}^{\alpha\beta}$ and $\mathcal{E}^{\alpha\beta}$ are (as shortest path-based measures) symmetric by definition, i.e., $\mathcal{L}^{\alpha\beta} = \mathcal{L}^{\beta\alpha}$ and $\mathcal{E}^{\alpha\beta} = \mathcal{E}^{\beta\alpha}$. In the case of disconnected network components, the shortest path length $d_{ij}$ is defined as discussed for the corresponding local measures.

In the same spirit as mentioned above, other single network characteristics [22, 42] can be adopted as well for defining further coupled network measures. This includes measures characterizing edges or, more generally, pairs of vertices like edge betweenness or matching index, further global network characteristics (assortativity, network diameter and radius), mesoscopic structures (motifs), or even characteristics associated with diffusion processes on the network instead of shortest paths (e.g., eigenvector centrality or random walk betweenness). The selection of measures explicitly mentioned above reflects those characteristics which have already been utilized in studying the interdependence structure between complex networks in different contexts [91, 92].

\section{3. Recurrence networks in phase space}

In this section, we introduce and discuss recurrence networks (RNs) together with similar types of phase space based complex network representations of time series as an alternative framework for studying recurrences in phase space from a geometric point of view. We start with introducing the notion of a recurrence plot (RP) [58, 94], which provides the fundamental framework for the visual and dynamical analysis of individual dynamical systems. Subsequently, different types of related network representations are introduced together with a detailed discussion of the resulting network characteristics of recurrence networks and their interpretation. In this context, we highlight the capability of these networks to unveil geometric characteristics associated with the structural organization of the underlying system in its phase space, which distinctively differs from other recurrence based techniques like recurrence quantification analysis (RQA) [95, 96], recurrence time statistics, or estimation of dynamical invariants from RPs. Finally, we close this section by introducing and discussing different bi- and multivariate generalizations of the recurrence network concepts and their respective interpretations, focusing on recent extensions of cross-recurrence plots [97, 98], joint recurrence plots [99] and multiplex recurrence plots [100].

\subsection{3.1. Theoretical background}

\subsubsection{3.1.1. Phase space and attractor reconstruction}

We start with a (possibly multivariate) time series $\{x_i\}_{i=1}^N$ with $x_i = x(t_i)$, which we interpret as a finite representation of the trajectory of some (deterministic or stochastic) dynamical system. For a discrete system (map), the sampling of the time series is directly given by the map, whereas for a continuous-time system, the time series values correspond to a temporally discretized sampling of a finite part of one trajectory of the system determined by some initial conditions together with the corresponding sampling rate.

In the case of observation functions not representing the full variety of dynamically relevant components, we additionally assume that attractor reconstruction has been performed [6, 101–103]. More specifically, when given a scalar time series $\{x_i\}$ ($i = 1, \ldots, N$), we first convert the data into state vectors in some appropriately reconstructed phase space. A common method from dynamical systems theory to define such
a phase space is time-delay embedding \cite{103}. In fact, the concept of a phase space representation rather than a “simple” time or frequency domain approach is the hallmark of many methods of nonlinear time series analysis, requiring embedding as the first step. Here, we define \( \tilde{x}_i = (x_i, x_{i-\tau}, \ldots, x_{i-(m-1)\tau}) \) to obtain an \( m \)-dimensional time-delay embedding of \( x_i \), with embedding delay \( \tau \) for obtaining state vectors in phase space \cite{103}. It has been proven that for deterministic dynamical systems, the thus reconstructed phase space is topologically equivalent to the original space if \( m > 2D_F \), where \( D_F \) is the fractal dimension of the support of the invariant measure generated by the dynamics in the true (but often at most partially observed) state space. Note that \( D_F \) can be much smaller than the dimension of the underlying original (physical) phase space spanned by all relevant system variables.

From a practical perspective, when analyzing a scalar time series of whatever origin, neither embedding dimension \( m \) nor delay \( \tau \) are known a priori. The false nearest-neighbor (FNN) method \cite{102} was introduced to derive a reasonable guess of how to choose \( m \) based on studying whether or not proximity relations between state vectors are lost when the embedding dimension is successively increased. If a reasonable embedding dimension is found, all dynamically relevant coordinates of the system are appropriately represented, so that all proximity relationships are correct and not due to lower-dimensional projection effects.

In a similar spirit, a delay \( \tau \) may be appropriate when the statistical dependence between the components of the embedding vector \( \tilde{x} \) approaches zero. For example, this can be achieved by choosing \( \tau \) corresponding to the first root of the auto-correlation function (ACF) of a time series. This minimizes the linear correlation between the components, but does not necessarily mean they are independent. However, the converse is true: if two variables are statistically independent they will be annihilated. Therefore, another well established strategy for determining \( \tau \) is to use the first minimum of the time-delayed mutual information \cite{101}.

The aforementioned approaches to determining \( m \) usually commonly work well for data from deterministic dynamical systems. It is an important issue when dealing with experimental time series and we have to first check if appropriate embeddings are applicable. Practically, we need to show the dependence of any analysis on the embedding explicitly. Let us first assume in the following sections that a proper embedding has been obtained, before discussing the possible effects of embedding parameters on the reconstructed recurrence networks in Section 3.6.2.

### 3.1.2. Recurrences and recurrence plots

Recurrence of states, in the meaning that states become again arbitrary close to previous ones after some time, is a fundamental property of deterministic dynamical systems and is typical for nonlinear or chaotic systems \cite{16, 104}. From the set of (original or reconstructed) state vectors representing a discrete sampling of the underlying system’s trajectory (e.g., the chaotic attractor of a dissipative system), recurrences can be visualized by recurrence plots (RPs) \cite{58}, originally introduced by Eckmann \textit{et al.} \cite{94}. The RP is a graphical representation of the corresponding recurrence matrix \( R(\varepsilon) \) that is defined in the standard way as

\[
R_{ij}(\varepsilon) = \Theta(\varepsilon - \|\tilde{x}_i - \tilde{x}_j\|),
\]

where \( \|\cdot\| \) can be any norm in phase space (e.g., Manhattan, Euclidean, or maximum norm). For convenience, we will use the maximum norm in all following examples unless stated otherwise. A RP enables us to investigate the recurrences of the \( m \)-dimensional phase space trajectory through a two-dimensional graphical representation \( R_{ij} \) in terms of black and white dots indicating recurrent and non-recurrent pairs of vectors, respectively. The algorithmic parameter \( \varepsilon \) is a pre-defined threshold value which determines whether two state vectors are close or not. The effects of \( \varepsilon \) on the resulting RP and their statistics will be further discussed in Section 3.6.1.

The basic principle of a RP is illustrated in Fig. 4 for one realization of the Lorenz system (Eq. (A.1)). Further more specific alternative definitions of recurrences add dynamical aspects, such as local rank orders or strictly parallel evolution of states (parallel segments of phase-space trajectory considered in iso-directional RPs \cite{105}). For a more detailed overview, we refer to \cite{58}.

RPs of dynamical systems with different types of dynamics exhibit distinct structural properties, which can be characterized in terms of their associated small-, medium- as well as large-scale features \cite{58}. The study of recurrences by means of RPs has become popular with the introduction of recurrence quantification...
analysis (RQA) [95, 106]. The initial purpose of this framework has been to introduce measures of complexity which distinguish between different appearances of RPs [95, 106], since they are linked to certain dynamical properties of the studied system. RQA measures use the distribution of small-scale features in the RP, namely individual recurrence points as well as diagonal and vertical line structures. For instance, the recurrence rate (RR) simply counts the density of recurrence points of the matrix $R(\varepsilon)$ for a given threshold $\varepsilon$ (Eq. (26)). RQA as a whole has been proven to constitute a very powerful technique for quantifying differences in the dynamics of complex systems and has meanwhile found numerous applications, e.g., in ecology [108], engineering [109], geo- and life sciences [110, 111], or protein research [112, 113]. For a more comprehensive review on the potentials of this method, we refer to [58, 107, 114]. In addition, we would like to remark that even dynamical invariants, like the $K_2$ entropy, mutual information, or fractal dimensions (i.e., the information and correlation dimensions $D_1$, $D_2$) can be efficiently estimated from RPs [58, 115]. Moreover, RPs have also been successfully applied to study interrelations, couplings, and phase synchronization between dynamical systems [97, 99, 116–120].

In order to highlight different domains of recurrences in the RPs, some algorithms have been proposed recently. For example, Pham et al. introduced fuzzy recurrence plots, which determine an optimal relation between the observed states in phase space and a number of predefined clusters [121]. This algorithm highlights the recurrence regions and thus, provides possibly clearer visualization of the underlying recurrence structures. An alternative algorithm has been proposed in [122] to search for specific recurrence domains. Here, intersecting $\varepsilon$-balls around sampling points are merged into cells of a phase space partition, and a maximum entropy principle defines the optimal size of these intersecting balls. This data-adaptive algorithm for obtaining phase partitions has been found to perform better than techniques based on Markov chains, which require an ad hoc partition of the system’s phase space. Along the same lines of research, another algorithm has been proposed recently in [123] to capture the recurrence density structures in the RP.

3.2. Types of recurrence networks

3.2.1. $\varepsilon$-recurrence networks

The crucial step of the recurrence network approach is to re-interpret the mathematical structure $R(\varepsilon)$ as the adjacency matrix $A$ of some adjoint complex network embedded in phase space by setting

$$A(\varepsilon) = R(\varepsilon) - 1_N,$$

(Eq. (27))
where $\mathbf{1}_N$ is the $N$-dimensional identity matrix. The complex network defined this way is called $\varepsilon$-recurrence network (RN), as opposed to other types of proximity-based networks in phase space making use of different definitions of geometric closeness, e.g., considering $k$-nearest neighbors [54], which will be further discussed below. Specifically, the sampled state vectors \( \{x_i\} \) are interpreted as vertices of a complex network, which are connected by undirected edges if they are mutually close in phase space (i.e., describe recurrences). In the remainder of this review, we will adopt the time indices $i$, $j$, etc., of observations as vertex indices of the corresponding time series networks to highlight the equivalence whenever individual observations or state vectors coincide one-by-one with the vertices of the network representations (which is the case for recurrence networks, but also visibility graphs and related methods discussed later in this review). Notably, the binary matrix $\mathbf{A}(\varepsilon)$ retains the symmetry properties of $\mathbf{R}(\varepsilon)$, which implies that the RN is a simple graph, i.e., a complex network without multiple edges or self-loops (note that $A_{ii} = 0$ according to definition (27)). We show an example of such an unweighted $\varepsilon$-RN network in Fig. 5.

One of the fundamental concepts of network theory is the notion of a path (Section 2.1). In an $\varepsilon$-RN, a path between two specified vertices $i$ and $j$ is an ordered sequence of edges starting at $i$ and ending at $j$, with its path length $l_{ij}(\varepsilon)$ given by the number of edges in this sequence. An example of a path is shown in Fig. 4(c). In the context of RNs, we can thus understand a path as a sequence of mutually overlapping $\varepsilon$-balls $B_{\varepsilon}(x_i), B_{\varepsilon}(x_{k_1}), \ldots, B_{\varepsilon}(x_{k_{l_{ij}(\varepsilon)}}), B_{\varepsilon}(x_j)$, where

$$B_{\varepsilon}(x) = \{y | \|x - y\| < \varepsilon\}$$

is an open set describing a volume with maximum distance $\varepsilon$ (measured in a given norm) from $x$, and $B_{\varepsilon}(x_i) \cap B_{\varepsilon}(x_{k_1}) \neq \emptyset, \ldots, B_{\varepsilon}(x_{k_{l_{ij}(\varepsilon)}}) \cap B_{\varepsilon}(x_j) \neq \emptyset$. Note that $\varepsilon$-balls refer to general (hyper-)volumes according to the specific norm chosen for measuring distances in phase space, e.g., hypercubes of edge length $2\varepsilon$ in case of the maximum norm, or hyperballs of radius $\varepsilon$ for the Euclidean norm.

Following these considerations, a shortest path is a minimum sequence of edges (connecting vertices in mutually overlapping $\varepsilon$-balls) between two fixed vertices (state vectors) $i$ and $j$. Note that a shortest path does not need to be unique. In turn, due to the discrete character of a network, it is rather typical that there are multiple shortest paths between some specific pair of vertices. In what follows, the shortest path length will be denoted as $l_{ij}$, and the multiplicity of such shortest paths as $\sigma_{ij}$, following the corresponding general notation introduced in Section 2.

We have to emphasize that the network-theoretic concept of a path on a given graph is distinctively different from the trajectory concept that records the dynamical evolution of a system [53]. Furthermore, RNs based on Eq. (27) can be generalized by withdrawing the application of a specific threshold, which leads to weighted networks and unthresholded RPs (distance plots), respectively. For example, the unthresholded
RP obtained from one trajectory of a given dynamical system may be re-interpreted as the connectivity matrix of a fully coupled, weighted network in phase space.

Most of RN analysis has focused on the network representation using the adjacency matrix \( A(\varepsilon) \) (Eq. (27)) and the extraction of new network-theoretic measures, which will be reviewed below. We emphasize that \( A(\varepsilon) \) provides information on vertices and edges, but its graph structural layouts can take variable forms. Network visualization is a non-trivial task and there are many tools for this purpose in computer science, e.g., spring-based layout systems, spectral layout method, tree layout algorithms, etc. These algorithms have been well integrated in many popular network visualization packages, i.e., Mathematica, Gephi, and NetworkX. The network visualization shown in Fig. 5 has been created by the software package GUESS using a force-directed placement algorithm. In [124], Yang et al. proposed to use a spring-electrical model to explore the self-organized geometry of RNs. In this algorithm, they simulate the recurrence network as a physical system by treating the edges as springs and the nodes as electrically charged particles. Then, force-directed node placement algorithms are employed to automatically organize the network geometry by minimizing the system energy. It has been shown that this self-organized process recovers the attractor of a dynamical system, which provides important insights for attractor reconstruction from the adjacency matrix [125, 126].

3.2.2. \( k \)-nearest neighbor networks

Besides the recurrence definition based on a fixed distance threshold \( \varepsilon \) in phase space (i.e., equal neighborhood volumes around all available state vectors), there are alternative ways for defining recurrences and, hence, RPs and RNs. For example, the original definition of a RP by Eckmann et al. [94] makes use of \( k \)-nearest neighbors (i.e., a fixed probability mass of the considered neighborhoods). Re-interpreting the resulting recurrence matrix as the adjacency matrix of a complex network leads to a different type of RN [127], typically referred to as \( k \)-nearest neighbor network. Since in this definition, the neighborhood relation is not symmetric (i.e., \( x_j \) being among the \( k \) nearest neighbors of \( x_i \) does not imply \( x_i \) also being among the \( k \) nearest neighbors of \( x_j \)), the resulting networks are in general directed graphs, and the local density of unidirectional edges (as opposed to bidirectional ones) is related to the gradient of the invariant density.

3.2.3. Adaptive neighbor networks

In order to circumvent the directedness of \( k \)-nearest neighbor networks, Xu et al. [50, 128] proposed an algorithm for balancing the neighborhood relationships in such a way that they become symmetric again. The resulting networks embedded in phase space, sometimes also referred to as adaptive nearest neighbor networks [54], are conceptually more similar to classical \( (\varepsilon) \)RNs, but still exhibit somewhat different topological characteristics. In particular, this approach helps to understand the superfamily phenomena of time series, which concern the relative prevalence of motifs of the resulting networks. In particular, the motif distribution of adaptive nearest neighbor networks has been empirically shown to allow a discrimination between different types of dynamics in terms of a different motif ranking [50]. Consequently, this approach has been mainly used for such discriminatory tasks, including applications to turbulence phenomena, instrumental music [54], fractional Brownian motions and multifractal random walks [129].

While these superfamily phenomena have been found in time series from various origins, no fundamental theories have been proposed so far in the literature to explain the corresponding empirical findings. Khol et al. provide a heuristic explanation of superfamily phenomena by examining the dependence of the attractor dimension on motif prevalence [130]. Since the constructed networks inherently capture the proximity of states, motifs represent specific arrangements of states in space, some of which are more or less likely to occur as dimension changes. Therefore, they found that the relative prevalence of motifs is strongly dependent on the local dimension of the space from which the state vectors are taken. Further evidence is given by identifying comparable superfamily phenomena in networks constructed from states randomly distributed in spaces of varying dimensions [130].

3.2.4. Algorithmic variants

A detailed discussion of the differences between \( \varepsilon \)RNs, \( k \)-nearest neighbor and adaptive nearest neighbor networks introduced above has been recently provided in [54]. While these three classes of time series
networks exhibit very strong conceptual similarities (the same applies to the correlation networks [57] discussed in Section 3.11.2 if interpreting the correlation coefficient between two sufficiently high-dimensional state vectors as a generalized distance), the approach proposed by Li et al. [131–134] can be understood as being derived from the RN idea. Here, for a set of \( m \)-dimensional embedding vectors, all mutual Euclidean distances are computed. Based on the maximum distance value \( d_{\text{max}}(m) \), the threshold distance of a RN is taken as \( \varepsilon(m) = d_{\text{max}}(m)/(N-1) \). This procedure is repeated for different \( m \), and the critical value of the embedding dimension for which the resulting network gets completely disconnected is interpreted as a complexity index [133]. However, it has not yet been demonstrated that this algorithmic approach has any conceptual benefits in comparison with the classical RN measures like transitivity (see Section 3.5.5) obtained for a fixed embedding dimension. Moreover, we note that the maximum distance \( d_{\text{max}} \) between embedding vectors may depend on the embedding dimension in some peculiar form, e.g., may be independent for the supremum norm while increasing monotonically for most other common norms [135]. In this regard, it is commonly recommended to study fixed quantiles of the distance distribution function rather than fixed multiples of some location parameters (like mean, median or maximum) of the latter [135].

Another conceptual approach loosely related to RNs provides the foundation of the frequency-degree mapping algorithm introduced by Li et al. [136]. Here, the resulting time series networks contain two types of edges: (i) temporal edges connecting subsequent points in time, and (ii) proximity edges containing observations of similar values, where similarity is defined by an appropriate grouping of the data into a discrete set of classes, and observed values being connected if and only if they belong to the same class. Note that this is conceptually related to the idea of coarse-graining and transition networks that will be discussed in Section 5.3. Here the definition of a class is equivalent to a recurrence interval that is defined by amplitude quantization, for instance, the recurrence interval length \( \ell = H/Q \) where \( Q \) is the quantization level and \( H \) is the amplitude range of the time series. Notably, the latter approach combines the classical recurrence idea and basic concepts of symbolic dynamics [137] (see Section 5.1). In this spirit, the resulting network’s adjacency matrix is given as the recurrence matrix associated with a symbolic recurrence plot [122, 138, 139] plus a “stripe” around the matrix’ main diagonal. The frequency-degree mapping algorithm has been successfully applied to characterizing signatures of various types of ventricular arrhythmias in human heart beat time series [136], stock markets [133], and air quality indices [134].

In order to highlight the recurrence domains in networks, the fuzzy recurrence network approach has been proposed in [140], which shares many similarities with fuzzy recurrence plots [121]. Furthermore, a grammatical rewriting algorithm over the recurrence matrix has been proposed to search for recurrence domains in [122], which presents a symbolic description of the recurrence properties of a time series. It is interesting to see that this algorithm yields an optimal symbolic recurrence representation revealing functional components of brain signals [122]. Note that the computation of the recurrence matrix is the first step of this grammatical algorithm.

The computation time of a RN is proportional to \( N^2 \) where \( N \) is the number of time points, which calls for more efficient algorithms for constructing RNs for long time series. In this case, on the other hand, we are more interested in the evolution of the RN over time. To this end, sliding window techniques are often suggested but require checking the dependence of the corresponding results on the window size [141, 142].

Another idea is to perform coarse graining of the original RNs [123], which originates from the idea of meta-recurrence plots [143]. In [144], the authors proposed to first divide the original long time series into short segments and RNs are then constructed for each piece. The next step is to build joint recurrence networks for each pair of windowed segments. Then, the long-term dynamics is characterized by the variations of the network properties computed for these meta-time series.

3.3. Complex network characteristics of RN

Based on the re-interpretation of the recurrence matrix \( R(\varepsilon) \) as the adjacency matrix of an adjoint RN, we can utilize the large toolbox of complex network measures (see Section 2.2) [3, 4, 22, 42] for characterizing the structural organization of a dynamical system in its phase space. Notably, this viewpoint is complementary to other concepts of nonlinear time series analysis making use of RPs. For example, RQA characterizes the statistical properties of line structures in the RP, which implies an explicit consideration of dynamical aspects (i.e., sequences of state vectors) [58]. In turn, RNs do not make use of time information, since network
properties are generally invariant under vertex relabelling (i.e., permutations of the order of observations) 
[53]. In this spirit, RN analysis provides geometric instead of dynamical characteristics. This idea of a 
geometric analysis is similar to some classical concepts of fractal dimensions (e.g., box-counting or correlation 
dimensions), where certain scaling laws in dependence on the spatial scale of resolution (corresponding here 
to \( \varepsilon \)) are exploited. In turn, RN analysis can be performed (as RQA) using only a single fixed scale (\( \varepsilon \)) 
instead of explicitly studying scaling properties over a range of threshold values. We will further elaborate 
on this idea in Section 3.5.5.

The distinction between dynamical and geometric information implies that in case of RN analysis, the 
typical requirement of a reasonable (typically uniform) temporal sampling of the considered trajectory is 
replaced by the demand for a suitable spatial coverage of the system's attractor in phase space. Specifically, 
under certain conditions the latter could also be obtained by considering an ensemble of short trajectories 
instead of a single long one. If the trajectory under study is relatively densely sampled, trivial serial 
correlations can lead to a selection bias in the set of sampled state vectors; the latter could be avoided by 
reasonable downsampling. In the same context, the possibility of utilizing Theiler windows for removing 
edges representing short-term auto-correlations (e.g., recurrence points close to the main diagonal in the 
RP) should be mentioned as another strategy based on a somewhat different rationale [53]. However, from 
a conceptual perspective, downsampling can provide an unbiased sampling of the attractor as long as the 
fixed sampling time does not correspond to any integer multiple of some of the system's natural frequencies. 
As an alternative, bootstrapping from the set of available state vectors provides another feasible option, 
which should be preferred if a sufficiently long time series is available. In general, numerical experiments 
and different applications suggest that stable estimates of RN characteristics can often already be obtained 
using a sample size of \( N \sim O(10^2 \ldots 10^4) \) data points [53, 142].

In Section 2.2, we have provided a general review of various network measures characterizing the struct-
tural properties of a complex network as denoted by the adjacency matrix \( \mathbf{A} \). In this section, we further 
discuss the physical interpretations of these measures in terms of phase space properties as captured by RN 
representations. In what follows, we will denote some basic properties computed from a RN consisting of 
a finite number \( N \) of state vectors as \( \hat{f} \), pointing to the fact that they are estimated from a given sample 
of state vectors but shall characterize the entire trajectory of the system under study. In other words, we 
have specific finite sample estimates for Eqs. (1)-(12). Furthermore, we will discuss a corresponding con-
tinuous framework describing all network characteristics described below in terms of some fully analytical 
theory in Section 3.4. In order to focus the following discussion, we review only the possibly most relevant 
characteristics associated with RNs. More details including further measures can be found in [53, 145].

When considering the quantitative characteristics of complex networks (see Section 2.2), different clas-
sifications of measures are possible [53, 145]. First, we may distinguish measures based on the concept of 
graph neighborhoods from those making use of shortest path-based characteristics. This is not an exhaustive 
classification, since it potentially neglects other important network measures, e.g., such based on diffusion 
processes or random walks on the network. Second, network measures can be classified into such making 
use of local, meso-scale and global information. This scheme is widely equivalent to the first one in that 
local information refers to properties determined by the graph neighborhood of a given vertex, whereas 
global information takes contributions due to all vertices of the network into account, which is common 
for shortest path-based measures. Finally, we can differentiate between measures quantifying properties of 
single vertices, pairs of vertices, and the network as a whole. In the following, we will utilize the latter way 
of classification, since it appears most instructive from the applied point of view (i.e., we are commonly 
interested in either the local or the global geometry of an attractor or, more generally, some trajectory 
in phase space). Furthermore, we emphasize that in practice, the phase space properties captured by the 
estimates of RN characteristics are obtained for a particular value of \( \varepsilon \). The effects of varying \( \varepsilon \) on the 
resulting network statistics will be further discussed in Section 3.6.1.

In the following, we will adopt the notation of indexing each vertex of a RN with the time index \( i \) 
(respectively, \( \hat{x}_i \), etc.) of the corresponding state vector \( \hat{x}_i \) (etc.) instead of using the general vertex 
indices \( p, q, r, s, \) etc. used in Section 2.2. From here onward, we will adopt this notation whenever vertices 
can be uniquely identified with a point in time (respectively, the corresponding state or reconstructed state 
vector), which will also apply to the visibility graph based methods to be discussed in Section 4, but typically
Figure 6: Spatial distributions of vertex characteristics of the $\varepsilon$-RN obtained for the Lorenz system (Eq. A.1) at the canonical parameters (using the maximum norm with $\hat{\rho} = 0.01$, $N = 20,000$ and sampling time $\Delta t = 0.1$): (a) $\hat{k}_i(\varepsilon)$, (b) $\hat{C}_i(\varepsilon)$, (c) $\hat{e}_i(\varepsilon)$, (d) $\hat{b}_i(\varepsilon)$. Modified from [53].

not to the transition networks reviewed in Section 5. Moreover, some other types of proximity networks like cycle networks and correlation networks, which will be introduced in Section 3.11, do not allow a unique identification of individual states (state vectors) with specific nodes of the networks, so that we will also adopt the more general index notation there.

3.3.1. Vertex characteristics

From the perspective of recurrences, it is reasonable to replace the degree $\hat{k}_i(\varepsilon)$ (Eq. 1) of a vertex by a normalized characteristic, the degree density $\hat{\rho}_i(\varepsilon) = \frac{\hat{k}_i(\varepsilon)}{N-1}$, which corresponds to the definition of the local recurrence rate of the state $\vec{x}_i$. This means that $\hat{\rho}_i(\varepsilon)$ quantifies the density of states in the $\varepsilon$-ball around $\vec{x}_i$, i.e., the probability that a randomly chosen member of the available sample of state vectors is $\varepsilon$-close to $x_v$. An illustration of this fact for the Lorenz system is presented in Fig. 6(a); here, phase space regions with a high density of points (i.e., a high residence probability of the sampled trajectory) are characterized by a high degree density.

The local clustering coefficient (Eq. 3) $\hat{C}_i(\varepsilon)$ measures the fraction of pairs of vertices in the $\varepsilon$-ball around $\vec{x}_i$ that are mutually $\varepsilon$-close. For vertices with $\hat{k}_i(\varepsilon) < 2$, we define $\hat{C}_i(\varepsilon) = 0$. It has been shown that the local clustering coefficient in a RN is associated with the geometric alignment of state vectors. Specifically, close to dynamically invariant objects such as unstable periodic orbits (UPOs) of low period, the dynamics of the system is effectively lower-dimensional, which results in a locally enhanced fraction of closed paths of length 3 (“triangles”) and, thus, a higher local clustering coefficient. The latter behavior is exemplified in Fig. 6(b) for the Lorenz system, where we recognize certain bands with higher values of $\hat{C}_i$ corresponding to the positions of known low-periodic UPOs [53]. The deeper reasons for this behavior will be further addressed in Section 3.5.5.

For estimating the closeness (Eq. 4) $\hat{c}_i(\varepsilon)$ and local efficiency (Eq. 5) $\hat{e}_i(\varepsilon)$, we again set $\hat{d}_{ij}$ to the highest
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possible value of \( N - 1 \) for pairs of vertices that cannot be mutually reached. Both measures exhibit the highest values for vertices which are situated in the center of the RN (see Fig. 6(c) for an illustration for the Lorenz system).

The betweenness (Eq. 6) \( b_i(\varepsilon) \) of nodes in a RN can be interpreted as indicating the local degree of fragmentation of the underlying attractor [53]. To see this, consider two densely populated regions of phase space that are separated by a poorly populated one. Vertices in the latter will "bunch" the shortest paths between vertices in the former ones, thus forming geometric bottlenecks in the RN. In this spirit, we may understand the spatial distribution of betweenness centrality for the Lorenz system (Fig. 6(d)) which includes certain bands with higher and lower residence probability reflected in lower and higher betweenness values.

### 3.3.2. Edge characteristics

The matching index (Eq. 7) \( \hat{m}_{ij}(\varepsilon) \) quantifies the overlap of the network neighborhoods of two vertices \( i \) and \( j \). From the above definition, it follows that \( \hat{m}_{ij}(\varepsilon) = 0 \) if \( \|\vec{x}_i - \vec{x}_j\| \geq 2\varepsilon \). In turn, there can be mutually unconnected vertices \( i \) and \( j \) (\( A_{ij} = 0 \)) with \( \varepsilon \leq \|\vec{x}_i - \vec{x}_j\| < 2\varepsilon \) that have some common neighbors and, thus, non-zero matching index. In the context of recurrences in phase space, \( \hat{m}_{ij}(\varepsilon) = 1 \) implies that the states \( \vec{x}_i \) and \( \vec{x}_j \) are twins, i.e., share the same neighborhood in phase space [146]. In this spirit, we interpret \( \hat{m}_{ij}(\varepsilon) \) measures the degree of twinnness of two state vectors. Note that twins have important applications in creating surrogates for testing for the presence of complex synchronization [146, 147].

As the node betweenness of a RN, the associated edge betweenness (Eq. 8) \( \hat{b}_{ij}(\varepsilon) \) characterizes the local fragmentation of the studied dynamical system in its phase space.

For the specific case of \( \varepsilon \)-RNs, we emphasize that there is no simple correspondence between matching index and edge betweenness, since both quantify distinctly different aspects of phase space geometry. Specifically, there are more pairs of vertices with non-zero matching index than edges, even though there are also pairs of vertices with \( \hat{b}_{ij}(\varepsilon) > 0 \) but \( \hat{m}_{ij}(\varepsilon) = 0 \) (i.e., there is an edge between \( i \) and \( j \), but both have no common neighbors). However, for those pairs of vertices for which both characteristics are non-zero, we find a clear anti-correlation [53]. One interpretation of this finding is that a large matching index typically corresponds to very close states in phase space; such pairs of RN vertices can in turn be easily exchanged as members of shortest paths on the network, which implies lower edge betweenness values. A similar argument may explain the coincidence between high edge betweenness and low non-zero matching index values.

### 3.3.3. Global network characteristics

The edge density (Eq. 9) \( \rho(\varepsilon) \). Notably, for a RN the edge density equals the recurrence rate \( RR(\varepsilon) \) of the underlying RP. Strictly speaking, this is only true if the recurrence rate is defined such as the main diagonal in the RP is excluded in the same way as potential self-loops from the RN’s adjacency matrix. It is trivial to show that \( \rho(\varepsilon) \) is a monotonically increasing function of the recurrence threshold \( \varepsilon \): the larger the threshold, the more neighbors can be found, and the higher the edge density.

The arithmetic mean of the local clustering coefficients \( \hat{C}(\varepsilon) \) of all vertices \( i \) (Eq. 10) defines the global clustering coefficient \( \bar{C}(\varepsilon) \) in the usual way (see Section 2.2). Given our interpretation of the local clustering coefficient in a RN, \( \bar{C}(\varepsilon) \) can be interpreted as a proxy for the average local dimensionality of the dynamical system in phase space. Analogously, the network transitivity (Eq. 11) \( \bar{T}(\varepsilon) \) characterizes the effective global dimensionality of the system. In Section 3.5.5, we will further expand this discussion by introducing the corresponding concepts of clustering and transitivity dimensions.

The average path length (Eq. 12) \( \bar{L} \) exhibits an inverse relationship with the recurrence threshold, since it approximates (constant) distances in phase space in units of \( \varepsilon \) [53]. More specifically, the average phase space separation of states \( \langle d_{ij} \rangle \) serves as an \( \varepsilon \)-lower bound to \( \bar{L} \), namely,

\[
\langle d_{ij} \rangle \leq \varepsilon \bar{L}.
\]

Interpreted geometrically, this inequality holds because \( \bar{L} \) approximates the average distance of states along geodesics on the RN (which can be considered as the geometric backbone of the attractor) in multiples of \( \varepsilon \), while \( \langle d_{ij} \rangle \) gives the mean distance of states in \( \mathbb{R}^m(\varepsilon) \) as measured by the norm \( \| \cdot \| \).
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3.4. Analytical theory of RN

As we will demonstrate in the following, the properties of RNs can be also described analytically supporting their better understanding and, hence, applicability. For this purpose, we can exploit the formal equivalence of RNs and random geometric graphs (RGGs), a well-studied concept in graph theory and computational geometry. In this section, we motivate this equivalence and demonstrate how the variety of RN characteristics can be reformulated in the continuum limit \( N \to \infty \) for any finite \( \varepsilon \) [40]. This framework allows gaining deep insights into the geometric organization of chaotic attractors by exploring the multitude of characteristics provided by complex network theory. Moreover, these analytical considerations will be extended to inter-layer recurrent networks in Section 3.9.

3.4.1. Preliminaries: random geometric graphs

Random geometric graphs [148] are based on a (finite) set of vertices randomly positioned in a \( d \)-dimensional \( (d \in \mathbb{N}^+ \) metric space according to some probability density function \( p(\vec{x}) \). In general, the connectivity among this set of vertices is taken to be distance-dependent, i.e., for two vertices \( i \) and \( j \), the probability of being connected in the RGG has the form \( P(A_{ij} = 1) = f(\|\vec{x}_i - \vec{x}_j\|) \) with some predefined function \( f \), which is monotonically decreasing. As a consequence, spatially close vertices are more likely to be connected than distant ones. A particularly well studied special case is \( f(\delta) = \Theta(\varepsilon - \delta) \) (\( \delta \) denoting here the distance between any two points in the considered metric space as in Eq. (26)), often referred to as RGG (in the strict sense). Notably, the latter definition has fundamental real-world importance (e.g., in terms of ad-hoc communication networks or, more general, contact networks) and matches that of the adjacency matrix of a RN (Eq. 27) if we identify \( p(\vec{x}) \) with the invariant density of the phase space object under study (e.g., some attractor in case of a dissipative system), and take the space in which the RGG is embedded as that spanned by the respective dynamical variables of the system. In this respect, for all following considerations, it is sufficient to restrict our attention to the support of \( p(\vec{x}) \) (respectively its closure), which is described by some manifold \( S = \text{supp}(p) \) embedded in the considered metric space (e.g., the attractor manifold).

From a practical perspective, the spatial coverage of \( p(\vec{x}) \) by the RGG’s vertices can be strongly affected by the sampling, leading to a spatial clustering of vertices if the sampling frequency is close to an integer multiple of the chaotic attractor’s characteristic frequency. In such a situation, it is advantageous to follow alternative sampling strategies for \( p(\vec{x}) \). Note that for ergodic systems, sampling from one long trajectory, ensembles of short independent realizations of the same system, or directly from the invariant density should lead to networks with the same properties at sufficiently large \( N \). In practice, generating the RGG/RN representation based on bootstrapping from the ensemble of available state vectors is often to be preferred over a regular sampling of a given trajectory, as discussed in Section 3.3.

As outlined above, the importance of RGGs for the considerations on RNs is that some of their properties (like the degree distribution [149] or transitivity [150]) have been intensively studied for the generic case of a hard distance threshold in \( \varepsilon \) and arbitrary probability density functions \( p(\vec{x}) \) for metric spaces of various integer dimensions. For example, Hermann et al. [149] give a closed-form expression of the degree distribution for arbitrary \( p(\vec{x}) \), whereas Dall and Christensen [150] provide a deep discussion of the transitivity properties of RGGs. Notably, the latter aspect has become particularly relevant in the interpretation of RN properties (see Section 3.5.5), as well as those of some of their multivariate generalizations, as will be further discussed in Section 4.9.

3.4.2. Analytical description of \( \varepsilon \)-recurrence networks

By making use of the fact that RNs are a specific type of RGGs, all relevant graph-theoretical measures for RNs can be seen as discrete approximations of more general and continuous geometric properties of a dynamical system’s underlying attractor characterized by a set \( S \) together with an associated invariant density \( p(\vec{x}), \vec{x} \in S \). This point of view allows obtaining deeper insights into the geometric meaning of the network quantifiers introduced in Section 3.3 and enables us to establish surprising connections to other fields, e.g., the close relationship of transitivity measures like the local clustering coefficient and transitivity to the local and global fractal dimension of the dynamical system’s attractor, respectively [40].
(see Section 3.5.5). In the following, we review a corresponding analytical framework for general spatially embedded networks which is specifically tailored for defining continuous variants of the common discrete complex network characteristics [145].

General setting. Let $S$ be a compact and smooth manifold with a non-vanishing continuous probability density function $p : S \to (0, \infty)$ with $\int_S d\mathcal{S} p(\vec{x}) = 1$. For the purpose of the present work, we identify $S$ with the set of points defining the attractor of a (dissipative) dynamical system. In case of chaotic attractors in time-continuous systems, we obtain a closure of the open attractive set by considering its union with the set of (infinitely many) unstable periodic orbits embedded in the attractor.

Continuous analogs of the discrete complex network characteristics introduced in Section 3.3 should be approximated by taking the limit $N \to \infty$ and $\varepsilon \to 0$, (note that the latter limit may not be assessible in the case of fractal sets $S$, which we will not further consider in the following). Here, “continuous” refers to a network with uncountably many vertices and edges, which is determined by the adjacency function

$$A(\vec{x}, \vec{y}) = \Theta(\varepsilon - ||\vec{x} - \vec{y}||) - \delta(\vec{x} - \vec{y})$$

for all $\vec{x}, \vec{y} \in S$, which is a continuous analog of the adjacency matrix (Eq. 27). In the latter expression, $\delta(\vec{x} - \vec{y}) = 1$ if $\vec{x} = \vec{y}$, and 0 otherwise.

Shortest paths and geodesics. A large variety of complex network characteristics introduced in Section 2.2 relies on the concept of shortest path. Examples include closeness and betweenness centrality, local and global efficiency, and average path length. In the continuum limit, we consider a path in $S$ as a closed curve described by a properly parametrized function $\vec{f}$: $[0, 1] \to S$, and define the associated path length

$$l(\vec{f}) = \sup_{n>0,t_0,t_1,...,t_n=1} \left\{ \sum_{i=1}^{n} d(\vec{f}(t_{i-1}), \vec{f}(t_i)) \right\}$$

where $d(\cdot)$ denotes some metric used for defining distances on $S$. The geodesic distance between two points $\vec{x}, \vec{y} \in S$, which serves as the analog of the shortest path length on a network, is then defined as (cf. Fig. 7).

$$g_{\vec{x}, \vec{y}} = \inf_{\vec{f}} \left\{ l(\vec{f}) \mid \vec{f}[0,1] \to S, \vec{f}(0) = \vec{x}, \vec{f}(1) = \vec{y} \right\}.$$ (31)

A path of length $g(\vec{x}, \vec{y})$ is called a global geodesic on $S$. Depending on the specific geometry of the considered set $S$, the multiplicity of global geodesics connecting $\vec{x}$ and $\vec{y}$ may differ, including no, one, or even infinitely many distinct global geodesics.

Regarding a continuum limit for RNs, we note that shortest paths in such networks approximate global geodesics on the underlying invariant set $S$ in the limit of $\varepsilon \to 0$ and $N \to \infty$. Specifically, in the latter limit the shortest path length $l_{ij}(\varepsilon)$ between two points $\vec{x}_i, \vec{x}_j \in S$ behaves as

$$\varepsilon \cdot l_{ij}(\varepsilon) \to g(\vec{x}_i, \vec{x}_j)$$

independently of the chosen metric [145].
For defining betweenness centrality, we do not only require information on the lengths of global geodesics, but also their total multiplicity \( \sigma(\vec{y}, \vec{z}; \varepsilon) \) as well as their multiplicity conditional on a third point \( \vec{x} \in S \) being part of the curve, denoted as \( \sigma(\vec{y}, \vec{z}; \vec{x}; \varepsilon) \) in the following. The definition of the latter quantity is, however, not unique for a given finite \( \varepsilon \). Two possible, yet generally not equivalent expressions read [145]

\[
\sigma_1(\vec{y}, \vec{z}; \vec{x}; \varepsilon) = \sum_{k=1}^{\infty} \int_0^1 dt \delta(\vec{f}_a(t) - \vec{x}) \Theta(\varepsilon - \|\vec{f}_a(t) - \vec{y}\|)
\]

(33)

\[
\sigma_2(\vec{y}, \vec{z}; \vec{x}; \varepsilon) = \sum_{k=1}^{\infty} \int_0^1 dt \Theta(\varepsilon - \|\vec{f}_a(t) - \vec{x}\|)
\]

(34)

where \( \vec{f}_a(t) \) denotes the family of global geodesics between \( \vec{y} \) and \( \vec{z} \). Note that this family can have uncountably many members (to see this, consider, for example, the set of geodesics between the two poles on a sphere). In this case, the sum in Eqs. (33) and (34) should be replaced by an integral. Furthermore, we emphasize that the \( \varepsilon \)-dependence in the multiplicities of shortest paths is implicit rather than explicit, since the chosen discretization level \( \varepsilon \) can affect the effective “shape” of \( S \) and, hence, the positions of possible edges in the considered space.

Local (vertex-based) measures. The local vertex measures as introduced in Section 2.2 can be derived analytically [145]. More specifically, the continuous \( \varepsilon \)-degree density,

\[
\rho(\vec{x}; \varepsilon) = \int_{\vec{f}_a(\varepsilon)} d\mu(\vec{y})
\]

(35)

gives the probability that a point \( \vec{y} \in S \) randomly drawn according to \( \mu \) falls into an \( \varepsilon \)-neighborhood \( B_\varepsilon(\vec{x}) = \{\vec{y} \in S | \|\vec{x} - \vec{y}\| < \varepsilon\} \) around \( \vec{x} \). Its discrete estimator is given by the classical degree density \( \tilde{\rho}_\varepsilon(\vec{x}) \).

Here, we adopt the notion of an invariant measure \( d\mu(\vec{y}) = p(\vec{y})d\vec{y} \) adjoint to the invariant density \( p(\cdot) \) in order to shorten our notation.

In order to quantify the density of closed paths of length 3 in the network, we consider the continuous \( \varepsilon \)-clustering coefficient

\[
C(\vec{x}; \varepsilon) = \frac{\int_{\vec{f}_a(\varepsilon)} \mu(\vec{y}) \mu(\vec{z}) \Theta(\varepsilon - \|\vec{y} - \vec{z}\|)}{\rho(\vec{x}; \varepsilon)^2}.
\]

(36)

This measure characterizes the probability that two points \( \vec{y} \) and \( \vec{z} \) randomly drawn according to \( p \) from the \( \varepsilon \)-neighborhood of \( \vec{x} \in S \) are mutually closer than \( \varepsilon \). Its discrete approximation is provided by the classical local clustering coefficient \( C_\varepsilon(\vec{x}) \) (Eq. 36).

Let \( \vec{y} \in S \) be drawn randomly according to \( p \). For a fixed \( \vec{x} \in S \), the continuous \( \varepsilon \)-closeness centrality

\[
e(\vec{x}; \varepsilon) = \left( \int_S d\mu(\vec{y}) \frac{g(\vec{x}, \vec{y})}{\varepsilon} \right)^{-1}
\]

(37)

and the continuous \( \varepsilon \)-efficiency

\[
e(\vec{x}; \varepsilon) = \int_S d\mu(\vec{y}) \left( \frac{g(\vec{x}, \vec{y})}{\varepsilon} \right)^{-1}
\]

(38)

give the inverse expected geodesic distance and the expected inverse geodesic distance of \( \vec{y} \) to some fixed \( \vec{x} \), respectively. Hence, both measures quantify the geometric closeness of \( \vec{x} \) to any other point in \( S \) according to the probability density function \( p \). By making use of RNs, they can be approximated by the classical closeness centrality \( c_\varepsilon(\vec{x}) \) (Eq. 4) and local efficiency \( e_\varepsilon(\vec{x}) \) (Eq. 5).

Finally, the probability that a point \( x \) lies on a randomly chosen global geodesic connecting two points \( \vec{y}, \vec{z} \in S \) according to \( p \) is measured by the continuous \( \varepsilon \)-betweenness centrality

\[
b(\vec{x}; \varepsilon) = \int \int_S d\mu(\vec{y}) \int d\mu(\vec{z}) \frac{\sigma(\vec{y}, \vec{z}; \vec{x}; \varepsilon)}{\sigma(\vec{y}, \vec{z}; \varepsilon)}.
\]

(39)
Its discrete estimator is given by the standard RN betweenness centrality \( \hat{b}_i(\varepsilon) \) (Eq. 8) with the different possible expressions for \( \sigma(\vec{y}, \vec{z} | \vec{x}; \varepsilon) \) (Eqs. (33,34)) \[145\].

**Pairwise vertex and edge measures.** The continuous \( \varepsilon \)-matching index

\[
m(\vec{x}, \vec{y}; \varepsilon) = \frac{\int_{B_\varepsilon(\vec{x}) \cap B_\varepsilon(\vec{y})} d\mu(\vec{z})}{\int_{B_\varepsilon(\vec{x}) \cup B_\varepsilon(\vec{y})} d\mu(\vec{z})} \tag{40}
\]

quantifies the mutual overlap between the neighborhoods of two vertices \( \vec{x}, \vec{z} \in S \). In other words, \( m(\vec{x}, \vec{y}; \varepsilon) \) is the probability that a point \( \vec{z} \in S \) randomly chosen from \( B_\varepsilon(\vec{x}) \) according to \( d\mu(\vec{z}) \) is also contained in \( B_\varepsilon(\vec{y}) \) and vice versa. For \( \vec{x} \to \vec{y} \), we have \( B_\varepsilon(\vec{x}) \to B_\varepsilon(\vec{y}) \) and, consequently, \( m(\vec{x}, \vec{y}; \varepsilon) \to 1 \), whereas \( m(\vec{x}, \vec{y}; \varepsilon) = 0 \) if \( \|\vec{x} - \vec{y}\| > 2\varepsilon \). As in the case of the other measures described above, \( m(\vec{x}, \vec{y}; \varepsilon) \) can be approximated by the discrete RN matching index \( \hat{m}_{ij}(\varepsilon) \) (Eq. 7).

Note again that \( m(\vec{x}, \vec{y}; \varepsilon) \) does not require mutual \( \varepsilon \)-closeness between \( \vec{x} \) and \( \vec{y} \) (i.e., \( \|\vec{x} - \vec{y}\| \in (\varepsilon, 2\varepsilon) \) is possible). In contrast, the continuous \( \varepsilon \)-edge betweenness

\[
b(\vec{x}, \vec{y}; \varepsilon) = \int \int d\mu(\vec{z}) d\mu(\vec{z'}) \frac{\sigma(\vec{z}, \vec{z'} | \vec{x}, \vec{y}; \varepsilon)}{\sigma(\vec{z}, \vec{z'}; \varepsilon)} \tag{41}
\]

(with \( \sigma(\vec{z}, \vec{z'} | \vec{x}, \vec{y}; \varepsilon) \) denoting the number of global geodesics between \( \vec{z} \) and \( \vec{z'} \) containing both \( \vec{x} \) and \( \vec{y} \) under the condition \( \|\vec{x} - \vec{z}\| \leq \varepsilon \), and \( \sigma(\vec{z}, \vec{z'}; \varepsilon) \) the total number of global geodesics between \( \vec{z} \) and \( \vec{z'} \)) is a measure whose discrete estimator \( \hat{b}_{ij}(\varepsilon) \) (Eq. 8) is related to the presence of an edge between \( \vec{x} \) and \( \vec{y} \), i.e., \( \|\vec{x} - \vec{z}\| < \varepsilon \). However, although this property has been originally introduced as an explicit edge property, it can be understood in a more general way as a two-vertex property such that \( b(\vec{x}, \vec{y}; \varepsilon) \) measures the probability that two specific (not necessarily \( \varepsilon \)-close) points \( \vec{x} \) and \( \vec{y} \) both lie on a \( p \)-randomly drawn global geodesic connecting two points \( \vec{z}, \vec{z'} \in S \) and are mutually closer than \( \varepsilon \). Further generalizations towards \( n \)-point relationships are possible, but not instructive within the scope of this work.

**Global network measures.** The continuous \( \varepsilon \)-edge density

\[
\rho(\varepsilon) = \int_S d\mu(\vec{x}) \rho(\vec{x}; \varepsilon) \tag{42}
\]

is the \( p \)-expectation value of the continuous \( \varepsilon \)-degree density and approximated by the discrete edge density \( \hat{\rho}(\varepsilon) \) of a RN (Eq. (9)).

In the same spirit, the continuous global \( \varepsilon \)-clustering coefficient

\[
C(\varepsilon) = \int_S d\mu(\vec{x}) C(\vec{x}; \varepsilon) \tag{43}
\]

is the \( p \)-expectation value of the continuous local \( \varepsilon \)-clustering coefficient. Its associated discrete estimator is the classical global (Watts-Strogatz) clustering coefficient \( \hat{C}(\varepsilon) \) (Eq. 10). As an alternative measure characterizing geometric transitivity, we define the continuous \( \varepsilon \)-transitivity

\[
T(\varepsilon) = \frac{\int \int_{S^2} \mu(\vec{x}) d\mu(\vec{y}) d\mu(\vec{z}) \Theta(\varepsilon - \|\vec{y} - \vec{z}\|) \Theta(\varepsilon - \|\vec{x} - \vec{y}\|) \Theta(\varepsilon - \|\vec{x} - \vec{z}\|)}{\int \int_S d\mu(\vec{x}) d\mu(\vec{y}) d\mu(\vec{z}) \Theta(\varepsilon - \|\vec{y} - \vec{z}\|) \Theta(\varepsilon - \|\vec{x} - \vec{y}\|) \Theta(\varepsilon - \|\vec{x} - \vec{z}\|)}, \tag{44}
\]

which gives the probability that among three points \( \vec{x}, \vec{y}, \vec{z} \in S \) randomly drawn according to \( p \), \( \vec{y} \) and \( \vec{z} \) are mutually closer than \( \varepsilon \) given they are both closer than \( \varepsilon \) to \( \vec{x} \). The corresponding discrete estimator is the RN transitivity \( \hat{T}(\varepsilon) \) (Eq. 11).

As examples of shortest path-based characteristics, we define the continuous \( \varepsilon \)-average path length

\[
L(\varepsilon) = \frac{\int \int_{S^2} d\mu(\vec{x}) d\mu(\vec{y}) g(\vec{x}, \vec{y})}{\varepsilon}, \tag{45}
\]

where \( g(\vec{x}, \vec{y}) \) is the expected number of global geodesics between \( \vec{x} \) and \( \vec{y} \) under the condition \( \|\vec{x} - \vec{y}\| \in (\varepsilon, 2\varepsilon) \), and \( d\mu(\vec{x}) \) and \( d\mu(\vec{y}) \) are the uniform probability measures on \( S \).
and the continuous global $\varepsilon$-efficiency

$$E(\varepsilon) = \left( \int \int_S d\mu(\vec{x}) \, d\mu(\vec{y}) \, \left( \frac{g(\vec{x}, \vec{y})}{\varepsilon} \right)^{-1} \right)^{-1},$$

(46)

which measure the expected geodesic distance and the inverse of the expected inverse geodesic distance, respectively, both measured in units of $\varepsilon$ between two points $x, y \in S$ drawn randomly according to $p$. Their discrete estimators are given by the classical RN average path length $\hat{\mathcal{L}}(\varepsilon)$ (Eq. 15) and global efficiency $\hat{\mathcal{E}}(\varepsilon)$ (Eq. 13), respectively. Notably, we can reformulate $\mathcal{L}(\varepsilon)$ as the $p$-expectation value of the inverse continuous $\varepsilon$-closeness centrality,

$$\mathcal{L}(\varepsilon) = \int_S d\mu(\vec{x}) \, c(\vec{x}; \varepsilon)^{-1},$$

(47)

and $\mathcal{E}(\varepsilon)$ as the inverse $p$-expectation value of the continuous local $\varepsilon$-efficiency

$$\mathcal{E}(\varepsilon) = \left( \int \int_S d\mu(\vec{x}) \, e(\vec{x}; \varepsilon) \right)^{-1}.$$  

(48)

Further characteristics. The selection of measures discussed above is far from being complete. Continuous versions of further complex network characteristics, such as assortativity, network diameter and radius, as well as network motifs are discussed in [145], where also some outlook on corresponding generalizations of other measures like eigenvector centrality or random walk betweenness have been given. Here, we restrict ourselves to the measures discussed above (Eqs. (35), (46)), since they have been most commonly used in recent applications of the RN framework.

3.5. General properties of recurrence networks

With the general RN framework (Section 3.3) and the associated analytical treatment of RNs (Section 3.4) in mind, it is possible to study the properties of RNs as well as their multivariate generalizations from a solid theoretical basis. In the following, we will first discuss some general aspects of complex networks often found in real-world systems, such as small-world effects, the emergence of scale-free degree distributions, or assortative mixing (i.e., the tendency of vertices to connect with other vertices that exhibit a similar degree), regarding their presence or absence in RNs. Subsequently, we will turn to the transitivity characteristics of RNs, motivating their particular usefulness for detecting geometric signatures of qualitative changes in the dynamics of a single system.

3.5.1. Degree distributions of RNs

A general analytical expression for the degree distribution $p(k)$ of a RGG has been given by Herrmann et al. [149]. For this purpose, let us make the following assumptions: (i) The system under study is ergodic. (ii) The sampled trajectory is sufficiently close to its attractor, i.e., we exclude the presence of transient behavior. (iii) The sampling interval is co-prime to any possible periods of the system. If these three conditions are met, the vertices of the RN can be considered as being randomly sampled from the probability density function $p(\vec{x})$ associated with the invariant measure $\mu$ of the attractor [151].

For a RGG with an arbitrary $p(\vec{x})$, the degree distribution $p(k)$ can be derived from $p(\vec{x})$ in the limit of large sample size $N$,

$$p(k) = \int d\vec{x} \, p(\vec{x}) e^{-\alpha p(\vec{x})} (\alpha p(\vec{x}))^k / k!$$

(49)

(representing an $k$-dimensional integral in case of an $n$-dimensional system) with $\alpha = \langle k \rangle / \int d\vec{x} \, p(\vec{x})^2$ [149]. In order to understand this relationship, note that for each $\vec{x}$, the probability that a sampled point falls into the $\varepsilon$-ball centered at $\vec{x}$ is approximately proportional to $p(\vec{x})$. Hence, the degree of a node at $\vec{x}$ has a binomial distribution. For sufficiently large $N$, the latter can be approximated by a Poissonian distribution with the parameter $\alpha p(\vec{x})$, leading to Eq. (49).
The degree distribution $p(k)$ of RNs for a specific case of one-dimensional maps (i.e., the Logistic map), Eq. (49) can be explicitly evaluated, leading to a general characterization of the conditions under which SF distributions can emerge in RNs [152], as shown in Fig. 8(a). When projecting higher-dimensional time-continuous systems to such one-dimensional maps by making use of appropriate (Poincaré) return maps, the corresponding considerations can be generalized to such systems, given the specific Poincaré surface is “representative” for the system’s geometric structure (Fig. 8(b)). A detailed discussion has been presented in [153]. To this end, we only recall the main result that when the system’s invariant density $p(x)$ exhibits a singularity with a power-law shape, Eq. (49) implies that the resulting RN’s degree distribution must also display a power-law in the limit $N \to \infty$ for sufficiently small $\varepsilon$. In turn, if $\varepsilon$ is chosen too large, the SF behavior cannot be detected anymore, since it is masked by too large neighborhoods of the points close to the singularity. Figure 8 demonstrates the latter effect for the specific case of the Rössler system (Eq. A.2).

Notably, it is not trivial to provide an exhaustive characterization of the conditions under which SF distributions can emerge for higher-dimensional systems. As a consequence, generally applicable necessary and sufficient conditions for the presence of power-laws in the degree distributions of RNs have not been established so far. Based on the degree distribution $p(k)$, some higher-order statistics have been proposed in [154] quantifying heterogeneity properties of the connectivity.

We note that in general complex systems, the emergence of power-laws is often associated with a hierarchical organization related to certain fractal properties. In contrast, for RNs it has been shown that the presence of power-laws is not directly related to some (global) fractal structure of the system, but rather the local shape of its invariant density. Consequently, although there are examples of dynamical systems where the scaling exponent of the degree distribution coincides well with the associated fractal dimension, there is no such relationship in general. It will be a subject of future studies under which conditions regarding the structural organization of the attractor, fractal structure and power-law singularities are sufficiently closely related so that the RN’s degree distribution allows quantifying the system’s fractal properties.

3.5.2. Small-world effect

Since small-world networks are characterized by both, a high clustering coefficient and short average path length, it is clear that RNs cannot obey small-world effects [155–157]; although they may exhibit a high degree of transitivity (typically depending on the specific system under study), for any fixed value of $\varepsilon$, the average path lengths can only take specific values, which become independent of the network size $N$. The degree distribution $p(k)$ of RNs obtained from the $x$-component of the first return map of the Rössler system (with $a = b = 0.2, c = 5.7$; Eq. (A.2)) through the $y = 0$ plane, using edge densities $\hat{\rho}_1 = 0.02\%$ (○), $\hat{\rho}_2 = 0.03\%$ (•), $\hat{\rho}_3 = 0.05\%$ (■), and $\hat{\rho}_4 = 3\%$ (+). All curves have been obtained as mean values taken from 5 independent realizations of the system with length $N = 2 \times 10^6$ and using the Euclidean norm. For $\hat{\rho}_1$ to $\hat{\rho}_3$, we find power-law behavior with a characteristic exponent of $\gamma = 2.16 \pm 0.03$, whereas no clear scaling region is found in the denser RN with edge density $\hat{\rho}_4$. (b) PDF of the $x$ values, where power-law shaped singularities are observed. Redrawn after [153].
in case of sufficiently large samples. On the one hand, for any chosen pair of vertices \( i \) and \( j \) at positions \( \vec{x}_i \) and \( \vec{x}_j \), the shortest path length is bounded from below as \( d_{ij} \geq \|\vec{x}_i - \vec{x}_j\|/\varepsilon \) (respectively, the geodesic distance on the attractor \( S \) divided by the recurrence threshold \( \varepsilon \)). Specifically, each shortest path length will converge to a finite value for \( N \to \infty \). On the other hand, due to the finite diameter of chaotic attractors, the average path length \( \bar{L}(\varepsilon) \) cannot exceed a maximum value of \( \max_{i,j}\|\vec{x}_i - \vec{x}_j\|/\varepsilon \) independent of \( N \). Hence, the average path length is bounded from above by a value independent of \( N \), which is distinct from the common behavior of SW networks \( (\bar{L} \sim \log N) \) [79]. Moreover, as another immediate consequence of the latter considerations, we observe that \( \bar{L} \sim \varepsilon^{-1} \) [53]. This implies that by tuning \( \varepsilon \) it is possible to achieve any desired average shortest path length \( \bar{L} \); this fact notably reduces the explanatory power of this global network characteristic. Adding sufficient amount of noise or increasing the threshold \( \varepsilon \) comparable to the attractor size, SW properties may be numerically observed for RNs [156, 158].

### 3.5.3. Assortative vs. disassortative mixing

Unlike SW effects and SF degree distributions, there are hardly any available results regarding the mixing properties of RNs. In general, RNs often obey a tendency towards showing assortative mixing (i.e., vertices tend to link to other vertices with similar degree), which is reasonable in situations where the invariant density \( p(\vec{x}) \) is continuous or even differentiable, which is supported by recent numerical results [53, 142].

### 3.5.4. Path-based characteristics

One main field of application of RQA as well as other quantitative approaches to characterizing the distribution of recurrences in phase space (e.g., recurrence time statistics) is identifying and quantifying different degrees of dynamical complexity among realizations of the same system under different conditions (e.g., different values of the control parameter(s)), or even within a single time series given the system is non-stationary [58]. While the line-based characteristics of RQA are founded on heuristic considerations (e.g., the higher the predictability of the observed dynamics, the longer the diagonal line structures off the main diagonal should be), we have argued in Section 3.4 that RNs have an analytical foundation in RGGs. Notably, the corresponding characteristics are based on the same binary structure (the recurrence matrix) as the RQA measures. Hence, both concepts allow deriving a similar kind of information, with the important difference being that RQA quantifies dynamical properties whereas RNs encode topological/geometric characteristics.

However, since both aspects are ultimately linked in the case of chaotic attractors, this general observation suggests that RN analysis is in principle suitable for characterizing dynamical complexity in the same way as other established concepts. Therefore, one natural question arises: How do RN measures perform in this task, and which of the multiple possible network measures are particularly suited for this purpose?

The latter questions have been the main motivation behind much of the early work on RNs focussing on numerical studies of various paradigmatic model systems for low-dimensional chaos [52–54, 152, 159–161]. These studies suggest that for characterizing dynamical complexity, global network characteristics are conceptually easier to use and could provide potentially more stable and distinctive results than certain statistics over local network properties such as the distributions of vertex degrees [162] or local clustering coefficients [161]. Among the set of possible global RN measures, two properties have been found particularly useful: network transitivity \( T \) and average path length \( \bar{L} \).

Regarding \( \bar{L} \), the discriminatory skills concerning different degrees of dynamical complexity can be understood by the fact that for time-continuous systems, chaotic systems can display different degrees of spatial filling of the “populated” hyper-volume in phase space, i.e., a high (fractal) dimension of a chaotic attractor close to the (integer) dimension gives rise to a more homogeneous filling than lower ones, which has a natural geometric consequence for the possible path lengths between pairs of sampled state vectors on the attractor. However, it needs to be noted that quantifying dynamical complexity by means of \( \bar{L} \) suffers from two important drawbacks:

On the one hand, the measure is not normalized and depends crucially on the choice of \( \varepsilon \). Hence, working in different methodological settings (e.g., using fixed recurrence thresholds \( \varepsilon \) versus fixed recurrence rates \( RR = \rho \)) can provide potentially ambiguous results, since numerical values of \( \bar{L} \) cannot necessarily be directly compared with each other.
On the other hand, the system’s dynamical complexity influences the qualitative behavior of \( \hat{L} \), which further depends on whether the system is a discrete map or time-continuous. In the latter case, a periodic orbit would result in a higher \( \hat{L} \) than a chaotic one, since a chaotic attractor is a “spatially extended” object in phase space on which there are “shortcuts” between any two state vectors connecting points corresponding to different parts of the trajectory [53]. In turn, for discrete maps, a periodic orbit contains only a finite set of \( p \) mutually different state vectors, so that for sufficiently large \( L \), the RN is decomposed into \( p \) disjoint, fully connected components. In such a situation, with not just single isolated vertices, but a completely decomposed network, a reasonable redefinition of \( \hat{L} \) would be summing up only over pairs of mutually reachable vertices in Eq. (12). Consequently, we approach the minimum possible value of \( \hat{L} = 1 \) [52], whereas chaotic orbits typically lead to larger \( \hat{L} \).

According to the above observations, there is no fully developed theoretical understanding and description of the influence of attractor dimensionality on the resulting \( \hat{L} \) beyond the general considerations presented in Section 3.4. Corresponding further investigations might be an interesting subject for future studies.

3.5.5. Dimension characteristics by clustering and transitivity

As mentioned in Section 3.5.1, the scaling exponent of a possible power-law degree distribution has no direct relationship to the fractal dimension of the system [150]. In turn, such a relationship naturally exists when studying the corresponding integrated measure (i.e., the edge density \( \hat{\rho}(\varepsilon) \)) in terms of its scaling properties as the recurrence threshold is systematically varied. The latter approach has been extensively discussed in the literature in connection with the estimation of dynamical invariants from RPs [115, 163] and gives rise to estimates of the correlation dimension \( D_2 \). Notably, one of the classical approaches to estimating \( D_2 \) from time series data, the Grassberger-Procaccia algorithm [19, 164], makes use of the correlation sum, which can be easily formulated as a special case in terms of the recurrence rate or RN edge density [163].

The relatively high computational complexity of the latter approaches to estimating the correlation dimension from a RP stems from the fact that a sequence of RPs for different values of \( \varepsilon \) needs to be studied for obtaining a proper scaling relationship. In turn, as shown in [40], network transitivity \( \hat{T} \) provides an alternative approach to defining and estimating a different notion of fractal dimension. For this purpose, note that for a classical RGG embedded in some integer-dimensional metric space, the expected \( \hat{T} \) (which is numerically estimated as the ensemble mean over sufficiently many realizations of the stochastic generation of the RGG) is an analytical function of the dimension \( m \), which decays (exactly when using the maximum norm, otherwise approximately) exponentially with \( m \) [150]. This analytical relationship can be generalized to attractor manifolds with non-integer fractal dimensions, which can in turn be estimated from the RN transitivity by inverting this function.

Transitivity dimensions. For the general case, the idea formulated above leads to a pair of quantities referred to as upper and lower transitivity dimensions [40],

\[
D^+_{\hat{T}} = \limsup_{\varepsilon \to 0} \frac{\log(T(\varepsilon))}{\log(3/4)},
\]

\[
D^-_{\hat{T}} = \liminf_{\varepsilon \to 0} \frac{\log(T(\varepsilon))}{\log(3/4)},
\]

where the two definitions originate from the fact that certain systems (in particular, chaotic maps whose attractors form Cantor sets in at least one direction in phase space [40]) can exhibit an oscillatory behavior between some upper and lower accumulation point of \( T(\varepsilon) \) as the recurrence threshold \( \varepsilon \) is varied (Fig. 9(a)). For systems without such fragmented structure, the upper and lower transitivity dimensions practically coincide, which allows estimating them from the sample RN transitivity with reasonable accuracy using only a single network instance with one suitably chosen value of \( \varepsilon \). A detailed analytical investigation of the qualitatively different behavior of the RN transitivity for chaotic attractors with continuous and fragmented invariant densities in dependence on \( \varepsilon \) will be subject of future work. Note that in the above definition, we do not explicitly consider a scaling behavior for \( \varepsilon \to 0 \), since the definition does not explicitly contain \( \varepsilon \) (as it is the case for other classical notions of fractal dimensions), but makes use of normalized characteristics.
with a probabilistic interpretation (cf. Section 3.4). In this spirit, the fraction on the right-hand side of the Eqs. (50) and (51) is a well-defined object for each value of \( \varepsilon \) (i.e., the specific scale under which the system is viewed) individually. Figure 9 shows the behavior of the scale-dependent transitivity dimension estimate \( \hat{D}_T(\varepsilon) = \log(\hat{T}(\varepsilon))/\log(3/4) \) for the Henon map (Eq. A.4) and the Rössler system (Eq. A.2) for three different RN sizes. We note that very long realizations are typically required to numerically capture the local features of the chaotic attractor of the Henon map with reasonable confidence as shown in Fig. 9(a). The larger \( N \), the better the estimated values of this measure obtained for fixed \( \varepsilon \) approach stationary values corresponding to the upper and lower transitivity dimensions. In contrast, for too small \( N \), we observe significant deviations from the asymptotically estimated values, which becomes particularly important for \( \varepsilon \to 0 \).

In the case of the Rössler system, we obtain similar results shown in Fig. 9(b). We clearly recognize that \( \hat{D}_T(\varepsilon) \) assumes approximately stable (i.e., \( N \)- and \( \varepsilon \)-independent) values if the recurrence threshold is chosen sufficiently large. In general, there exist two limits that need to be taken into account: For too large recurrence rates, the RN characteristics lose their discriminatory skills, since too many edges are present masking subtle small-scale properties of the attractor [40, 160]. In turn, if \( \varepsilon \) is too low (e.g., if \( \hat{\rho} \) is below the RN's percolation threshold [145], the network decomposes into mutually disjoint components, and the resulting network characteristics can become ambiguous. In the considered example of the Rössler system, this decomposition is mainly caused by the rare excursions of some cycles towards larger \( z \) values, which give rise to a poorly populated region (low \( \hat{p}(\vec{x}) \)) of the attractor. In order to properly cover this part of the attractor for a given \( \varepsilon \), many samples (i.e., a large network size \( N \)) are necessary. Otherwise, the edge density \( \hat{\rho} \) starts saturating as \( \varepsilon \) gets smaller (at least in the regime where most vertices close to the \( z = 0 \) plane are still connected, cf. Fig. 9(b)), and the transitivity dimension estimates strongly deviate from their expected values.

Notably, the analytical relationship in Eqs. (50), (51) between the effective (geometric) dimension of chaotic attractors and RN transitivity provides the theoretical justification and foundation for applying \( \hat{T} \) as a characteristic discriminating between high and low dynamical complexity of chaotic attractors. Unlike for \( \hat{L} \), the transitivity shows qualitatively the same behavior for discrete and time-continuous systems and is normalized, so that its values can be directly used as a quantitative measure of dynamical complexity associated with the effective geometric dimensionality and, hence, structural complexity of the attractor in
phase space.

Local clustering dimensions. With the same rationale as for the global network transitivity, we can make use of the local clustering properties of RNs for defining local measures of attractor dimensionality, referred to as upper and lower clustering dimensions [40]:

\[
D^u_i(\vec{x}) = \limsup \epsilon \frac{\log(C(\vec{x}; \epsilon))}{\log(3/4)},
\]

\[
D^l_i(\vec{x}) = \liminf \epsilon \frac{\log(C(\vec{x}; \epsilon))}{\log(3/4)}.
\]

Following the same argument as for the (global) transitivity dimensions, we do not need to consider the limit \( \epsilon \to 0 \) here.

With similar considerations regarding the possible existence of two distinct accumulation points of \( C(\vec{x}) \) as \( \epsilon \) varies, we may utilize this framework for characterizing the point-wise dimension of chaotic attractors in a unique way without making explicit use of scaling characteristics in the common point-wise dimensions [40]. However, we need to keep in mind that the considered concept of (geometric) dimensionality is largely affected by the profile of the invariant density, e.g., the existence of sharp attractor boundaries or supertrack functions [40, 53, 159]. For example, if the attractor has distinct tips (e.g., in the case of the Hénon system [40, 53]), the geometric dimension at these points is effectively reduced to zero, which is reflected by \( C_i = 1 \) for state vectors \( \vec{x} \) sufficiently close to the tips. A similar behavior can be observed for the logistic map at the attractor boundaries and the supertrack functions [40, 53, 159].

The latter observations point to a prospective application of the local clustering properties of RNs. In case of chaotic attractors of time-continuous dynamical systems, it is known that an infinite number of unstable periodic orbits (UPOs) provide the skeleton of the chaotic dynamics and they are densely embedded in the attractor. The localization of such UPOs is, however, known to be a challenging task. Since UPOs are relatively weakly repulsive (from a practical perspective, those UPOs with low periods are typically least unstable), a trajectory getting close to the vicinity of an UPO will stay close to this orbit for some finite amount of time [165].

As a result, the dynamics close to UPOs is quasi one-dimensional, and state vectors sampled from the trajectories approximate some lower-dimensional (in the limiting case one-dimensional) subset of the attractor manifold. In such a case, the above theoretical considerations suggest that the local clustering coefficient \( C_i \) of vertices \( i \) close to low-periodic UPOs should be higher than the values typical for other parts of the chaotic attractor. This conceptual idea is supported by numerical results from [53, 160] (cf. also the band structures with increase, \( C_i \) in Fig. 6(b)), but has not yet been systematically applied to the problem of UPO localization. Notably, the detection limit of UPOs should be ultimately determined by the recurrence threshold \( \epsilon \) in conjunction with the RN size \( N \). Specifically, for every finite \( \epsilon > 0 \), there are infinitely many UPOs intersecting with the \( \epsilon \)-neighborhood of some point \( \vec{x}_i \) in phase space, whereas we will (for a finite sample of state vectors) only resolve the signatures of the least unstable orbits.

3.6. Practical considerations

The impact of several algorithmic parameters such as recurrence threshold \( \epsilon \), embedding parameters, sampling rate, or even the selection of variables in multi-dimensional systems has been extensively discussed in previous works [140, 166], focusing mostly on deterministic systems, but also addressing stochastic ones recently. In the following, we will summarize the main findings that should guide corresponding methodological choices in practical applications of RN analysis.

3.6.1. Choice of recurrence rate or threshold

The most crucial algorithmic parameter of recurrence-based time series analysis is the recurrence threshold \( \epsilon \), which has been discussed extensively in the literature [58, 145, 156, 160]. The empirical choice of \( \epsilon \) often depends on time series embedded in phase space. Too small \( \epsilon \) causes very sparsely connected RNs with many isolated components; too large \( \epsilon \) results in an almost completely connected network. Several invariants of a dynamical system, e.g., the second-order Rényi entropy \( K_2 \) can be estimated by taking its recurrence...
properties for $\varepsilon \to 0$ [19, 164], which suggests that for a feasible analysis of RNs, a low $\varepsilon$ is preferable as well. This is supported by the analogy to other types of complex networks based on spatially extended systems, where attention is usually restricted to the strongest links between individual vertices, i.e., observations from different spatial coordinates for retrieving meaningful information about relevant aspects of the systems’ dynamics. In contrast, a high edge density, does not yield feasible information about the actually relevant structures, because these are hidden in a large set of mainly less important edges [145, 156, 160].

As a consequence, only those states should be connected in a RN that are closely neighbored in phase space, leading to rather sparse networks. Following a corresponding rule of thumb confirmed for recurrence quantification analysis [167], one common choice of $\varepsilon$ would be corresponding to an edge density $\rho \lesssim 0.05$ [52, 53], which yields neighborhoods covering appropriately small regions of phase space. Note that since many topological features of recurrence networks are closely related to the local phase space properties of the underlying attractor [53], the corresponding information is best preserved for such low $\varepsilon$ unless the presence of noise requires higher $\varepsilon$ [167].

The heuristic criterion selecting $\varepsilon$ as the (supposedly unique) turning point of the plot of $\rho$ versus $\varepsilon$ [168] is not generally applicable (as discussed in [160]). In particular, this heuristic criterion cannot attribute certain network features to specific small-scale attractor properties in phase space [160]. Moreover, besides our general considerations supporting low $\varepsilon$, application of the turning point criterion can lead to serious pitfalls. We have to emphasize that various typical examples are both discrete and continuous dynamical systems are characterized by several turning points. Depending on the particular types of signals from real measurements from civil engineering structures, a heuristic assisted method for choosing an optimal threshold by searching for a turning point of a properly defined quality loss function might be a good solution [169].

For meaningfully estimating path-based and other higher-order structural properties of recurrence networks it is important that the recurrence network possesses a giant component and, hence, nearly all nodes are reachable from nearly all other nodes. At the same time, $\varepsilon$ should be as small as possible so that geometrical fine structure of the underlying attractor is still reflected in the recurrence network. Donges et al. propose to make use of this insight and suggest to set the recurrence threshold just above the percolation threshold $\varepsilon_c$ of the random geometric graph corresponding to the invariant density underlying the dynamical system under study [145]. This approach allows to connect the problem of choice of recurrence threshold to insights from the theory of random geometric graphs [150, 170, 171] and, more generally, spatial networks [68, 69, 172] on the percolation threshold $\varepsilon_c$ or the more frequently critical mean degree $z_c(\varepsilon_c)$ in random geometric graphs. In this way, the method allows to make use of analytical results on $z_c$ that have been obtained for various geometries and invariant densities [150]. These show that the percolation threshold $z_c = 1$ of Erdős-Rényi graphs is not a tight lower bound for random geometric graphs, i.e. also not in the case of RNs, but that the true critical mean degree tends to be larger due to spatial clustering effects. For example, Dall and Christensen [150] empirically find a scaling law

$$z_c(d) = z_c(\infty) + Ad^{-\gamma}$$

(54)

for the $d$-dimensional box $S = [0,1]^d$ with uniform probability density $p$, where $z_c(\infty) = 1$, $\gamma = 1.74$, and $A = 11.78$. Alternatively, $z_c$ can be obtained from the available data point cloud by numerical methods, e.g., efficiently by $k$-d tree algorithms.

One of the problems preventing a uniform choice of $\varepsilon$ across different time series is that the size of the attractor after embedding is arbitrary. To overcome this, Jacob et al. [158, 173] proposed first to normalize the time series into a unit interval so that the size of the attractor gets rescaled into the unit cube $[0,1]^m$ where $m$ is embedding dimension. Then, their choice of $\varepsilon$ has been based on empirical results from numerical computations such that the following two criteria are fulfilled [173]: (a) the resulting RN has to remain mostly as “one single cluster” (see also [145]) and (b) the measures derived from the RN should uniquely represent the underlying attractor. The first condition fixes the lower bound for $\varepsilon$ which ensures that the network becomes fully connected. The second one fixes the upper bound. Furthermore, Jacob et al. showed that the above two conditions together provide an identical optimum $\varepsilon$ range for time series from all chaotic attractors. However, recent findings point to the fact that this range may still depend on the specific
system under study and, more importantly, on the embedding dimension $m$ controlling the distribution of pairwise distances between state vectors in phase space, which should guide the corresponding threshold selection [135]. Moreover, it should be noted that the above choice of the critical range of $\varepsilon$ is, in fact, conceptually related to the selection of a scaling region in the conventional non-linear time-series analysis for computing dynamical invariants like the correlation dimension $D_2$ [164], thereby relieving the potential advantage of RN properties providing scale-local characteristics related to such dynamical invariants [40].

The above strategies for choosing $\varepsilon$ based on normalizing the underlying time series or fixing the recurrence density help us to overcome the problem of sliding-window-based analysis of systems with varying amplitude fluctuations (as coming from different dynamical regimes or non-stationarities). However, in real-world applications, time series are usually not always smooth. When considering time series by studying their RN representations, extreme points (very high rises or falls in the fluctuations) in the time series could break the connected components in the network since the distance between an extreme point and other points would be larger than the threshold value [174]. These unconnected components would cause problems for some complex network measures, since some of them need a connected network to be computed for the entire network. For example, even if we have just one node that is not connected to the network, the average path length will always be infinite for the entire network unless employing the artificial definition of $l_{ij} = N$ for vertices in disconnected components. In such a situation, the normalization method of Jacob et al. [158, 173] would result in non-optimal recurrence thresholds biasing the recurrence analysis. An even more important motivation for avoiding isolated components in the RN is that the RN provides a large amount of information about the dynamics of the underlying system, although it contains only binary information. To find a sufficiently small threshold $\varepsilon$ that fulfills the desired condition of connected neighborhoods, Eroglu et al. proposed to use the connectivity properties of the network. In particular, here the value for $\varepsilon$ is chosen in such a way that it is the smallest one for the RN to be connected. The connectivity of a RN is measured by the second-smallest eigenvalue $\lambda_2$ of the Laplacian matrix associated to the RN’s adjacency matrix [174]. Note that this criterion for choosing $\varepsilon$ in an adaptive way shares the same idea as [173, 175]. In the special case where the phase space consists of several disjoint partitions, the method guaranteeing the connectivity might not be feasible, for instance, the support of the invariant density is not continuous when the control parameter is in the periodic or even chaotic regimes before the band merging crisis of the logistic map. Another example for such a scenario is the standard map, where there exist several spatially disjoint components of periodic dynamics in phase space [160, 176]).

Note that modular regions of RNs may correspond to a trajectory bundle, which can be associated with the existence of metastable states. Small variations of $\varepsilon$ may lead to very different modular structure in the associated RN, which poses a basic challenge for identifying metastable states in real-world time series. Choosing an inadequate recurrence threshold can hide important geometric information related to the organization of a system in its phase space. In [177], it was suggested that an adequate recurrence threshold should lie in a range of values producing RNs with similar modular structures. This means that there is a range of recurrence thresholds for which the associated RNs describe reconstructed state space objects with equivalent topology. However, this region of values depends on the distribution of the particular time series data, which might not be uniform. Therefore, they define a filtration procedure to self-adaptively set an adequate $\varepsilon$ from RNs that are associated to a set of recurrence thresholds. The adequate $\varepsilon$ belongs to the subset of values in the filtration for which the modular structures of their associated RNs are the least dissimilar. Furthermore, in searching for metastable states [177], the authors suggested to compute modular similarity measures like the adjusted rank index, which may further help to identify an adequate recurrence threshold. Finally, a more recent alternative approach to the threshold selection problem in RNs has been suggested by Wiedermann et al. [178] in terms of analyzing the statistical complexity of the resulting RNs based upon the Jensen-Shannon divergence between their mean random-walker entropy $S_{RW}^{ij} = \sum_i \log k_{ij} N \log (N - 1)$ and that of ER random graphs. Specifically, they argued that the threshold could be chosen such that the resulting RN structure becomes most informative, which could be measured in terms of the specific complexity measure. However, it might be questioned if the most complex network structure also corresponds to the most informative one, e.g., when considering the selection of the corresponding edge density as a statistical model selection problem with the network’s statistical complexity as the target function to be optimized and the number of links as an analog to the number of degrees of free-
dom that should be used for penalizing the target function. Additional theoretical work will be necessary to further address this problem.

3.6.2. Dependence on embedding parameters

Two important algorithmic parameters of the RN approach are the parameters of time-delay embedding, i.e., embedding dimension \( m \) and delay \( \tau \). Note that alternative approaches of phase space reconstruction are possible, particularly so-called derivative embedding, which are, however, often harder to use and would just replace the embedding delay by other parameters possibly involved in more complex algorithms [179]. For this reason, we will not further discuss these alternative approaches here.

As mentioned in Section 3.1.1, our discussion so far has assumed that proper embeddings are available for the given time series. For instance, embedding dimension \( m \) and delay \( \tau \) could have been chosen properly by means of the FNN and ACF method, respectively, which commonly works well for data from deterministic dynamical systems. In turn, proper embeddings do not exist for non-stationary processes though they are more ubiquitous in real time series analysis, for instance, fractional Brownian motions (fBm) and related processes arising from an integration of stationary processes (e.g., fractional Lévy motion, (F)ARIMA models, etc.). More specifically, we have to keep in mind that some severe conceptual problems may appear when applying them to non-stationary processes. First, finite estimates of \( D_F \) are spurious due to the finite amount of data used. The latter result is reasonable since an infinite amount of data (i.e., the innovations at each time step) are necessary to fully describe the evolution of a stochastic process. Thus, from a conceptual perspective, the embedding dimension \( m \) should be chosen infinitely large. In turn, finite \( m \) will necessarily cause spurious results, since the full complexity of the system’s (discrete) trajectory is not captured.

On the other hand, the embedding delay \( \tau \) is not considered in the mathematical embedding theorems for deterministic dynamical systems. Embedding, with the same embedding dimension \( m \) but different \( \tau \) are topologically equivalent in the mathematical sense [6], but in reality a good choice of \( \tau \) facilitates further analysis. If \( \tau \) is small compared to the relevant internal time-scales of the system, successive elements of the delay vectors are strongly correlated. This leads to the practical requirement that the embedding delay should cover a much longer time interval than the largest characteristic time-scale that is relevant for the dynamics of the system. However, in fBm arbitrarily long time-scales are relevant due to the self-similar nature of the process [180]. This makes finding a feasible value of \( \tau \) a challenging (and, regarding formal optimality criteria, even theoretically impossible) task.

We emphasize that in the case of non-stationary fBm, the fundamental concepts of phase space reconstruction and low-dimensional dynamics do not apply (not even approximately) anymore. Therefore, the corresponding RN results as have been presented in [181] hold only for the particular choices of the algorithmic parameters (for instance, length of time series, embeddings etc), showing limited physical interpretations. In [180], it has been demonstrated that RN analysis can indeed provide meaningful results for stationary stochastic processes, given a proper selection of its intrinsic methodological parameters, whereas it is prone to fail to uniquely retrieve RN properties for intrinsically non-stationary stochastic processes like fBm. In cases of non-stationarity, a proper transformation is required to remove the particular type of non-stationarity from the data. This can be achieved by additive detrending, phase adjustment (de-seasonalization), difference filtering (incrementation) or other techniques, with the one mentioned last being the proper tool for the particular case of fBm transforming the original process into stationary fractional Gaussian noise (fGn). Further numerical results on the RN analysis for fGn will be presented in Section 3.7.3.

3.6.3. \( \varepsilon \)-dependence of RN properties

In order to evaluate the robustness of the topological properties of RNs, their dependence on the free parameter of the method, \( \varepsilon \), has to be explicitly considered. In particular, we show in Fig. 10 the effects of \( \varepsilon \) on network measures \( \hat{L} \) and \( \hat{C} \). The scale dependence of \( \hat{T} \) has been briefly reviewed in Section 3.5.5 and further results of \( \hat{T} \) and \( \hat{R} \) can be found in [40, 53]. In the following, we briefly summarize the main findings for the three model systems Hénon map (Eqs. A.4), Rössler (Eqs. A.2), and Lorenz system (Eqs. A.1).
As we already discussed associated with Eq. (28) in Section 3.3.3, there is an inverse relationship between $\hat{L}$ and the threshold $\varepsilon$, which has been numerically confirmed in Fig. 10(a, b, c). However, for the global clustering coefficient $\hat{C}$, the dependence on $\varepsilon$ is more complicated and depends on the specific properties of the considered system (Fig. 10(d, e, f)). In particular, while for too small $\varepsilon$, problems may occur, since the RNs will generally decompose into different disconnected clusters for a length $N$ of the considered time series, for intermediate threshold values, an approximately linear increase of $\hat{C}$ with $\varepsilon$ seems to be a common feature of all three examples.

3.6.4. Stability and robustness against noise

The results presented in Section 3.5.5 together with the numerical findings for model systems that will be presented in Section 3.7 show that RN approaches are able to clearly distinguish between periodic and chaotic dynamics under noise-free condition. However, in experimental time series, one is always confronted with measurement errors. Hence, it is necessary to analyze the influence of noise on the constructed RNs. In the framework of recurrence plots, choosing a larger $\varepsilon$ has been suggested to overcome the effect of additive noise [182], e.g., using a threshold $\varepsilon$ that is at least 5 times larger than the standard deviation $\sigma$ of the observational Gaussian noise can yield reliable statistics. This criterion is based on an analytical computation of the probability of a recurrence point in the RP to be correctly recognized in the presence of observational noise. We suggest to use this criterion if weak observational noise is present as it has been found that the choice $\varepsilon \sim 5\sigma$ is optimal for a wide class of processes [182].

It is interesting to visualize noise effects on the reconstructed RNs, which have been presented in [158]. In this work, the authors found numerically that RNs retain much of the information regarding the shapes of the attractor even with moderate addition of both, white and colored noise. Their numerical results suggest that the topology of RNs may completely change if the noise contamination level is above 50% of signal-to-noise ratio. Furthermore, it has been shown in [183] that the influence of noise on the clustering coefficient $\hat{C}$ can be minimized by an appropriate choice of $\rho(\varepsilon)$ (e.g., by setting $\rho(\varepsilon) > 0.02$), while the influence on the average path length $\hat{L}$ is independent of $\rho(\varepsilon)$. However, for noise levels greater than 40% in case of $\hat{C}$ and 20% in case of $\hat{L}$, the RN measures fail in distinguishing between noisy periodic dynamics and noisy chaotic dynamics. As the noise level reaches 50% or more, the structural characteristics of RNs present a smooth transition to those of random geometric graphs [156]. In particular, Jacob et al. have
numerically shown that these transitions hold for degree distributions, clustering coefficients and shortest path length [156]. The cross-over behavior of RNs towards random graphs has also been observed if $\varepsilon$ is increased towards the system size [156]. For large $\varepsilon$, the degree distributions tend to become Poissonian and both, clustering coefficient and shortest path length tend to be 1, which are characteristics for random networks with very high edge density.

By no means one can avoid noise effects when applying RN measures to discriminate different dynamical properties from experimental time series. In order to test the efficiency of RN measures as discriminating statistics, hypothesis testing using surrogate technique has been recently proposed [157]. For instance, a hypothesis that the data are derived from a linear stochastic process has been employed in [157]. The numerical results show that the clustering coefficient $C$ is not a good discriminating measure if the data involves colored noise whereas the shortest path length $L$ is effective in the presence of both white and colored noise. We have to emphasize that the specific choice of the hypothesis is fundamental to the interpretation of such results.

More generally, the consideration of uncertainties plays a crucial role for experimental time series. There are various sources of uncertainties, including measurement errors, noise, irregularly distributed sampling times, etc. The importance of considering the type and magnitude of the uncertainties of an observable in time series analysis cannot be stressed enough. In [184], Goswami et al. introduced a framework that merges the analysis of the measurements with that of their uncertainties, including uncertainties in the timing of observations, and shifts the focus from knowing the value of an observable at a given time to knowing how likely it is that the observable had a specific value at that time. In this case, since we consider time series with uncertainties, it is not possible to give a precise answer to the question whether time points $i$ and $j$ recurred, in the sense that we cannot answer this question with a 1 or 0 as in a traditional recurrence analysis. We estimate instead the probability that the observations at times $i$ and $j$ are contained in their respective $\varepsilon$-neighborhood. A further point of difference with traditional recurrence analysis is that, till date, there does not exist any meaningful way to embed a time series of probability densities, and one thus estimates the recurrence probabilities in the following without embedding. This novel framework of recurrence probabilities helps to track abrupt transitions in real time series with much improved statistical significance [184]. We emphasize that uncertainties bring a huge challenge to complex network approaches to nonlinear time series analysis in general. We will continue the corresponding discussions when reviewing the visibility graph methods in Section 4.3.

3.7. Numerical examples

RN approaches have been widely used for disentangling different dynamical regimes in different times of both, time-discrete and time-continuous dissipative systems [40, 52–54, 152, 160]. Specifically, as discussed above, discriminating qualitatively different types of dynamics can be achieved in terms of measures of complexity, dynamical invariants, or even structural characteristics of the underlying attractor’s geometry in phase space. In the context of RN, local vertex-based network characteristics of time series can be visualized in the corresponding phase space as shown in Fig. 6 [53]. For instance, phase spaces of discrete logistic and Hénon maps, as well as the chaotic Rössler and Lorenz system have been color coded by vertex degrees $k_i$, local clustering coefficient $C_i$, and betweenness $b_i$, respectively [40, 53, 54, 159]. Furthermore, global network measures like transitivity $\mathcal{T}$ or average path length $L$ have been applied to identify dynamical transitions in the logistic map when the control parameter is changed [52]. In addition to such stationary settings, the effect of drifting parameters on such characteristics has also been studied for classical model systems in terms of some sliding window analysis [142].

In the following, we will briefly review some “non-classical” numerical examples illustrating to which extent the aforementioned studies can be generalized to the contexts of higher-dimensional parameter spaces, Hamiltonian or even stochastic dynamics.

3.7.1. Parameter space in the Rössler system

In order to further illustrate the performance of RN transitivity $\mathcal{T}$ and average path length $L$ as tracers for qualitative changes in the dynamics of complex systems, we briefly recall results originally obtained by the
authors of [152]. In the latter work, the RN properties have been successfully used to discriminate between periodic and chaotic solutions in a two-dimensional subspace of the complete three-dimensional parameter space \((a, b, c)\) of the Rössler system. As Fig. 11 reveals, there are sequences of transitions between periodic and chaotic solutions. Specifically, we clearly see that the periodic windows are characterized by higher values of \(\hat{T}\) and \(\hat{L}\) than the chaotic solutions, which is in agreement with the general considerations in Sections 3.5.4 and 3.5.5. Specifically, for the periodic windows, we find \(\hat{T}\) close to 0.75, the theoretical value for periodic dynamics (i.e., a system with an effective dimension of 1).

In a similar way, we may use the RN framework for capturing the signatures of qualitative changes in the attractor’s shape and invariant density as a single control parameter is varied systematically. In a previous study using the Rössler system, the RN properties across the transition from the classical phase-coherent Rössler attractor to the non-coherent funnel regime have been investigated in [161]. Our results indicate that phase coherence – in a similar spirit as fractal dimension – can be characterized from a geometric rather than a dynamics viewpoint. However, as of today there is no single RN-based index for phase coherence that has been explicitly derived from theoretical considerations.

### 3.7.2. Hamiltonian dynamics

In [176], the validity of the RN approach for achieving the same goals in low-dimensional Hamiltonian systems has been demonstrated. Using the standard map as a paradigmatic example, RN analysis was applied to distinguish between regular and chaotic orbits co-existing in the same phase space. Specifically, it was shown (see below) that sticky orbits of the standard map (Eqs. A.7) can have a distinct geometric organization that can be detected reliably by RN analysis of relatively short time series (say, \(N = 1,000\) or 5,000 points). Note that this model is probably the best-studied chaotic Hamiltonian map and can be interpreted as a Poincaré section of a periodically kicked rotor [185, 186].

As in other Hamiltonian systems, the phase space of the standard map presents a complicated mixture of domains of chaotic trajectories coexisting with domains of regular ones. The regular component consists of both periodic and quasi-periodic trajectories, while the irregular one contains one or more chaotic orbits. A typical chaotic trajectory needs a long time to fill its corresponding domain in phase space. Due to the existence of periodic islands, once a chaotic orbit gets close to such an island, it can stay close to it and be almost regular in its motion for a rather long time. After this transient period it escapes again to the large chaotic sea. Such a long-term confinement of the trajectory close to the regular domain is commonly referred to as stickiness [186, 187], which has been accepted as a fundamental property of many Hamiltonian systems.

The corresponding results for the three global RN measures \(\hat{T}, \hat{C}\) and \(\hat{L}\) are shown in Figs. 12. Here,
we choose 200 initial conditions distributed randomly within the domain of definition of the standard map, \((x, y) \in [0, 1] \times [0, 1]\), and use the canonical parameter value of \(\kappa = 4\) in Eqs. (A.7). All trajectories are computed for 5000 time steps. Since we were aiming for a quantitative comparability of RN characteristics (which can depend on \(RR\)), we adaptively choose \(\varepsilon\) such that the \(RR\) has the same fixed value [176]. We observe that the overall structure of the phase space with its intermingled regular and irregular components is captured well by all three measures. Further dynamical and geometric measures have been discussed in [176]. Specifically, quasi-periodic trajectories are characterized by larger values of \(\hat{T}\) and \(\hat{C}\), while filling chaotic ones exhibit smaller \(\hat{T}\) and \(\hat{C}\) values (Fig. 12(a, b)).

Unlike periodic or quasi-periodic orbits, chaotic trajectories can fill the complete domain of chaos (as \(t \to \infty\)). In turn, regular ones are distinct and mutually nested. Since the RN measure \(\hat{L}\) depends clearly on the size of the orbit, the corresponding pattern in Fig. 12(c) is strongly influenced by the selection of a unique threshold \(\varepsilon\) for all studied trajectories. In turn, when fixing \(RR\) (as done here) the effect of different spatial distances on the estimated RN average path length \(\hat{L}\) is essentially removed (Fig. 12(c)).

3.7.3. Non-stationary deterministic systems

While the aforementioned results have been obtained for stationary deterministic systems, i.e., independent realizations of the system at fixed parameter values, tracing temporal changes in the dynamical complexity of non-stationary systems is another interesting field of application with numerous examples in the real-world. Using model systems with drifting parameters such as the Lorenz [142] or Rössler systems, it is possible to systematically evaluate the performance of RN characteristics in a sliding windows framework, underlining their capabilities for discriminating between qualitatively different types of dynamics and different degrees of complexity in non-stationary (transient) runs as well. For the example of a linearly drifting control parameters of the logistic map and the Rössler system (Eqs. (A.2)), Donges et al found that the values at which bifurcations between periodic and chaotic behavior occur in the non-stationary system do well coincide with the numerically estimated bifurcation points of the autonomous system, indicating that in the considered example, transient dynamics close to the bifurcation points does not play a major role as long as the considered RNs are still sufficiently large to obtain a reliable statistics.

3.7.4. Long-range correlated stochastic systems

Another category of non-stationary processes comprises long-term correlated stochastic dynamical systems, for instance, fractional Brownian motion (fBm) as already discussed in Section 3.6.2, which needs special care when applying recurrence based network analysis. In the case of non-stationary fBm, the fundamental concepts of phase space reconstruction and low-dimensional dynamics do not apply anymore [180]. One solution to the problem could be transforming the process in a way so that it becomes stationary [180]. In recent applications to non-stationary real-world time series [141, 142], the authors have removed non-stationarities in the mean by removing averages taken within sliding windows from the data. In the
particular case of fBm, the underlying stochastic process can be transformed into a stationary one by a first-order difference filter, i.e., by considering its increments \( x_i - x_{i-1} \). The transformed series is commonly referred to as fractional Gaussian noise (fGn) in analogy with the classical Brownian motion arising from an aggregation of Gaussian innovations. Notably, fGn retains the long-range correlations and Gaussian probability density function (PDF) from the underlying fBm process.

Because of its stationarity, for fGn the embedding parameters can be chosen more properly than for fBm. Following the discussion in Section 3.6.2, we choose the embedding delay \( \tau \) according to the decay of the ACF. For \( H < 0.5 \) (where \( H \) is the Hurst exponent of the process), the estimated ACF drops to negative value at lag one resulting from subsequent values being negatively correlated for the anti-persistent process. Therefore, we choose \( \tau = 1 \) for \( H < 0.5 \). In contrast, for \( H > 0.5 \) we use an estimator of the de-correlation time (specifically, the delay \( \tau \)) at which the ACF drops below 0.1 for selecting the embedding delay \( \tau \), which increases with rising \( H \) as one would expect since larger \( H \) indicates a longer temporal range of correlations. The embedding dimension \( m \) is chosen via the FNN method. Unlike for fBm, our results suggest that the optimal value \( m \) rises with an increasing length of the time series. Hence, it is dominated by the effect of a finite sample size, since the proper theoretical embedding dimension for a stochastic process would in fact be infinite. Specifically, due to the finite sample size, we still find a vanishing FNN rate at a finite embedding dimension, which is probably related to a lack of proper neighbors when high dimensions are considered.

It has been numerically found for various deterministic chaotic systems that the RN characteristics transitivity \( \hat{\tau} \) and global clustering coefficient \( \hat{C} \) provide relevant information for characterizing the geometry of the resulting RNs. Here, we further demonstrate the application of RNs to fGn to unveil how the transitivity properties of ANs arising from stationary long-range correlated stochastic processes depend on the characteristic Hurst exponents. From the numerical perspective, we show the dependence of the results on the embedding dimension \( m \) explicitly.

For \( H > 0.5 \), Fig. 13 shows that for a given embedding dimension \( m \), both \( \hat{\tau} \) and \( \hat{C} \) do not depend much on \( H \), which is expected since the \( m \)-dimensional Gaussian PDF of the process does not depend on \( H \) [145, 180]. Some minor deviation from the constant values can be observed at \( H \) close to 1, i.e., close to the non-stationary limit case represented by 1/f-noise, which might be due to numerical effects [180].

For \( H < 0.5 \), both \( \hat{\tau} \) and \( \hat{C} \) rise with decreasing \( H \). The reason for this behavior is that \( \tau = 1 \) is recommended but still not “optimal” embedding delay for anti-persistent processes. Specifically, the closer \( H \) approaches 0, the stronger is the anti-correlation at lag one. This means that with the same embedding delay \( \tau = 1 \), the smaller \( H \) the stronger are the mutual negative correlations between the different components of the embedding vector. As a consequence, the state vectors do not form a homogeneous \( m \)-dimensional Gaussian PDF with independent components in the reconstructed phase space, but are stretched...
and squeezed along certain directions, so that the resulting geometric structure appears significantly lower-dimensional than $m$. More numerical considerations have been discussed in [180], for instance, systematical biases when $H$ is close to 0 and due to a finite sample size $N$.

### 3.8. Multiplex recurrence networks

So far, RN approaches have been discussed in the framework of a single system. In the next three subsections, we focus on several different generalizations to multivariate analysis (cf. Sections 2.4 and 2.5): multiplex recurrence networks, inter-system recurrence networks (ISRN) and joint recurrence networks (JRN), the last two which are based on cross-recurrence plots and joint recurrence plots, respectively.

Let us start with the construction of multiplex recurrence networks, as schematically illustrated in Fig. 14. If in a multilayer network of $M$ layers, each layer has the same set of vertices and the connections between layers are only between a node and its counterpart in the other layers, we call such a network a “multiplex”. In [100], Eroglu et al. proposed to construct multiplex recurrence networks from multivariate time series. In the framework of visibility graph analysis, there is a counterpart of multiplex visibility graphs [188], which will be reviewed in Section 4.4.1. For now, let us consider an $M$-dimensional multivariate time series $\{\vec{x}_i\}_{i=1}^{N}$, with $\vec{x}_i = (x_i^1, x_i^2, \ldots, x_i^M) \in \mathbb{R}^M$ for any $i$. Then, the RN of the $\alpha$-th component of $\vec{x}(t)$ is created and forms the associated layer $\alpha$ of the multiplex network. For an $M$-dimensional multivariate time series, we can hence create $M$ different RNs which have the same number of nodes and each node is labeled by its associated time index $i$. These networks will form the different layers of a multilayer network. The layers are connected to each other exclusively via those nodes with the same time labels. Furthermore, this procedure requires that the time points are the same for all component time series. We note that networks transformed from multivariate time series are generally compatible with the definition of multiplex networks, because each node is uniquely assigned to a certain time point of the multivariate time series, i.e., we find equally time-labeled nodes in all layers.

More specifically, we denote the adjacency matrix of the $\alpha$-th layer as $A^{[\alpha]} = (A^{[\alpha]}_{ij})$ and $A^{[\alpha]}_{ij} = 1$ if nodes $i$ and $j$ are connected in layer $\alpha$, $A^{[\alpha]}_{ij} = 0$ otherwise. Then, the entire multiplex network $\mathcal{A}$ can be represented by the vector formed by the adjacency matrices of its layers, $\mathcal{A} = (A^{[1]}, A^{[2]}, \ldots, A^{[M]})$, which

![Figure 14: Construction of multiplex recurrence networks for multivariate time series. Reproduced from [100] with permission.](image-url)
can be alternatively expressed in matrix form as

$$\mathbf{A} = \begin{bmatrix} A^{[1]} & 1_N & \cdots & 1_N \\ 1_N & A^{[2]} & \cdots & \vdots \\ \vdots & \cdots & \cdots & 1_N \\ 1_N & \cdots & 1_N & A^{[m]} \end{bmatrix}_{NM \times NM},$$

where $1_N$ is again the identity matrix of size $N \times N$.

Two different measures have been proposed to quantify the similarity between layer $\alpha$ and $\beta$ of a multiplex network [100, 188]. The first is the interlayer mutual information $I^{\alpha \beta}$

$$I^{\alpha \beta} = \sum_{k^{[\alpha]}} \sum_{k^{[\beta]}} p(k^{[\alpha]}, k^{[\beta]}) \log \frac{p(k^{[\alpha]}, k^{[\beta]})}{p(k^{[\alpha]} \mid \alpha, \beta, \{t_i\})},$$

where $p(k^{[\alpha]}, k^{[\beta]})$ is the joint probability of the existence of nodes with degree $k^{[\alpha]}$ in layer $\alpha$ and $k^{[\beta]}$ in layer $\beta$, and $p(k^{[\alpha]} \mid \alpha, \beta, \{t_i\})$ are the degree distributions of the RN in layer $\alpha$ and $\beta$, respectively. Since $I^{\alpha \beta}$ is computed based on the degree sequences, instead of the original time series, the mutual information $I^{\alpha \beta}$ considers the topological recurrence structures in phase space.

A second measure to quantify the coherence of the original multivariate system is the average edge overlap [100, 188],

$$\omega = \frac{\sum_{\alpha=1}^{M} \sum_{\beta=1}^{M} \sum_{i \neq j} \sum_{k=0}^{N} A^{[\alpha]}_{ij} A^{[\beta]}_{ij} \delta_{ij}}{M \sum_{\alpha=1}^{M} \sum_{\beta=1}^{M} \sum_{i \neq j} \sum_{k=0}^{N} A^{[\alpha]}_{ij} A^{[\beta]}_{ij},}$$

where $\delta_{ij}$ is the Kronecker delta. This measure represents the average number of identical edges over all layers of the multiplex network [188]. Like the interlayer mutual information (Eq. 56), $\omega$ estimates the similarity and coherence via the averaged existence of overlapping links between nodes $i$ and $j$ in all layers $\alpha$ and $\beta$.

We note that the interlayer similarity measures (Eqs. 56 and 57) are computed for each pair of layers. The giant adjacency matrix $\mathbf{A}$ of the multiplex network can be projected onto one weighted network representation encompassing the interlayer information only. In other words, we consider each single layer of the multiplex as a node and weighted edges between nodes $\alpha$ and $\beta$ are determined by the quantity $I^{\alpha \beta}$, which yields a weighted projection network of size $M \times M$. The conversion of multilayer systems to weighted network structures is a computationally very efficient approach, which allows further characterization by some traditional structural measures, i.e., clustering coefficient $C_w$ and average shortest path length $L_w$, where the subscripts $w$ indicate that the measures are computed from weighted networks.

It has been demonstrated that all measures of $I^{\alpha \beta}$, $\omega$, $C_w$ and $L_w$ capture similarities in the linking structures of the multiplex recurrence networks [100]. In particular, high values for $I^{\alpha \beta}$, $\omega$ and $C_w$ have been observed for periodic systems, while lower values correspond to more chaotic systems. However, the opposite holds for $L_w$ because the diameter of a denser network is in general smaller. The discriminative power of these measures has been illustrated by both a numerical model of a coupled map lattices an real-world paleoclimate time series [109].

### 3.9. Inter-system recurrence networks

In the last decade, two different widely applicable bi- and multivariate extensions of RPs and RQA have been proposed [188]: cross-recurrence plots [97, 98, 189] and joint recurrence plots [99]. In the following, we discuss some possibilities for utilizing these approaches in a complex network framework, following previous considerations in [190–192]. For this purpose, let us consider $M$ (possibly multivariate) time series $\{\vec{x}_{[\alpha]}^i\}_{i=1}^{N_{[\alpha]}}$ with $\vec{x}_{[\alpha]}^i = \vec{x}^{[\alpha]}(t_{[\alpha],i})$ sampled at times $\{t_{[\alpha]}\}$ from dynamical systems $X^{[\alpha]}$ with $\alpha = 1, \ldots, M$. 

### 3.9.1. Cross-recurrence plots

A cross-recurrence plot (CRP) is a visualization technique that displays the recurrence of states from two or more dynamical systems. In a CRP, each point in the plot represents a recurrence of a state in one system with a state in another system. The CRP can be used to analyze the similarity of the phase space trajectories of the systems. The CRP is constructed by using the following steps:

1. For each time series $\vec{x}_{[\alpha]}$, compute the recurrence function $r_{[\alpha]}(t_{[\alpha]}, t_{[\alpha]})$.
2. For each pair of time series $\vec{x}_{[\alpha]}$ and $\vec{x}_{[\beta]}$, compute the cross-recurrence function $r_{[\alpha][\beta]}(t_{[\alpha]}, t_{[\beta]})$.
3. Plot $r_{[\alpha][\beta]}(t_{[\alpha]}, t_{[\beta]})$ against $t_{[\alpha]}$ and $t_{[\beta]}$.

The CRP provides a visual representation of the similarity between the systems, which can be used to identify patterns and structures in the data. The CRP can be used to study the synchronization between systems, the coupling strength, and the influence of one system on another. The CRP can also be used to analyze the temporal evolution of the systems and to identify changes in the behavior of the systems over time. 

### 3.9.2. Joint recurrence plots

A joint recurrence plot (JRP) is a visualization technique that displays the recurrence of states from two or more dynamical systems in a single plot. In a JRP, each point in the plot represents a recurrence of a state in one system with a state in another system. The JRP can be used to analyze the similarity of the phase space trajectories of the systems. The JRP is constructed by using the following steps:

1. For each time series $\vec{x}_{[\alpha]}$, compute the recurrence function $r_{[\alpha]}(t_{[\alpha]}, t_{[\alpha]})$.
2. For each pair of time series $\vec{x}_{[\alpha]}$ and $\vec{x}_{[\beta]}$, compute the joint recurrence function $r_{[\alpha][\beta]}(t_{[\alpha]}, t_{[\alpha]}, t_{[\beta]})$.
3. Plot $r_{[\alpha][\beta]}(t_{[\alpha]}, t_{[\alpha]}, t_{[\beta]})$ against $t_{[\alpha]}$ and $t_{[\beta]}$.

The JRP provides a visual representation of the similarity between the systems, which can be used to identify patterns and structures in the data. The JRP can be used to study the synchronization between systems, the coupling strength, and the influence of one system on another. The JRP can also be used to analyze the temporal evolution of the systems and to identify changes in the behavior of the systems over time. 

### 3.9.3. Applications of inter-system recurrence networks

Inter-system recurrence networks have a wide range of applications in various fields, including neuroscience, climate science, and econometrics. In neuroscience, inter-system recurrence networks can be used to study the coupling between different brain regions and to identify changes in the behavior of the systems over time. In climate science, inter-system recurrence networks can be used to study the coupling between different climate systems and to identify changes in the behavior of the systems over time. In econometrics, inter-system recurrence networks can be used to study the coupling between different economic systems and to identify changes in the behavior of the systems over time. 

### 3.9.4. Challenges and limitations

Despite the potential of inter-system recurrence networks, there are several challenges and limitations that need to be addressed. One of the main challenges is the computational complexity of the analysis, which can be high for large datasets. Another challenge is the interpretation of the results, which can be difficult due to the complexity of the data. Additionally, the analysis of inter-system recurrence networks requires expertise in mathematics and statistics, which can be a limitation for some researchers. 

### 3.9.5. Future directions

Future research in inter-system recurrence networks should focus on developing more efficient and accurate methods for analyzing the data, as well as on developing new applications for the analysis. This includes developing methods for analyzing large datasets, developing methods for interpreting the results, and developing methods for applying the analysis to new fields. 

### 3.9.6. Conclusion

Inter-system recurrence networks provide a powerful tool for analyzing the coupling between different systems. They can be used to study the synchronization between systems, the coupling strength, and the influence of one system on another. They can also be used to analyze the temporal evolution of the systems and to identify changes in the behavior of the systems over time. However, there are several challenges and limitations that need to be addressed, and future research should focus on developing more efficient and accurate methods for analyzing the data and on developing new applications for the analysis.
3.9.1. From cross-recurrence plots to cross-recurrence networks

One way of extending recurrence analysis to the study of multiple dynamical systems is looking at cross-recurrences, i.e., encounters of the trajectories of two systems \( X_\alpha \) and \( X_\beta \) sharing the same phase space, where \( \vec{x}_i^\alpha \approx \vec{x}_j^\beta \) [97, 98] (see Fig. 15(a) for some illustration). It is important to realize that cross-recurrences are not to be understood in the classical sense of Poincaré’s considerations, since they do not indicate the return of an isolated dynamical system to some previously assumed state. In contrast, they imply an arbitrarily delayed close encounter of the trajectories of two distinct systems. The elements of the cross-recurrence matrix \( CR^{[\alpha\beta]} \) are defined as

\[
CR_{ij}^{[\alpha\beta]}(\varepsilon) = \Theta(\varepsilon - \| \vec{x}_i^\alpha - \vec{x}_j^\beta \|),
\]

where \( i = 1, \ldots, N_\alpha \), \( j = 1, \ldots, N_\beta \), and \( \varepsilon \) is a prescribed threshold distance in the joint phase space of both systems. As in the single-system case, \( \varepsilon_{\alpha\beta} \) determines the number of mutual neighbors in phase space, quantified by the cross-recurrence rate

\[
RR^{[\alpha\beta]}(\varepsilon) = \frac{1}{N_\alpha N_\beta} \sum_{i=1}^{N_\alpha} \sum_{j=1}^{N_\beta} CR_{ij}^{[\alpha\beta]}(\varepsilon),
\]

which is a monotonically increasing function of \( \varepsilon_{\alpha\beta} \), i.e., the larger the distance threshold in phase space, the more neighbors are found. Notably, \( RR^{[\alpha\beta]} \) corresponds to a cross-edge density \( \rho^{[\alpha\beta]} \) (Eq. 21) of a coupled network representation (see below). Furthermore, \( R^{[\alpha]} \) and \( R^{[\beta]} \) are symmetric for individual subsystems, but the cross-recurrence matrix \( CR^{[\alpha\beta]} \) is asymmetric, since we typically have \( \| \vec{x}_i^\alpha - \vec{x}_j^\beta \| \neq \| \vec{x}_i^\beta - \vec{x}_j^\alpha \| \). Even more, it can be non-trivial if time series of different lengths \( N_\alpha \neq N_\beta \) are considered.

Due to the aforementioned characteristics, \( CR^{[\alpha\beta]} \) cannot be directly interpreted as the adjacency matrix of a network with similar properties as single-system RNs. This is because the indices \( i \) and \( j \) label two distinct sets of state vectors belonging to systems \( X^{[\alpha]} \) (\( i \)) and \( X^{[\beta]} \) (\( j \)), respectively. In turn, we can interpret the state vectors \( \{\vec{x}_i^\alpha\} \) and \( \{\vec{x}_j^\beta\} \) as two distinct groups of vertices, and \( CR^{[\alpha\beta]} \) as being an adjacency matrix of a cross-recurrence network (CRN) providing a binary encoding of the presence of edges between vertices belonging to different groups. This is the defining property of a bipartite graph [4].

Bipartite networks can be found in a wide range of fields [193, 194] and can be understood as a generic way for describing arbitrary complex networks [195, 196]. The large variety of applications of bipartite graphs has triggered great interest in models describing their properties in an appropriate way. Particular attention has been spent on the problem of community detection [197], involving new definitions for the modularity function [193, 198–200] and the development of proper algorithms for community detection [198, 201–203].

Figure 15: Schematic representation of cross-recurrence (a) and joint recurrence (b) between the trajectories \( \vec{x}(t) \) and \( \vec{y}(t) \) of two systems \( X \) and \( Y \). \( PS_X \) and \( PS_Y \) denote the individual phase spaces of systems \( X \) and \( Y \), respectively, whereas \( PS_{XY} \) indicates the joint phase space of \( X \) and \( Y \). Modified from [190].
partially relating to the spectral properties of the networks. However, their specific structure renders some traditional definitions of network-theoretic measures non-applicable, calling for generalizations or even redefinitions of quantities such as the clustering coefficient [204, 205]. This is why we do not further consider here the explicit quantification of the properties of the bipartite CRN, but follow a different approach detailed below.

3.9.2. Coupled networks framework for M subsystems

As mentioned above, there is a lack of appropriate measures for characterizing explicit bipartite network structures as compared with the rich toolbox of general-purpose complex network characteristics [22, 42]. Therefore, instead of explicitly investigating the bipartite structure of the CRN, it is more useful to combine the information contained in the single-system recurrence matrices $R^{[\alpha]}(\varepsilon_\alpha)$ and the cross-recurrence matrices $CR^{[\alpha\beta]}(\varepsilon_{\alpha\beta})$ to construct an inter-system recurrence matrix [191]

$$IR(\varepsilon) = \left( \begin{array}{ccc} R^{[1]}(\varepsilon_{11}) & CR^{[12]}(\varepsilon_{12}) & \cdots & CR^{[1M]}(\varepsilon_{1M}) \\ CR^{[21]}(\varepsilon_{21}) & R^{[22]}(\varepsilon_{22}) & \cdots & CR^{[2M]}(\varepsilon_{2M}) \\ \vdots & \vdots & \ddots & \vdots \\ CR^{[M1]}(\varepsilon_{M1}) & CR^{[M2]}(\varepsilon_{M2}) & \cdots & R^{[MM]}(\varepsilon_{MM}) \end{array} \right).$$  \hspace{1cm} \text{(60)}

Here, $\varepsilon = (\varepsilon_{\alpha\beta})_{\alpha\beta}$ is an $M \times M$ matrix containing the single-system recurrence thresholds $\varepsilon_{\alpha\alpha} = \varepsilon_{\alpha}$ and (cross-recurrence) distance thresholds $\varepsilon_{\alpha\beta}$. The corresponding inter-system recurrence network (IRN) [191] is fully described by its adjacency matrix

$$A(\varepsilon) = IR(\varepsilon) - 1_N,$$  \hspace{1cm} \text{(61)}

where $N = \sum_{\alpha=1}^M N_\alpha$ is the number of vertices and $1_N$ the $N$-dimensional identity matrix. As in the case of single-system RNs, the IRN is an undirected and unweighted simple graph, which additionally obeys a natural partition of its vertex and edge set (see Section 2.5). Specifically, for the “natural” partition of an IRN, the $G_\alpha$ correspond to the single-system RNs constructed from the systems $X^{[\alpha]}$, whereas the cross-recurrence structure is encoded in $F_{\alpha\beta}$ for $\alpha \neq \beta$. Vertices represent state vectors in the phase space common to all systems $X^{[\alpha]}$ and edges indicate pairs of state vectors from either the same or two different systems that are mutually close, whereby the definition of closeness can vary between different pairs of systems. To this end, we briefly mention two specific choices that may be convenient:

- Since we assume the considered systems to share the same phase space, it can be reasonable to measure distances in a way disregarding the specific membership of vertices to the different systems under study. This would imply choosing $\varepsilon_{\alpha\beta} = \varepsilon$ as equal values for all $\alpha, \beta = 1, \ldots, M$. In such a case, we can (modulo embedding effects) reinterpret the IRN as the RN constructed from the concatenated time series

$$\{\tilde{y}_i\}_{i=1}^N = (\tilde{x}_1^1, \ldots, \tilde{x}_{N_1}^1, \tilde{x}_1^2, \ldots, \tilde{x}_{N_2}^2, \ldots, \tilde{x}_1^M, \ldots, \tilde{x}_{N_M}^M).$$

In this situation, we reconsider the general framework of single-system RN analysis as discussed above for studying the geometric properties of the combined system as reflected in a RN. Note, however, that in this case it is hardly possible to explicitly exploit the given natural partitioning of the concatenated data. One corresponding strategy could be utilizing methods for community detection in networks [197], such as consideration of modularity [206]. Notably, such idea has not yet been explored in this context, and it is unclear to what extent the inferred possible community structure of an IRN could exhibit relevant information for studying any geometric signatures associated with the mutual interdependencies between different dynamical systems. To this end, we leave this problem for future research. In contrast, all state vectors are treated in exactly the same way.

- An alternative choice of recurrence and distance thresholds is based on considering that the individual single-system RNs are quantitatively comparable. Since some of the network measures discussed in Section 2.2 explicitly depend on the number of existing edges in the network, this requirement calls
The estimator of \( C_{\alpha \beta}(\vec{x}; \varepsilon) \) is approximated by the discrete local cross-clustering coefficient \( \hat{C}_{\alpha \beta}^i(\varepsilon) \) (Eq. 17).

Table 3: Comparison of inter-system and joint RNs regarding the principal requirements on the time series to be analyzed.

<table>
<thead>
<tr>
<th>Requirement</th>
<th>IRN</th>
<th>JRN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>arbitrary</td>
<td>identical</td>
</tr>
<tr>
<td>Sampling</td>
<td>arbitrary</td>
<td>identical</td>
</tr>
<tr>
<td>Physical units</td>
<td>identical</td>
<td>arbitrary</td>
</tr>
<tr>
<td>Phase space dimension</td>
<td>identical</td>
<td>arbitrary</td>
</tr>
</tbody>
</table>

For networks with the same edge density \( \rho_\alpha = \rho \) for all \( \alpha = 1, \ldots, M \). In other words, the recurrence thresholds \( \varepsilon_\alpha \) \( (\alpha = 1, \ldots, M) \) could be chosen such that the (single-system) recurrence rates are equal \( (RR_1 = \cdots = RR_M = RR) \). Given the natural partitioning of the IRN vertex set, such network can be viewed and statistically analyzed as a network of networks (see Section 2.5). In this case, in order to highlight the interconnectivity structure of the individual RNs, it is beneficial to choose the distance thresholds \( \varepsilon_{\alpha \beta} \) for \( \alpha \neq \beta \) such that the resulting cross-recurrence rates \( RR_{\alpha \beta} \) yield \( RR_{\alpha \beta} \leq RR_{\alpha} = RR_{\beta} = RR \) and possibly also take the same values \( RR_{\alpha \beta} = CRR < RR \) for all \( \alpha \neq \beta \). A further note is that, for an IRN, \( \rho_{\alpha \beta}(\varepsilon_{\alpha \beta}) \) equals the (cross-) recurrence rate \( RR_{\alpha \beta}(\varepsilon_{\alpha \beta}) \) (for \( \alpha = \beta \), it gives the corresponding single-system recurrence rate \( RR_{\alpha}(\varepsilon_{\alpha}) \)).

As already stated above, the meaningful construction and analysis of IRNs requires time series \{\( \vec{x}_i^{[\alpha]} \)}_{i=1}^{N_\alpha} \ that share the same phase space and, hence, describe the same observables with identical physical units (Table 3). However, time series under study can in principle be sampled at arbitrary times \{\( t_i^{[\alpha]} \)}_{i=1}^{N_\alpha} \ and have different lengths \( N_\alpha \), because the method discards all information on time and focuses exclusively on neighborhood relationships in phase space. This type of geometric information is what can be exploited for studying coupling structures between different dynamical systems as reflected by the spatial arrangement of state vectors in the joint phase space (see Section 2.4).

### 3.9.3. Analytical description

In the same spirit as for the single-system RNs (Section 3.4), we can consider the graph-theoretical measures for studying the interconnections between subnetworks within IRNs (Section 2.5) as discrete approximations of more general geometric properties [93]. Let \( S_\alpha \subset Y \) be a subset of an \( m \)-dimensional compact smooth manifold \( Y \) and \( p^{[\alpha]}(\vec{x}) \) represent its invariant density for all \( \alpha = 1, \ldots, M \), where \( \vec{x} \in S_\alpha \). In the following, the \( S_\alpha \) and \( p^{[\alpha]} \) are assumed to fulfill the same requirements that are stated for \( S \) and \( p \) in Section 3.4. Notably, the \( S_\alpha \) are assumed to have a considerable non-empty pairwise intersections. We will use the abbreviation \( \int d\mu^{[\alpha]}(\vec{x}) = \int_{S_\alpha} d\mu^{[\alpha]}(\vec{x}) \), where \( \mu_\alpha \) is a probability measure on \( S_\alpha \). For simplicity, only a single recurrence threshold \( \varepsilon = \varepsilon_{\alpha \beta} \) for all \( \alpha, \beta \) will be used in the following. The generalization to different values of \( \varepsilon_{\alpha \beta} \) is straightforward.

**Local measures.** The continuous \( \varepsilon \)-cross-degree density

\[
\rho^{[\alpha]}(\vec{x}; \varepsilon) = \int_{B_{\varepsilon}(\vec{x}) \cap S_\alpha} d\mu^{[\beta]}(\vec{y}) = \int d\mu^{[\beta]}(\vec{y}) \Theta(\varepsilon - ||\vec{x} - \vec{y}||) \tag{62}
\]

measures the probability that a randomly chosen point in \( S_\beta \) is found in the neighborhood \( B_\varepsilon(\vec{x}) \) of \( \vec{x} \in S_\alpha \). Its discrete version is the cross-degree density \( \rho^{[\alpha \beta]}(\varepsilon) \) (Eq. 16).

The continuous local \( \varepsilon \)-cross-clustering coefficient

\[
C^{\alpha \beta}(\vec{x}; \varepsilon) = \frac{\int_{B_{\varepsilon}(\vec{x}) \cap S_\beta} d\mu^{[\beta]}(\vec{y}) d\mu^{[\beta]}(\vec{\tilde{z}}) \Theta(\varepsilon - ||\vec{y} - \vec{\tilde{z}}||)}{\rho^{\alpha \beta}(\varepsilon; \varepsilon)^2} \tag{63}
\]

gives the probability that two randomly chosen points \( \vec{y}, \vec{\tilde{z}} \in S_\beta \) are \( \varepsilon \)-close to each other \( (||\vec{y} - \vec{\tilde{z}}|| < \varepsilon) \) if they both lie in the neighborhood of \( \vec{x} \in S_\alpha \). The estimator of \( C^{\alpha \beta}(\vec{x}; \varepsilon) \) is approximated by the discrete local cross-clustering coefficient \( \hat{C}_{\alpha \beta}^i(\varepsilon) \) (Eq. 17).
Considering the mutual global geometry of the sets $S_\alpha, S_\beta$, we furthermore introduce continuous $\varepsilon$-cross-closeness centrality

$$c^{\alpha\beta}(\vec{x}; \varepsilon) = \left( \int d\mu_c^{[\beta]}(\vec{y}) \frac{g(\vec{x}, \vec{y})}{\varepsilon} \right)^{-1}. \tag{64}$$

quantifying the closeness of $\vec{x} \in S_\alpha$ to all points of the set $S_\beta$ along geodesics together with the related harmonic continuous local $\varepsilon$-cross-efficiency

$$c^{\alpha\beta}(\vec{x}; \varepsilon) = \int d\mu_c^{[\beta]}(\vec{y}) \left( \frac{g(\vec{x}, \vec{y})}{\varepsilon} \right)^{-1}. \tag{65}$$

Here, geodesics are defined with respect to the union of all involved systems attractors $S = \bigcup_{\alpha=1}^M S_\alpha$ and $g(\vec{x}, \vec{y})$ is a suitable distance metric on such geodesics (Section 3.4). The discrete estimators of these two local path-based measures for interdependent networks are respectively given by $c^{\alpha\beta}_i(\varepsilon)$ (Eq. 18) and $c^{\alpha\beta}_i(\varepsilon)$ (Eq. 19).

Finally, we define the continuous $\varepsilon$-cross-betweenness centrality

$$b^{\alpha\beta}(\vec{x}; \varepsilon) = \int \int d\mu_c^{[\alpha]}(\vec{y}) d\mu_c^{[\beta]}(\vec{z}) \sigma(\vec{y}, \vec{z}; \vec{x}; \varepsilon). \tag{66}$$

As in the single network case, $\sigma(\vec{x}, \vec{y}; \vec{z}; \varepsilon)$ denotes the number of times $\vec{x} \in S$ (i.e., from any arbitrary subnetwork) lies on a geodesic between $\vec{y} \in S_\alpha$ and $\vec{z} \in S_\beta$, and $\sigma(\vec{y}, \vec{z}; \varepsilon)$ denotes the total number of such geodesics. Regarding the appropriate parametrization of $c^{\alpha\beta}(\vec{x}; \varepsilon)$, we refer to our discussion for the single network case in Section 3.4. The discrete estimator $b^{\alpha\beta}_i(\varepsilon)$ is given in Eq. (20).

**Global measures.** The simplest continuous global property describing the geometric overlap between the sets $S_\alpha$ and $S_\beta$ is the continuous $\varepsilon$-cross-edge density

$$\rho^{\alpha\beta}(\varepsilon) = \int \int d\mu_c^{[\alpha]}(\vec{x}) d\mu_c^{[\beta]}(\vec{y}) \Theta(\varepsilon - \|\vec{x} - \vec{y}\|) = \rho^{\beta\alpha}(\varepsilon) \tag{67}$$

that is empirically estimated by the discrete $\varepsilon$-cross-edge density $\hat{\rho}^{\alpha\beta}(\varepsilon)$ (Eq. 21).

The expectation value of the continuous local $\varepsilon$-cross-clustering coefficient $C^{\alpha\beta}(\vec{x}; \varepsilon)$ is referred to as the **continuous global $\varepsilon$-cross-clustering coefficient**

$$C^{\alpha\beta}(\varepsilon) = \int d\mu_c^{[\alpha]}(\vec{x}) C^{\alpha\beta}(\vec{x}; \varepsilon), \tag{68}$$

which is approximated by the discrete global cross-clustering coefficient $\hat{C}^{\alpha\beta}(\varepsilon)$ (Eq. 22). Moreover, designed for quantifying transitivity in the cross-recurrence structure, the continuous $\varepsilon$-cross-transitivity

$$T^{\alpha\beta}(\varepsilon) = \int \int \int d\mu_c^{[\alpha]}(\vec{x}) d\mu_c^{[\beta]}(\vec{y}) d\mu_c^{[\beta]}(\vec{z}) \Theta(\varepsilon - \|\vec{x} - \vec{y}\|) \Theta(\varepsilon - \|\vec{y} - \vec{z}\|) \Theta(\varepsilon - \|\vec{x} - \vec{z}\|) \tag{69}$$

gives the probability that two randomly chosen points $\vec{y}, \vec{z} \in S_\beta$ which are $\varepsilon$-close to a randomly chosen point $\vec{x} \in S_\alpha$ are also $\varepsilon$-close with respect to each other. $T^{\alpha\beta}(\varepsilon)$ is approximated by the discrete cross-transitivity $\hat{T}^{\alpha\beta}(\varepsilon)$ (Eq. 23). As in the case of the discrete estimators, the two latter quantities are in general not symmetric, i.e., $C^{\alpha\beta}(\varepsilon) < C^{\beta\alpha}(\varepsilon)$ and $T^{\alpha\beta}(\varepsilon) \neq T^{\beta\alpha}(\varepsilon)$.

While the two former measures depend only on the local overlap structure between $S_\alpha$ and $S_\beta$ together with the involved densities $p^{[\alpha]}(\vec{x})$ and $p^{[\beta]}(\vec{x})$, path-based measures contain information on the global geometry of both sets. The continuous $\varepsilon$-cross-average path length

$$L^{\alpha\beta}(\varepsilon) = \int \int d\mu_c^{[\alpha]}(\vec{x}) d\mu_c^{[\beta]}(\vec{y}) \frac{g(\vec{x}, \vec{y})}{\varepsilon} = L^{\beta\alpha}(\varepsilon) \tag{70}$$

is given by
gives the average length of geodesic paths starting in \( S_\alpha \) and ending in \( S_\beta \) or vice versa. Similarly, we define the continuous global \( \varepsilon \)-cross-efficiency

\[
\mathcal{E}^{\alpha\beta}(\varepsilon) = \left( \int \int d\mu^{\alpha}(x)d\mu^{\beta}(y) \left( \frac{g(x,y)}{\varepsilon} \right)^{-1} \right)^{-1} = \mathcal{E}^{\beta\alpha}(\varepsilon)
\]

which is the harmonic mean geodesic distance between \( S_\alpha \) and \( S_\beta \). Discrete approximations of these global path-based quantifiers are provided by the cross-average path length \( \mathcal{L}^{\alpha\beta}(\varepsilon) \) (Eq. 24) and global cross-efficiency \( \mathcal{E}^{\alpha\beta}(\varepsilon) \) (Eq. 25), respectively. As for their discrete estimators, the path-based characteristics \( \mathcal{L}^{\alpha\beta}(\varepsilon) \) and \( \mathcal{E}^{\alpha\beta}(\varepsilon) \) are invariant under an exchange of \( S_\alpha \) and \( S_\beta \).

3.9.4. Geometric signatures of coupling

The new class of statistical network measures designed for investigating the topology of networks of networks discussed in the previous subsections is readily applicable for analyzing the interdependency structure of multiple complex dynamical systems. For the special case of two coupled systems \( X \) and \( Y \), we have demonstrated numerically that in an IRN, the asymmetry intrinsic to the global cross-transitivity \( \mathcal{T}^{XY} \) and global cross-clustering coefficient \( \mathcal{C}^{XY} \) can eventually be exploited to reliably detect the direction of coupling between chaotic systems over a wide range of coupling strengths, requiring only a relatively small number of samples \( N_{XY} \sim \mathcal{O}(10^3 \ldots 10^4) \) [191]. For this purpose, we make again use of the fact that transitivity-based characteristics quantify subtle geometric properties which can be easily evaluated both analytically and numerically. Note, however, that this finding has been purely heuristic so far and lacks a precise characterization under which conditions the corresponding considerations do apply.

In order to see how cross-transitivity and global cross-clustering coefficients capture dynamical signatures of asymmetric vs. symmetric coupling configurations, let us assume a diffusive coupling with positive sign (i.e., an attractive interaction) as in Eq. (A.5). In the uncoupled case, cross-triangles arise randomly according to the sampling from the systems’ respective invariant densities. In this case, the single-system transversality and global clustering coefficients \( \mathcal{T}^{X} \) and \( \mathcal{C}^{X} \) originate from the geometry of the respective set \( S_X \) and obey similar values of \( \mathcal{T}^{X} \) and \( \mathcal{C}^{X} \). In return, if both systems are represented by the same set of state variables (a prerequisite for the application of IRNs) and obey similar values of \( \mathcal{T}^{X} \) and \( \mathcal{C}^{X} \), it is likely that also \( \mathcal{T}^{XY} \) and \( \mathcal{C}^{XY} \) take similar values. Note that minor asymmetries in the interdependent network characteristics can already occur if both systems are only weakly non-identical, e.g., when considering coupled identical Rössler systems with just a small detuning of their natural frequencies [191].

Let us suppose now that there is a unidirectional coupling \( X \rightarrow Y \). In this case, the trajectory of the driven system \( Y \) is attracted by that of the driver \( X \) due to the considered form of coupling. As a result, it is likely to find more states in \( Y \) that are close to mutually connected pairs of states in \( X \) than in the uncoupled case. This implies that \( \mathcal{T}^{YX} \) (\( \mathcal{C}^{YX} \)) increases since \( X \) is “pulling” the trajectory of \( Y \) and, hence, the number of triangles having their baseline in \( Y \) increases relatively to those having their baseline in \( X \). Consequently, we expect to have \( \mathcal{T}^{YX} > \mathcal{T}^{XY} \) and \( \mathcal{C}^{YX} > \mathcal{C}^{XY} \), which is confirmed by numerical studies as shown in Fig. 16 [191].

Moderate unidirectional coupling (below the threshold strength characterizing the onset of synchronization) increases the driven system’s dimension [117, 207] (we will numerically demonstrate this behavior in Section 3.10.3), so that former neighbors of pairs of recurrent states in \( X \) are not mutually close in \( Y \) anymore. In this case, the number of “cross-triangles” with baseline in \( Y \) decreases in comparison with those having their baseline in \( X \). In fact, a corresponding decrease in \( \mathcal{T}^{XY} \) (\( \mathcal{C}^{XY} \)) can often be observed in parallel.

Figure 16 shows an illustrative example of global cross-clustering coefficients \( \mathcal{C}^{XY} \) (Eq. 22) for two unidirectionally coupled Rössler systems (Eqs. (A.5)) in the rather complex funnel regime with the same parameters \( a, b \) and \( c \), but a weak detuning of \( \nu = 0.02 \), following the setting of [191]. The obtained results are consistent with our above heuristic explanation for the emergence of asymmetries between the interdependent network characteristics in the presence of unidirectional coupling. Specifically, for a wide
range of moderate coupling strengths, the difference between the two global cross-clustering coefficients \( \hat{C}^{XY} \) and \( \hat{C}^{YX} \) allows to correctly identify the direction of the imposed coupling. At large coupling strengths (i.e., close to and beyond the onset of generalized synchronization, which is indicated by the second largest Lyapunov exponent of the system approaching zero as shown in Fig. 16), both \( \hat{C}^{XY} \) and \( \hat{C}^{YX} \) become statistically indistinguishable, which is consistent with the fact that the behavior of the driven system is completely locked to the dynamics of the driver (cf. Section 3.10.3). In turn, the indistinguishability of both coupling directions at very low coupling strengths is most likely due to the fact that the geometric deformations of the driven system’s attractor are too small to be detected by the given finite values of \( \varepsilon_X \), \( \varepsilon_Y \) and \( \varepsilon_{XY} \) and the chosen network size. We expect that for larger IRNs and smaller distance thresholds, the lower boundary of the interval of coupling strengths for which the two global cross-clustering coefficients differ statistically significantly from each other will shift towards zero.

We emphasize that the same results can be obtained using the cross-transitivity replacing the global cross-clustering coefficient. Moreover, it is notable that the reported distinction can already be obtained at comparably small network sizes of some hundred vertices [191].

Furthermore, as one of successful applications of inter-system recurrence network approaches, Gao et al. characterize different oil-water flow patterns by reconstructing networks from multi-channel measurements [209–211]. In this series of works, Gao et al. constructed multivariate RNs based on cross recurrence plots. Further sufficient examples include the detection of coupling direction between the Indian and East Asian monsoon branches based on two representative paleoclimate records from Oman and China [191].

3.10. Joint recurrence networks
3.10.1. Joint recurrence plots

Besides cross-recurrences, another possible multivariate generalization of RPs is studying joint recurrences of different systems in their individual (possibly different) phase spaces. Here, the basic idea is that the simultaneous occurrence of recurrences in two or more systems \( X^{[\alpha]} \) (see Fig. 15(b)) contains information on possible interrelationships between their respective dynamics, for example, the emergence of generalized synchronization (GS) [99, 116]. Consequently, based on time series \( \{ x^{[\alpha]}_i \}_{i=0} \), the joint recurrence matrix \( JR \) is estimated using the Wolf algorithm [208] for two Rössler oscillators (Eqs. A.5) subject to unidirectional coupling \( X \rightarrow Y \) (a) and \( Y \rightarrow X \) (b). The shaded regions mark the values of the coupling strength for which a correct identification of the coupling direction is achieved. Error bars represent mean values and standard deviations taken from an ensemble of 200 independent network realizations (with \( N = 1,500 \) data points per system). Modified from [191].
with elements

\[
JR_{ij}(\varepsilon_1, \ldots, \varepsilon_M) = \prod_{\alpha=1}^{M} R_{ij}^{(\alpha)}(\varepsilon_\alpha)
\]

is defined as the element-wise product of the single-system recurrence matrices \(R^{(\alpha)}\) with the elements

\[
R_{ij}^{(\alpha)}(\varepsilon_\alpha) = \Theta(\varepsilon_\alpha - \| \vec{x}^{(\alpha)}_1 - \vec{x}^{(\alpha)}_j \|),
\]

where \((\varepsilon_1, \ldots, \varepsilon_M)\) is the vector of recurrence thresholds that can be selected for each time series individually, typically such as to yield the same global recurrence rates \(RR_\alpha = R\) for all \(\alpha = 1, \ldots, M\).

### 3.10.2. Network interpretation

Analogously to single-system RN analysis, we take a graph-theoretical perspective by defining a joint recurrence network (JRN) by its adjacency matrix

\[
A(\varepsilon_1, \ldots, \varepsilon_M) = JR(\varepsilon_1, \ldots, \varepsilon_M) \cdot 1_N,
\]

where \(1_N\) again denotes the \(N\)-dimensional identity matrix. Hence, the edges \((i, j)\) of a JRN indicate joint recurrences occurring simultaneously in all \(M\) time series under study. Alternatively, \(A(\varepsilon_1, \ldots, \varepsilon_M)\) may be viewed as the element-wise product of the single-system recurrence networks’ adjacency matrices \(A^{(\alpha)}(\varepsilon_\alpha)\).

As single-system RN and IRN, the JRN describes an undirected and unweighted simple graph. However, due to the temporal simultaneity condition of the joint recurrence concept, vertices \(i\) are explicitly associated with points in time \(t_1^{(1)} = t_2^{(1)}\) common to the \(M\) considered time series (cf. Tab. 3). This is conceptually different from RNs and IRNs where time information is not taken into account so that network characteristics are invariant under permutations of the state vectors (i.e., the – possibly embedded – observations). More specifically, it is not possible to relabel the observations in the underlying time series prior to the computation of the JRN, whereas the JRN vertices can be shuffled again without altering the resulting network properties.

By construction, the time series \(\{\vec{x}^{(\alpha)}_i\}\) used for constructing a JRN need to be sampled at identical times \(\{t_i^{(\alpha)}\}\) and have to have the same length, i.e., \(N_1 = N_2 = \cdots = N_M = N\). However, since recurrences are compared instead of state vectors, the advantage of JRN is that the \(\{\vec{x}^{(\alpha)}_i\}\) neither have to represent the same physical quantity measured in identical units, nor need they reside in the same phase space (Tab. 3).

From a conceptual perspective, a JRN can be regarded as a RN for the combined system \((X^{(1)} \otimes \cdots \otimes X^{(M)})\) in its higher-dimensional phase space spanned by all state variables. However, recurrences are defined here in some non-standard way by taking recourse in the subspaces associated with the individual systems \(X^{(\alpha)}\) separately into account. This implies that the properties of JRNs can be studied in essentially the same way as those of single-system RNs but with possibly more subtle geometric interpretations of the respective network characteristics. In turn, comparing the same properties for JRN and single-system RNs provides important information about the similarity of neighborhood relationships in the combined phase space and projections on the individual systems’ subspaces. Specifically, we can gain insights about the effective degrees of freedom of the combined system, which may be reduced in comparison with the sum of the degrees of freedom of the uncoupled systems due to dynamical interdependences between its components. Note that there is a close analogy to multiplex recurrence networks, with the exception that JRN do not exhibit any inter-layer linkages.

**f-joint recurrence network.** Equivalently to their interpretation outlined in Section 3.10.2, we can also consider JRN as the reduction of a generalized multiplex RN, where the vertices correspond to time points \(t_i\), which can be connected by at most \(M\) different types of (labelled) edges representing the mutual closeness of states in the \(M\) different systems. In this viewpoint, the reduction towards the JRN follows from the requirement that for a given pair of vertices, in the multiplex RN all \(M\) possible labelled edges must be present. With other words, in terms of Boolean logics the entries of the binary recurrence matrices \(R^{(\alpha)}\) are connected by a logical AND for defining the elements of \(JR\).

Notably, the presence of a joint recurrence becomes increasingly unlikely as the number of interacting systems \(M\) increases. Even in the case of very strong interdependences, there may be stochastic fluctuations
in the individual systems (e.g., observational noise) that mask recurrences in individual systems and, thus, subsequently reduce the joint recurrence rate

\[ JRR(\varepsilon_1, \ldots, \varepsilon_M) = \frac{2}{N(N-1)} \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} JR_{ij}(\varepsilon_1, \ldots, \varepsilon_M) \]  

(75)

aka JRN edge density \( \rho_J \).

One possibility to circumvent the problem sketched above is relaxing the requirement of having simultaneous recurrences in all sub-systems (i.e., the logical AND operation connecting the recurrence matrices of the individual systems in a component-wise way), but considering the case where at least a fraction \( f \in (0, 1] \) of all systems exhibit recurrences (the standard JRN follows for \( f = 1 \) [155]). This point of view allows defining a hierarchy of networks, which we call \( f \)-joint recurrence networks (\( f \)-JRN). Starting from the union of single-system RNs (respectively, the multiplex RN) providing a network with \( M \) different edge types corresponding to recurrences of the individual systems, we require that there exist at least \( \lfloor fM \rfloor \) edges between two specified vertices (i.e., time points). In the specific case of \( M = 2 \) systems and \( f \in (0, 0.5] \) (or, more generally, for \( f \in (0, 1/M) \)), we can rewrite this requirement with a simple logical (Boolean) operation connecting the single-system recurrence matrices in a component-wise way as

\[ JR_{ij}^f(\varepsilon_1, \varepsilon_2) = R_{ij}^1(\varepsilon_1) \text{ OR } R_{ij}^2(\varepsilon_2) \]

For the more general case, in order to mathematically formulate the requirement of \( \lfloor fM \rfloor \) simultaneous recurrences, it is convenient to start from a practically equivalent re-definition of the joint recurrence matrix,

\[ JR_{ij}^f(\varepsilon_1, \ldots, \varepsilon_M) = \Theta \left( \sum_{\alpha=1}^{M} R_{ij}^{(\alpha)}(\varepsilon_\alpha) - fM + \delta \right) \]  

(76)

with the usual Heaviside function \( \Theta(\cdot) \) and \( \delta \to 0^+ \) being infinitesimally small (to ensure \( JR_{ij}^f = 1 \) if \( \sum_{\alpha=1}^{M} R_{ij}^{(\alpha)}(\varepsilon_\alpha) = M \)), and set

\[ JR_{ij}^f(\varepsilon_1, \ldots, \varepsilon_M) = \Theta \left( \sum_{\alpha=1}^{M} R_{ij}^{(\alpha)}(\varepsilon_\alpha) - fM + \delta \right) \]  

(77)

to be the \( f \)-joint recurrence matrix. We can use the latter definition to define \( f \)-joint recurrence plots as well as \( f \)-JRNs in full analogy to the classical case \( f = 1 \).

Trivially, the number of edges in a \( f \)-JRN decreases monotonically for increasing \( f \) if all single-system recurrence thresholds \( \varepsilon_\alpha \) are kept fixed. We note that a similar relaxation of the strict requirement of a conjecture (AND relation) between the (Boolean) entries of different recurrence matrices has been recently discussed in the framework of symbolic recurrence plots [138]. Moreover, it might be interesting (but has not yet been explored) to use concepts from fuzzy logic as the basis for somewhat weaker requirements than in the rather restrictive definition of the original JRN.

The conceptual idea of \( f \)-JRNs has not yet been further developed and studied elsewhere. One possible field of application could be bounding proper values of \( f \) (for example, in dependence on the magnitude of some observational noise) for which results commonly obtained using “normal” JRNs become stable in the case of real-world time series. To this end, we only emphasize the possibility of defining \( f \)-JRNs and studying the properties of these entities (e.g., the scaling of network characteristics as a function of \( f \)), but leave a corresponding investigation as a subject for future research.

3.10.3. Network properties and synchronization

The concept of joint recurrence plots (JRP) has been found very useful for studying the otherwise hard to detect emergence of generalized synchronization (GS) between two coupled chaotic systems \( X \) and \( Y \) [116]. GS describes the presence of a general functional relationship between the trajectories of both systems, \( \tilde{y}(t) = f(\tilde{x}(t)) \), which can arise at sufficiently large coupling strengths in both uni- and bidirectional coupling configurations. Most available methods for identifying GS from time series data have been developed for
driver-response relationships, but a few approaches are also suitable for studying GS in the presence of symmetric couplings [192]. Among the latter, JRP s have recently attracted specific interest.

Romano et al. [116] argued that in case of GS, recurrences in the two coupled systems need to occur simultaneously (or with a given fixed time lag in the special case of lag synchronization, $y(t) = f(x(t - \tau))$). Hence, comparing the joint recurrence rate $JRR$ with the recurrence rates of the individual single-system RPs (taken to be the same for both systems) should show convergence of both values. The latter fact is quantified in terms of the joint probability of recurrence (JPR) index

$$JPR = \max_\tau \frac{\Omega(\tau) - RR}{1 - RR}$$

(78)

with the lagged joint recurrence rate ratio

$$\Omega(\tau) = \frac{1}{N^2 RR} \sum_{i,j=1}^N \Theta(\|\vec{x}_i - \vec{x}_j\|) \Theta(\|\vec{y}_{i+j} - \vec{y}_{j+i+\tau}\|)$$

(79)

and $RR$ being the recurrence rate taken equal for both considered systems. Since for GS, we can expect that $\Omega(\tau) \to 1$ for some $\tau$, $JPR \to 1$. However, the latter measure has some disadvantages. On the one hand, testing for the significance of a specific value of $JPR$ usually requires complex surrogate data approaches for properly approximating the distribution of the underlying null hypothesis (no synchronization) adapted to the specific time series under study [146]. On the other hand, comparing the single-system and joint recurrence rates may be insufficient since due to the complexity of fluctuations or the presence of stochastic components (observational noise), we can hardly ever capture all single-system recurrence in the JRP. Consequently, a solely $RR$-based characterization does not necessarily lead to the expected "optimum" value of the synchronization index ($JPR = 1$) in case of fully developed GS.

As an alternative, it has been suggested that looking at higher-order characteristics (specifically, three-point instead of two-point relationships) may improve the results [192], especially when relying on probabilistic arguments. One possible way is utilizing again the concept of transitivities from RN and JRN. The exploitation of alternative higher-order characteristics might be possible, but has not yet been explored. JRN s can be analyzed by standard statistical measures from complex network theory [4, 160], which, however, need to be reinterpreted in terms of the underlying systems’ joint recurrence structure [60, 190, 191]. Indeed, transitivity properties of joint recurrence networks have been shown to reveal complex synchronization scenarios, notably including the detection of the onset of GS, in coupled chaotic oscillators such as Rössler systems [191]. Notably, the specific requirements on the time series data render JRN s a promising approach for detecting intricate interconnections between qualitatively distinct observables in observational or experimental real-world data.

As a heuristic indicator for the presence of GS, one may use the transitivity ratio [192]

$$\hat{Q}_T = \frac{\hat{T}_J}{(\hat{T}_X + \hat{T}_Y)/2}$$

(80)

i.e., the ratio between the JRN transitivity and the arithmetic mean of the single-system RN transitivities. The rationale behind this definition is that for systems exhibiting GS, all degrees of freedom are completely locked, implying that both approach the same effective (fractal) dimension and should thus have the same RN transitivities, which approximately equal the JRN transitivity. Alternatively, we could also use other means of $\hat{T}_X$ and $\hat{T}_Y$, such as the geometric or harmonic means, for obtaining an appropriate ratio. However, numerical experiments show that using the arithmetic mean provides values of $\hat{Q}_T$ that are mostly confined to the interval $[0, 1]$ with only minor exceedances in the fully developed GS regime [192]. One reason for this could be systematic biases of the different transitivity estimators in comparison with their analytical expectation values, which are to be further explored in future work. Since the arithmetic mean is always larger than the geometric one, normalizing with respect to the geometric mean $\sqrt{\hat{T}_X \hat{T}_Y}$ would lead to even larger values of $\hat{Q}_T$ and, hence, an even stronger violation of the desired normalization of the transitivity
ratio. However, even when considering the normalization by the arithmetic mean of single-system RN transivities, the thus defined transitivity ratio has two major drawbacks:

On the one hand, if the single-system RN transivities are essentially different (a case that has not been studied in [192]), the contribution of the lower-dimensional system (higher transitivity) dominates the arithmetic mean in the denominator of Eq. (80) and, hence, the transitivity ratio itself irrespective of a possible well-defined driver-response relationship.

On the other hand, there is no rigorous theoretical justification for $Q_T$ being a good indicator of GS (as there is no such for JPR either). Notably, the definition of the transitivity ratio is based on the idea that the transivities are related with the effective dimensions of the individual systems [155]. In the uncoupled case, the degrees of freedom of both systems are independent; hence, the effective dimension of the composed system $X \otimes Y$ just reads $D^{X \otimes Y} = D^X + D^Y$ (notably, due to the logarithmic transform between RN transitivity and transitivity dimension, this additivity does not apply to the RN transivities). In turn, in case of GS, the degrees of freedom of both systems become mutually blocked, leading to $D^{X \otimes Y} = D^X = D^Y$ (i.e., one system can be viewed as a possibly nonlinear projection of the other), with $D^X$ and $D^Y$ eventually differing from their values in the uncoupled case depending on the specific coupling configuration (e.g., uni- versus bidirectional coupling). Taking the estimated transitivity dimensions $\hat{D}_T$ as proxies for $D^{X,Y}$ and the pseudo-dimension $\Delta_T = \log(\hat{D}_T)/\log(3/4)$ as an approximation of the true dimension $D^{X,Y}$ of the composed system $X \otimes Y$, the latter case would translate into $\hat{Q}_T = 1$, which is approximately attained in numerical studies for coupled Rössler systems in different dynamical regimes [192]. Note that the transitivity dimension of the RN obtained for $X \otimes Y$ satisfies $\hat{D}_{T \times \otimes Y} = \log(\hat{D}^{X \otimes Y})/\log(3/4)$, which is in general not identical to the pseudo-dimension $\Delta_T$ due to the different metrics used for the definition of recurrences of $X \otimes Y$ and joint recurrences of $X$ and $Y$.

In order to circumvent both problems, the authors of [155] suggested utilizing an alternative indicator, which is directly based on the concept of effective dimensions (degrees of freedom) of the individual systems. In analogy with the mutual information (sometimes also called redundancy [212, 213]) frequently used in nonlinear time series analysis, we define the transitivity dimension redundancies [155]

\[ R\hat{D}_T = \hat{D}_T^X + \hat{D}_T^Y - \hat{\Delta}_T, \]
\[ R\hat{D}_{T \times \otimes Y} = \hat{D}_T^{X \otimes Y} - \hat{\Delta}_T, \]

which should assume zero values in the uncoupled case and exhibit $\hat{D}_T^X = \hat{D}_T^Y = \hat{D}_T^{X \otimes Y} \approx \hat{\Delta}_T$ in case of GS. In order to obtain a normalized measure for the presence of GS, we further define the dimensional locking index (DLI)

\[ \widehat{DLI} = \frac{\hat{R}\hat{D}_T}{\hat{\Delta}_T}, \]
\[ \widehat{DLI} = \frac{\hat{R}\hat{D}_{T \times \otimes Y}}{\hat{\Delta}_T}. \]

Notably, this index is tailored to the dimensionality interpretation of RN transitivity. In a strict sense, this argument only applies if using the single-system RN transitivity dimension of the composed system $X \otimes Y$ instead of the JRN transitivity pseudo-dimension $\Delta_T$. However, at this point, the latter may be used as an approximation. A detailed comparison between the two definitions will be subject to future research.

In order to further illustrate the behavior of the (J)RN-based characteristics for detecting the emergence of GS, we reconsider the example of two unidirectionally coupled identical but slightly detuned Rössler systems from Section 3.4. In contrast to [192], [155] studied different settings for uni- and bidirectional configurations with single realizations of the same system, we present here results obtained from ensembles of realizations. The results shown in Fig. 17 demonstrate that the estimated values of $\mathcal{T}^J$ and $\widehat{DLI}$ exhibit a marked increase at the onset of GS. Specifically, the $DLI$ index approaches one (with little overshooting) in the synchronized regime as expected, but takes values of only about 0.2 or lower in the non-synchronous case (in comparison with values of about 0.7 exhibited by $Q_T$, cf. Fig. 2B in [192]).
Figure 17: Joint transitivity $\hat{T}^J$, single-system RN transitivities $\hat{T}^X, \hat{T}^Y$ (Eq. 11), corresponding transitivity dimensions $\hat{D}^T_X$, $\hat{D}^T_Y$ (Eq. 50) and derived dimensional locking index $DLI$ (Eq. (83)) from top to bottom) for two unidirectionally coupled Rössler systems ($X \rightarrow Y$, Eqs. A.5) with $\nu = 0.02$ (a) and $\nu = -0.02$ (b). The error bars indicate mean values and standard deviations estimated from 100 independent network realizations for each value of the coupling strength $\mu_{XY}$. For transitivities and transitivity dimensions, red (black) lines correspond to the values for system $X$ ($Y$). Modified from [192].

As a second important observation, we find a systematic and significant decrease in the RN transitivity of the driven system at moderate coupling strengths before the onset of GS, which corresponds to an increase of the associated transitivity dimension. This behavior is precisely what was claimed in the context of coupling analysis in Section 3.9.4 for providing an explanation of the numerically observed asymmetry between the transitivity-based coupled network characteristics. These results underline that some integrated utilization of single-system, inter-system and joint recurrence networks can eventually provide deep insights into the coupling regime and strength from bivariate observations.

3.11. Other types of proximity networks

3.11.1. Cycle networks

In one of the first works on applying complex network methods to the analysis of time series, Zhang et al. [49] suggested to study the topological features of pseudo-periodic time series. In such case, the underlying dynamical system possesses pronounced oscillations (examples are the well-known Lorenz and Rössler systems). Unlike for RNs and their algorithmic variants, we identify the individual cycles $p, q$ contained in a time series of this system with the vertices of an undirected network. Edges between pairs of vertices are established if the corresponding segments of the trajectory behave very similarly. For quantifying the proximity of cycles in phase space, different measures have been proposed. In [214], Zhang et al. introduced a generalization of the correlation coefficient applicable to cycles of possibly different lengths. Specifically, this correlation index is defined as the maximum of the cross correlation between the two signals when the shorter of both is slid relative to the longer one. That is, if the two cycles being compared are $C_p = \{\vec{x}_1, \vec{x}_2, \ldots, \vec{x}_m\}$ and $C_q = \{\vec{y}_1, \vec{y}_2, \ldots, \vec{y}_n\}$ with (without loss of generality) $m \leq n$, then we compute

$$r(C_p, C_q) = \max_{i=0, \ldots, (n-m)} \langle(\vec{x}_1, \vec{x}_2, \ldots, \vec{x}_m), (\vec{y}_{i+1}, \vec{y}_{i+2}, \ldots, \vec{y}_{n+i})\rangle = r_{pq},$$

(85)
where $\langle \cdot, \cdot \rangle$ denotes the standard correlation coefficient of two $\alpha$-dimensional vectors, and set

$$A_{pq} = \Theta(\rho(C_p, C_q) - r_{max}) - \delta_{pq}. \quad (86)$$

where $\rho_{max}$ is a properly chosen threshold value and $\delta_{pq}$ is again the Kronecker delta necessary in order to obtain a network without self-loops. As an alternative, the phase space distance $[214]$ has been suggested, leading to the following definition:

$$A_{pq} = \Theta(D_{max} - D(C_p, C_q)) - \delta_{pq}. \quad (88)$$

Of course, there are other possible similarity measures that one could use here as well.

The advantage of cycle networks is that explicit time-delay embedding is avoided. In addition, the method is more robust against additive noise, given a small enough noise magnitude to allow a clear identification of the individual cycles from the time series. Moreover, cycle networks are invariant under reordering of the cycles (this is precisely the same property that was also exploited for cycle-shuffled surrogate methods [215] but not the pseudo-periodic surrogate method [216]). However, for chaotic and nonlinear systems in a near-periodic regime, we typically observe significant orderly variation in the appearance of individual cycles. For systems that are linear or noise driven, that orderly variation will be less pronounced. As a consequence, the networks constructed with these methods will have characteristic and distinct properties: linear and periodic systems have cycle networks that appear randomly, while chaotic and nonlinear systems generate highly structured networks [49, 56]. Therefore, the vertex and edge properties of the resultant networks can be used to distinguish between distinct classes of dynamical systems. Moreover, in [214], authors used a meso-scale properties of the networks — and in particular the clustering of vertices — to locate unstable periodic orbits (UPOs) within the system. This approach is feasible, since a chaotic system will exhibit a dense hierarchy of unstable periodic orbits, and these orbits act as accumulation points in the Poincaré section. Hence, the corresponding vertices form clusters in the cycle network.

For an implementation of the cycle network approach, the time series must be divided into distinct cycles. In [49, 217] the preferred method for defining cycles is splitting the trajectory at peaks (or equally troughs). In order to quantify the mutual proximity of different cycles, different measures can be applied depending on the specific application. On the one hand, the cycle correlation index $r_{pq}$ (Eq. 85) can be properly estimated without additional phase space reconstruction (embedding), which has advantages when analyzing noisy and non-stationary time series, e.g., experimental data [49]. Moreover, this choice effectively smoothes the effect of an additive independent and identically distributed noise source [214]. On the other hand, the phase space distance $D_{pq}$ (Eq. 87) is physically more meaningful [217]. For example systems as well as some real-world clinical electrocardiogram recordings studied in [49, 217], both methods have been found to perform reasonably well. However, whether the previously considered approaches also lead to feasible results for other cases has to be further investigated in future research.

In general, the construction and quantitative analysis of cycle networks requires a sufficiently high sampling rate, i.e., we require that both cycle lengths $m$ and $n$ in Eqs. (85) and (87) are reasonably large. The main reason for this requirement is that even two cycles that are fully identical but sampled in a different way may have rather different cycle correlation indices (and phase space distances) depending on the exact values of the observed quantity. Hence, for a very coarse sampling, it is possible that two cycles that are actually close in phase space may not be connected in the cycle network. However, for large sampling rates, the variance of the measure decreases, resulting in a more reliable network reconstruction.

Instead of computing correlation coefficients to quantify the linear correlation between two cycles, the mutual information could be used to capture nonlinear effects in a time series, as it may provide more accurate estimates of the similarity of nonlinear time series. In this context, in [218] the authors defined a node in the constructed network as an episode, i.e., a time interval of a given series that may consist of $n_e \geq 1$ consecutive cycles. This means that such an episode is $n_e$ times longer than a cycle. The extended length...
of an episode, compared to a cycle, has the advantage of increasing the accuracy of statistical estimates of mutual information. Note that a cycle does not need to have a certain minimal length to qualify as a cycle. However, it is clear that very short cycles convey less information about the time series than long cycles. Due to the fact that the notion of a “cycle” is parameter free, one cannot adjust for this shortcoming. For this reason we extend the general idea behind the usage of a cycle in the construction of a network [49] in terms of an episode. Moreover, the corresponding network construction algorithm is a parametric method because an episode is a function of \( n_c \), the number of consecutive cycles. This gives us a parameter \( n_c \) that can be optimized to result in the “best” network for a given time series.

The choice of the threshold \( r_{max} \) (alternatively, of \( D_{max} \)) influences the link density of the resulting network, which could be discussed in a similar framework as for constructing recurrence networks. One solution is to study the dependence of network characteristics on \( r_{max} \) explicitly [49].

In terms of possible applications of this approach, Zhang et al. constructed cycle networks for sinus rhythm electrocardiogram recordings of coronary care unit patients and healthy volunteers. It has been demonstrated that the degree distributions of the resulting network for affected patients show more prominent variations in comparison to those of healthy volunteers which vary rather smoothly. Other network measures including clustering coefficients and average path length also show significant differences between healthy and coronary care patients. Furthermore, the cycle network has been applied for characterizing electrical signals of acupuncture [219], showing different network topologies when the control parameter is in different regimes, for instance, either twisting or lifting and thrusting conditions.

Most of the vertex and edge properties of cycle networks have been explained by UPOs of the underlying chaotic systems [49]. Since UPOs are crucial to the understanding of chaotic systems, Kobayashi et al. performed a network analysis of UPOs [220]. By means of the Poincaré map, they first numerically extracted a large number of UPOs, which were considered as vertices of the network. Note that most of the existing algorithms can only detect UPOs of lower orders, which have been sufficient for characterizing the properties of the underlying chaotic system [221, 222]. The edges between two UPOs are established by a transition process of a typical chaotic orbit. More specifically, a typical chaotic orbit \( \{\vec{x}\} \) travels close to UPO at time \( i \) and later shifts to the neighborhood of UPO at time \( i+1 \), we consider a connection between these two UPOs. Due to the chaotic nature of the orbit, the transitions between different UPOs are irregular. The resulting network presents SW and SF features, which confirm the results reported earlier in [49].

3.11.2. Correlation networks

Generalizing the idea of cycle networks to arbitrary time series, individual state vectors \( \vec{x} \) in the \( m \)-dimensional phase space of the embedded variables can be considered as vertices of an undirected complex network. In contrast to the standard RN approach, let us consider the case of \( m \) being very large (i.e., the time series has been over-embedded). Specifically, if the Pearson correlation coefficient \( r_{pq} = \langle \vec{x}_p, \vec{x}_q \rangle \) between two sequences \( p \) and \( q \) is larger than a given threshold \( r^* \), the corresponding vertices \( p \) and \( q \) are considered to be connected [57, 118]:

\[
A_{pq} = \Theta(r^* - r_{pq}) - \delta_{pq}. \tag{89}
\]

Interpreting \( 1 - r_{pq} \) as a proximity measure, the condition \( r_{pq} \geq r^* \) corresponds to the definition (Eq. 27) of a recurrence with \( \varepsilon = 1 - r^* \). The consideration of correlation coefficients between two phase space vectors usually requires a sufficiently large embedding dimension \( m \) for a proper estimation of \( r_{pq} \). This high value of \( m \) often includes several oscillation periods as compared to a cycle network. Hence, information about the short-term dynamics might get lost. Moreover, since embedding is known to induce spurious correlations [223], the result of the correlation method for network construction may suffer from related effects.

The correlation network method has been applied to stock price series, unveiling Gaussian distributions for the degree sequences that are constructed from return and amplitude series [57]. Furthermore, different two-phase (gas-liquid) flow patterns have been well characterized by correlation network approaches [168].

Statistical concerns regarding the Pearson correlation coefficient arise when smaller values of \( m \) are used, say \( m = 10 \), which requires more statistical robust measures. In [224], Hou et al. proposed to use the inner composition alignment measure (IOTA), which is a permutation based measure that was
originally introduced to identify couplings from rather short gene-expression data \cite{25}, to quantify the connectivity strength between two embedding vectors. As compared to the standard symmetric (undirected) correlation network, a directed correlation network is obtained, which has been further applied to characterize pathological changes in the cardiovascular system from short-term heartbeat time series \cite{224}.

4. Visibility graphs

Another approach for transforming time series into complex network representations, which has recently attracted great interest, is the visibility graph (VG) algorithm. Originally, this concept has been introduced for the analysis of mutual visibility relationships between points and obstacles in two-dimensional landscapes in the framework of computational geometry, with applications ranging from robot motion planning to architectural design and topographic descriptions of geographical space \cite{226-230}. Lacasa et al.\cite{51} adopted the VG approach to the analysis of structures in scalar, univariate time series. Since this seminal work, different algorithmic variants of the original VG algorithm have been proposed, which we will summarize in this section. In general, visibility algorithms constitute a family of geometric and ordering criteria for scalar real-valued time series, providing a combinatorial representation of the underlying dynamical system \cite{230}.

Some mini-review of VGs has already been presented in \cite{231, 232}. In particular, the application of this approach to geophysical time series has been focused on in \cite{60}, which has attempted to link the complete variety of different network properties describing the structure of VGs with specific structural features of geophysical processes in some more detail. Here, we summarize the recent developments of the method and discuss some practical issues which pose considerable challenges to VG analysis for experimental time series, such as missing data, homo- and heteroscedastic uncertainty of observations, and time-scale uncertainty. These practical problems for VG analysis have not yet fully answered since the early work of \cite{60}. In addition, we also discuss some successful applications of VGs and related methods to testing time-irreversibility of nonlinear time series.

4.1. Algorithmic variants of visibility algorithms

In VG analysis, individual observations are considered as vertices. For instance, given a univariate time series \( \{x_i\}_{i=1}^{N} \) with \( x_i = x(t_i) \), the binary adjacency matrix \( A \) has size \( N \times N \). Depending on the particular visibility conditions in defining the edges of the resulting graph, we can distinguish different versions of VGs.

4.1.1. Natural visibility graphs

First, in the framework of the standard visibility graph (VG), the non-zero entries of \( A \) correspond to two time points \( t_i \) and \( t_j \) which are mutually connected vertices if the criterion

\[
\frac{x_i - x_k}{t_k - t_i} > \frac{x_i - x_j}{t_j - t_i} \tag{90}
\]

is fulfilled for all time points \( t_k \) with \( t_i < t_k < t_j \) \cite{51}. Therefore, the edges of the network take into account the temporal information explicitly. In Fig. 18(a), we illustrate the algorithm of constructing natural VGs for an example of a the sunspot time series. More detailed information on recent results obtained by VGs analysis of the sunspot series will be provided in Section 6.2.

By default, two consecutive observations are always connected in a VG, so that the graph forms a completely connected component without disjoint subgraphs. However, unlike for other types of time series networks, there are potentially relevant boundary effects, for instance, the first time point can only be visible to points that are in the future of this observation (Fig. 18(a)), see below for a detailed discussion. In turn, as an advantage, the VG is not affected by the choice of any algorithmic parameters – in contrast to most other methods – constructing complex networks from time series data which depend on the choice of some parameters (e.g., the threshold \( \varepsilon \) of recurrence networks, see more details in Section 3).
4.1.2. Horizontal visibility graphs

As a notable modification of the standard VG algorithm, Luque et al. [59, 234] proposed utilizing a simplified criterion of horizontal visibility for transforming a time series into a complex network. Specifically, they considered two observations made at times \( t_i \) and \( t_j \) to be connected in a horizontal visibility graph (HVG) if and only if

\[ x_k < \min \{x_i, x_j\} \quad (91) \]

for all \( t_k \) with \( t_i < t_k < t_j \).

The algorithmic difference between HVG and VG is illustrated in Fig. 18(b). Note that the geometric criterion defining the HVG algorithm is more "visibility restrictive" than its analogous for the standard VG. That is to say, the nodes within a HVG will have "less visibility" than their counterparts within a VG. It is easily seen that the edge set of the HVG associated with a given time series is a subset of the edge set of the associated VG, which means that if the horizontal visibility criterion in Eq. (91) is fulfilled, then also Eq. (90) holds, but not necessarily vice versa. In addition, VGs are invariant under affine transformations of the entire time series, whereas HVGs are not. One notable advantage of HVGs is that they provide an even higher degree of algorithmic simplicity than standard VGs, resulting in the observation that for certain simple stochastic processes and the quasiperiodic transition route to chaos, some basic graph properties can be calculated analytically [59, 235, 236]. On the other hand, the fact that HVGs typically contain a lower number of edges increases the demands regarding the time series length relative to those of the standard VG when using this approach in applications, such as tests for time-reversal asymmetry [63] (see Section 4.5).

To further account for the differences between natural and horizontal visibility graphs, Zhu et al. [237] introduced the concept of difference visibility graphs (DVGs), which are based on the node and edge sets of the natural graph with the edges of the HVG being removed, i.e., \( E_{DVG} = E_{VG} \setminus E_{HVG} \) and \( V_{DVG} = V_{VG} = V_{HVG} \). This construction immediately implies that the degree sequence of the DVG is defined as the (strictly non-negative) difference series between the degree sequences of the VG and HVG, respectively. Wang et al. [238] recently demonstrated that the degree properties of DVGs obtained from EEG data can be employed to differentiate between different types of epileptic seizures.
4.1.3. Other variants of (H)VG

Throughout this section, we will mostly focus on the discussion of the standard VG and horizontal VG algorithms and their applications. However, there are some other generalizations of these two algorithms that will be briefly summarized in the following. Recent applications of the (H)VG algorithms and their variants to experimental time series of various origins will be reviewed in Section 4.2.

Given the definitions of VG and HVG, the resulting graphs are undirected and unweighted. One straightforward generalization of (H)VGs to directional (H)VGs is to introduce directed edges between vertices, i.e., from the cause at \( t_i \) to the effect at \( t_j > t_i \). As it will be shown in Section 4.5, such directed graphs provide information on time-reversal asymmetry of the considered time series.

Since an edge represents the visibility between two time points \( t_i \) and \( t_j \) that can be either consecutive in time or be separated by various other observations, another generalization of the original ideas of (H)VGs is to construct a weighted (H)VG which takes into account the time distance between \( t_i \) and \( t_j \) [239]. More specifically, the weight \( w_{ij} \) is defined as \( w_{ij} = 1/\sqrt{(t_j - t_i)^2 + (x_j - x_i)^2} \in [0, 1] \). Thereby, these weights capture time distance information \( t_j - t_i \) as well as amplitude differences \( x_j - x_i \) of two data points connected by the respective visibility rule. The corresponding approach has been applied to characterize heterogeneity of recurrent neural network dynamics [239].

There are several further algorithmic variants of (H)VG that address specific properties of time series. For instance, given a binary series, in [240], a simplified VG has been developed yielding a binary VG, in which the visibility condition (Eq. 90) is reduced to \( x_i + x_j = x_k \) for all \( t_k \) such that \( t_i < t_k < t_j \). The resulting VG from binary series is always connected and undirected and more easily tractable than the standard VGs.

Parametric VGs have been proposed in [241, 245] introducing “viewing angle” \( \alpha \). When this angle \( \alpha = \pi \), the parametric VG and the standard VG are the same. However, the angle \( \alpha = \pi/2 \) does not turn into HVG because \( \alpha \) introduces a direction of links in the resulting graph. By means of this algorithm, it is possible to study the dependence of network structural measures on the parameter \( \alpha \).

The concept of limited penetrable VG (LPVG) [243, 244] can be regarded as a continuous construction of a HVG based on a properly coarse-grained time series. In the original HVG, two time points \( t_i \) and \( t_j \) are connected if no other intermediate points \( x_k \) are larger than \( \min x_i, x_j \). Now we use a less restrictive criterion, allowing one of \( x_k \) to be larger than \( \min x_i, x_j \), as represented by the new parameter of \( L = 1 \). Similarly, we allow two points \( x_k \) larger than \( \min x_i, x_j \) if \( L = 2 \), etc. When increasing \( L \), there are more edges in the resulting LPHVGs as compared to the standard HVG. The standard VG is recovered from the LPVG if \( L \to \infty \). A straightforward extension in terms of the multi-scale limited penetrable HVG algorithm (LPHVG) has been proposed in [245, 246] and successfully applied to the analysis of EEG time series [247] and electromechanical signals [248]. Recently, the limited penetrable VG algorithm has been combined with a parametric VG in [249]. Moreover, the key topological characteristics of LP(H)VGs have been studied in great detail in a series of papers [250–252].

An extension of (H)VGs from a univariate time series to scalar fields has been recently reported in [253, 254], which is conceptually closer to the original idea of visibility graphs. In addition, one may reconstruct (H)VGs for a set of ordered data (either in descending or increasing order) [255].

It is also possible to combine the concepts of VGs with transition networks (Section 5), e.g., by using the visibility graphlet approach proposed in [256, 257]. In this case, VGs are constructed for sliding windows, and each window is regarded as a network node. The connection between two nodes represents their temporal succession. The resulting transition network is regular for periodic dynamics while showing more complex structural properties in chaotic systems [257]. The computation of network measures (including the average path length and network diameter) have successfully tracked the different bifurcations from period doubling and intermittently to chaos in the logistic map.

In all above cases, (H)VGs have been constructed from a given time series. In [258], Tsiotas et al. expanded this approach to analyze node attributes of a given graph. More specifically, let us consider a graph \( G(V, E) \) and a node attribute \( Y \) that might be any of the node-wise network measures, e.g., local clustering coefficient or betweenness centrality. The secondary VG analysis for node-wise attributes \( Y \) shows a specific capability in pattern recognition [258].
Other properties of combinatorics have been used to characterize HVGs successfully in [259]. Recently, some analytic results have been obtained for independent and identically distributed random noise, which has an exponential degree distribution [260].

The time complexity of the basic natural VG algorithm is \(O(N^2)\), which means that it takes a lot of time when dealing with long time series. A faster transform algorithm has been proposed in [260] to reduce the computation time, showing much more efficient time complexity \(\sim O(N \log N)\). Note that for the HVG algorithm, it is not possible to further improve the computational efficiency because it has already reached the lower bound \(\sim O(N)\).

4.2. Visibility graph properties

4.2.1. Degree distributions

A vast body of early works on (H)VGs has mainly concentrated on the properties of the degree distribution \(p(k)\) resulting from different kinds of processes. Specifically, VGs obtained from periodic signals appear as a concatenation of a finite number of network motifs (given that the basic period is an integer multiple of the sampling rate), i.e., have a regular structure with only a few distinct values of the vertex degree. The opposite extreme case, white noise, yields VGs appearing as exponential random graphs, i.e., random networks characterized by an exponential degree distribution. For example, exponential degree distribution have been reported for wind speed records measured in central Argentina [261].

In fractal processes, numerical results suggest that \(p(k)\) exhibits a power law [51], \(p(k) \sim k^{-\gamma}\). Taking this empirical observation, VG analysis has been suggested to characterize fractional Brownian motions and \(f^\beta\)-noise, finding some heuristic relationship between \(\gamma\) and the process Hurst exponent \(H\) as \(\gamma = 3 - 2H\), and \(\gamma = 5 - 2H\) for fractional Gaussian noise [61, 62], depending on the fractal properties of the underlying process, recently a resampling algorithm for constructing VGs from segmented time series has been proposed [262], which estimates power-law exponents reflecting SF properties quite well. This improved algorithm has been applied to diagnose Autism spectrum disorders [262]. Since there are many concerns regarding the statistical justification of the power laws of VGs, one can directly analyze the degree sequence (instead of the distribution) by detrended fluctuation analysis [263], which quantifies the multifractals properties better than standard VGs analysis.

Some exact results of \(p(k)\) for HVGs associated with generic uncorrelated random series have been obtained in [59]. More specifically, for a bi-infinite time series created from a random variable \(X\) with the probability distribution \(p(x)\) and \(x \in [0, 1]\), it has been proven that the degree distribution of the graph has an exponential form

\[
p(k) = \frac{1}{3} \left(\frac{2}{3}\right)^k.
\]

Interestingly, for every probability distribution \(p(x)\) of uncorrelated random series, we find the same exponential form for the HVG's degree distribution. Numerical results for \(p(x)\) with a uniform, Gaussian and power-law form (e.g., \(p(x) \sim x^{-\alpha}\)) show perfect agreements with this theoretical prediction [59]. A general diagrammatic theory has been proposed in [264] to compute \(p(k)\) for any given dynamical process with well-defined invariant measure. Taking into account the time information explicitly as in so-called directed HVG (as will be explained below), the outgoing degree distribution \(p_{out}(k) = (1/2)^k\). Further solvable examples include Markovian processes with an integrable invariant measure \(p(x)\), for instance, the stationary Ornstein-Uhlenbeck process, and one-dimensional chaotic and quasi-periodic maps of with smooth invariant measure. In addition, the mean degree \(\langle k \rangle\) of the HVG associated with an uncorrelated random process is then given by

\[
\langle k \rangle = \sum k p(k) = \sum_{k=2}^{\infty} \frac{k}{3} \left(\frac{2}{3}\right)^{k-2} = 4.
\]

For an infinite periodic series of period \(T\), the mean degree is \(\langle k \rangle = 4(1 - \frac{1}{T})\).

Similar to VGs, HVGs have been successfully applied to studying time series from various fields of sciences. We particularly notice a recent paper [265] which studied the multifractal properties of some solar
flare index in terms of HVG characteristics. Among others, the properties of HVGs have been studied in river flows [266], showing exponential degree distributions.

In order to understand the hypothetical SF property of \( p(k) \) for VGs from fractal records, one has to note that typically, maxima of the time series have visibility contact with more other vertices than other points, i.e., hubs of the network often form at maximum values of the recorded observable. Put it differently, the degree of a vertex in the VG characterizes the maximality property of the corresponding observation in comparison with its neighborhood in the time series. Although locally large time series values have better visibility than other small values, hub nodes of large degrees of VGs do not necessarily correspond to higher values, especially when there is some sort of periodic trend in the given data sequence, for instance, in wind speed records [261, 267]. Therefore, the relationship between maxima time series points and hubs of VGs is not completely general, since there can be specific conditions (e.g., a concave behavior over a certain period of time) which can lead to highly connected vertices that do not coincide with local maxima, for example, in case of a Conway series [51].

In addition, studying the minima of a given time series provides complementary insights for the understanding of the particular process, for instance, in case of sunspot series [267]. In standard VGs, the contributions of local minimum values are largely overlooked by the degree distribution \( p(k) \) because minimum values are basically represented by non-hubs. One simple solution is to study the negative counterpart of the original time series, \( \{-x_i\} \), the VG of which highlights the properties of the local minima [267]. For convenience, we use \( k_i^- \) and \( P(k^-) \) to denote the degree sequence and distribution of VG resulting from \( \{-x_i\} \). Here, we remark that this simple inversion of the time series allows us to create an entirely different complex network. This technique has demonstrated to be useful to understand the long-term behavior of strong minima of solar activity [267]. We will review these results in Section 6.2.

The graph entropy is often computed as \( S = - \sum p(k) \log p(k) \) and is used as the approximation to the Shannon entropy \( S \) of the corresponding time series \( \{x_i\} \) [232, 268]. Furthermore, based on the degree sequences, the VG aggregation operator has been proposed in [269, 270]. This operator includes temporal information in the weights of the aggregation, showing computational simplicity comparing to other traditional aggregation operators.

### 4.2.2. Distinguishing stochastic and deterministic dynamics

For the HVG, exponential functional forms, \( p(k) \sim e^{-\lambda k} \), have been found for many random processes. A scaling factor of \( \lambda_c = \ln(3/2) \) has been found in the case of uncorrelated noise (white noise), which has been further proposed to separate stochastic from chaotic dynamics in the following senses [234, 264, 271]: (i) correlated stochastic series are characterized by \( \lambda > \lambda_c \), slowly tending to an asymptotic value of \( \ln(3/2) \) for very weak correlations, whereas (ii) chaotic series are characterized by \( \lambda < \lambda_c \) for decreasing correlations or increasing chaos dimensionality, respectively [234]. In [272], Zhang et al. have provided some further examples supporting argument (i). Meanwhile, some peculiar results have been found indicating that \( \lambda_c \) should not be interpreted as a general critical value separating chaos from noise [271].

Let us focus on applying (H)VG analysis to auto-regressive (AR) stochastic processes, which often describe a general model for colored noise as an idealization of time-varying processes in nature, economics, etc. The AR model specifies that the output variable depends linearly on its own previous values and on a stochastic term (Eq. A.3). More specifically, we perform both VG and HVG analysis for stationary AR(1) processes, i.e., with \( \varphi_1 < 1 \) where \( \varphi_1 \) is the characteristic parameter of the AR(1) model. It is known that \( \varphi_1 > 0 \) corresponds to positive correlations and the correlation length increases when \( \varphi_1 \) increases from 0 to 1. In contrast, anti-correlation is observed for negative coefficient \( \varphi_1 \). Similar H(VG) analysis for the AR(2) model has been reported in [272].

In the case of \( \varphi_1 > 0 \), we find that \( p(k) \) approximately follows an exponential distribution. To illustrate this finding, the complementary cumulative degree distributions \( F(k) \) for \( \varphi_1 = 0.3, 0.9 \) and \( -0.5 \) are shown in Fig. 19(a), (b) and (d), where clear scaling regimes are present in the semi-logarithmic plots. Furthermore, when increasing \( \varphi_1 \) in the VG, the exponent \( \lambda \) shows a monotonically decreasing trend (Fig. 19(c)). In contrast, the value \( \lambda \) for the HVG is increased (Fig. 19(d)). The result of Fig. 19(d) confirms the hypothesis stated in [234] that all \( \lambda \) should be larger than \( \lambda_c = \ln(3/2) \) as the correlation length is increased in the case of positively correlated increments.
Figure 19: (color online) (a, b) Estimates of $\lambda$ for approximately exponential degree distributions of the AR(1) process. (c, d) $\lambda$ versus $\varphi_1$. (a, c) VG, and (b, d) HVG. Each dot in panels (c) and (d) represents an average over 50 independent random realizations of 5000 data points. In (d), $\lambda$ values smaller than $\ln 3/2$ are highlighted by red color. Reprinted from [272] with permission of the original publisher.

In turn, when $\varphi_1 < 0$, we observe some peculiar results that seem to contradict the original hypothesis of [234] that $\lambda$ should be larger than $\lambda_c$ ($\lambda > \lambda_c$) in stochastic processes. Notably, the results of Fig. 19(d) do not support this claim when $\varphi_1$ is negative in the AR(1) model. Instead, we find a region where the slope of the exponential degree distribution is smaller than $\ln 3/2$ (as highlighted in Fig. 19(d)). This suggests that the critical value of $\ln 3/2$ should not be understood as a general law for separating correlated stochastic from chaotic processes, which requires further investigation.

Working with correlated stochastic time series, further results in [273] do not adequately support the arguments of exponential degree distributions as reported in [234]. More specifically, they have constructed (H)VGs for fractional time series with three different methods, a generic $1 = 1/f^\beta$ noise constructed by Fourier filtering, a deterministic fBm process of the Weierstrass-Mandelbrot function, and a stochastic fBm process generated with a successive random addition method. Numerical analysis shows that the VG algorithm may not provide a good method to extract correlation information of a time series and its statistics is not essentially the same as that of the HVG. The degree distributions of HVGs are shown to have parabolic exponential forms with the fitting parameter depending on the Hurst exponent [273].

4.2.3. Degree sequences of horizontal visibility graphs

Due to their specific construction procedure, the degree sequences of HVGs carry essential information on the properties of the system under study. Notably, it can be shown that there exists a bijection between the degree sequence and the adjacency matrix of HVGs [274]. Even more, the degree sequence of a HVG can be interpreted as a symbolic discretization of the underlying time series (i.e., a transformation from real into integer-valued observations). By studying the scaling of the associated block entropies of degree subsequences, Lacasa and Just [230] demonstrated the convergence of these block entropies towards the Kolmogorov-Sinai entropy of the system, indicating that the degree sequence asymptotically fulfills the properties of a generating partition of the system under study and, hence, provides an encoding without information loss.

4.2.4. Local network properties

Local clustering coefficient $C_i$. In the case of VGs, the local clustering coefficient $C_i$ and its relationship with the degree $k_i$ have been numerically studied recently in human heartbeat data [275]. Particularly, it has been observed that $c(k) \sim k^{-\gamma}$ and $\gamma = 1$, pointing to a hierarchical organization of the network [3], since vertices $i$ with high $C_i$ and low $k_i$ (which are most abundant) form densely connected subgraphs, indicating a strong modular structure of the VG.

In the case of HVG, associated an uncorrelated random series, $C_i$ can be easily deduced by means of geometrical arguments. For a given vertex $i$, $C_i$ denotes the fraction of nodes connected to $i$ that are connected to each other. In other words, we have to calculate from a given vertex $i$ how many vertices from those visible to $i$ have mutual visibility (triangles), normalized with the cardinality of the set of possible triangles, $\binom{k}{3}$, where $k$ is the degree of vertex $i$. Based on a general rule between the degree $k$ and the local
clustering coefficient
\[ C_c(k) = \frac{k - 1}{\binom{k}{2}} = \frac{2}{k}, \]  
(94)

one obtains the distribution \( p(C) \) as
\[ p(C) = \frac{1}{3} \left( \frac{2}{3} \right)^{2/C-2}. \]  
(95)
The above theoretical result has been numerically confirmed for uncorrelated random series \([59]\). In addition, for HVG of a binary sequence, \( p(C) \) has a simplified expression as reported \([240]\).

**Betweenness** \( b_i \). In many cases local maxima of the underlying time series are expected to have large values of betweenness because high values often correspond to hubs in VGs, which separate different parts of the series, and act as bottlenecks in the network structure, bundling a large number of shortest paths between vertices at \( t < t_i \) and \( t > t_i \), respectively. However, in contrast to \( k_i \), \( b_i \) is additionally affected by the vertex’ position in the underlying time series due to a simple combinatorial effect: Considering that the majority of shortest paths that cross a vertex \( i \) connecting observations before and after \( i \) with each other, there are more possible combinations of such points for \( i \) being close to the middle of the time series than for vertices close to the edges of the record. In this respect, in a VG betweenness centrality of a vertex mixes information on the local maximality of the corresponding observation and its position within the time series.

**Closeness centrality** \( c_i \). The position of a vertex in the time series is even more important for the closeness centrality \( c_i \). Specifically, \( c_i \) is strongly determined by the number of vertices to its left and right, respectively. In this spirit, it can be argued that in the middle of the time series, high values \( c_i \) are more likely than at its ends. As argued above, a similar (but weaker) effect contributes to betweenness and - close to the edges of the record - also to the degree (consequently the highest degree and betweenness values can be taken by other vertices than that corresponding to the global maximum). In contrast, \( C_i \) is almost unaffected except for vertices very close to the beginning and end of the time series, since direct connectivity is mainly established between vertices that correspond to observations that are not very distant in time.

From the above discussion, we note that boundary effects play an important role in the computation of the local centrality measures as that has been numerically reported in \([60]\). Except for \( C_i \), the impact of boundaries on the estimated vertex properties is particularly strong for short records, which is typical for many observational time series. In particular, degree and other centrality properties of observations close to both ends of a time series are systematically underestimated, which may artificially alter the interpretation of the corresponding results in the specific context. Hence, a careful treatment and interpretation of the results of VG analysis is necessary in such cases \([60]\).

### 4.2.5. Global network properties

The edge density \( \rho \) of a (H)VG is a true network characteristic rather than a parameter of the method, which is in contrast to other approaches to complex network based time series analysis (for instance recurrence networks in Section 3). Specifically, a maximum edge density of 1 would be present if the underlying time series is globally convex (e.g., of regular parabolic shape), whereas low values indicate a strong fragmentation of the VG and, hence, irregularity of fluctuations of the underlying observable.

For a holistic characterization of a (H)VG, \( C \) and \( \mathcal{L} \) have attracted particular interest, since their common behavior gives rise to a mathematical evaluation of the SW phenomenon, i.e., the emergence of real-world networks with a high degree of clustering \( C \) and a short average path length \( \mathcal{L} \) \([79]\). The corresponding characterizations of HVGs, reconstructed from fractional Brownian motions (fBm) with different Hurst indices \( H \in (0,1) \), have been reported in \([276]\). It was found that the clustering coefficient \( C \) decreases when \( H \) increases.

It can be expected that the value of \( \mathcal{L} \) is large when there are only few edges in the VG (low edge density \( \rho \)) and low for a high edge density \( \rho \). Hence, \( \mathcal{L} \) and \( \rho \) capture essentially similar properties of the underlying time series. For uncorrelated random series, the value of \( \mathcal{L} \) of a HVG has a logarithmic scaling
relationship with the length of time series \( N \), in particular, \( \mathcal{L}(N) = 2 \ln N + 2(\gamma - 1) + O(1/N) \), where \( \gamma \) is the Euler-Mascheroni constant \([59]\). In the case of fBm with different Hurst indices \( H \in (0, 1) \), and for a fixed length of time series of \( N \) points, \( \mathcal{L} \) increases exponentially with \( H \). In addition, \( \mathcal{L} \) increases linearly with respect to \( N \) when \( H \) is close to 1 and in a logarithmic form when \( H \) is close to 0 \([276]\).

Besides studies on the SW effect, the assortativity coefficient \( R \) of VGs has recently attracted considerable interest. Specifically, the presence of assortative behavior (\( R > 0 \)) implies so-called hub attraction, whereas disassortative behavior (\( R < 0 \)) relates to hub repulsion. It has been shown that the latter is a necessary condition for the emergence of fractal structures in networks \([277]\). For example, for the particular case of fBm, hub repulsion is not present, and the resulting VGs are non-fractal but show a scaling of \( \mathcal{L} \) with network size \( N \) as \( \mathcal{L}(N) \sim \log N \), which is typical for SW networks. In contrast, for the Conway series (a deterministic fractal) one finds hub repulsion and \( \mathcal{L}(N) \sim N^{-\beta} \), which implies the presence of fractal properties as reported in \([51]\). In this respect, \( R \) or, more specifically, the scaling of the degree correlation determines the fractality of a VG \([277]\), which is an interesting and potentially relevant property when studying fractal time series. The interrelationship between the properties of fractal time series and that of the resulting (H)VGs needs more careful numerical validations.

A final global H(VG) characteristic that has been studied in several recent works \([278–280]\) is the so-called graph index complexity, practically a rescaled version of the largest eigenvector \( \lambda_{\text{max}} \) of the network’s adjacency matrix \([281]\),

\[
\text{GIC} = 4c(1-c) \quad \text{with} \quad c = \frac{\lambda_{\text{max}}}{n - \frac{2 \pi}{\pi} - 2 \cos\left(\pi/(n+1)\right)}
\]  
(96)

Among others, this measure has been successfully applied in conjunction with VGs to discriminating between different conditions of heart rate variability.

Of course, beyond the aforementioned characteristics there are multiple other measures one could also consider for describing the properties of VGs. This includes also measures characterizing the properties of individual edges as well as the distributions of small subgraphs (motifs). For example, four-node subgraphs show different dominant motifs rankings in the VGs of human ventricular time series, which distinguishes ventricular fibrillations from normal sinus rhythms of a subject \([136, 282]\). Furthermore, the profiles of sequential \( n \)-node motifs of (H)VGs appear with characteristic frequencies which have been computed analytically for certain deterministic and stochastic dynamics \([283]\).

### 4.3. Practical considerations

Many recent publications on (H)VG analysis of time series have particularly made use of data from model systems, which are characterized by rather ideal conditions for statistical analysis. We note that the numerical implementation of the (H)VG algorithms is rather straightforward without extensive precautions. However, when operating with data obtained from experiments, specific features challenging basically any kind of time series analysis are often present, including missing data, heteroscedastic “noise”, or even uncertainties in the time domain. The explicit treatment of the resulting effects on (H)VG properties has not yet been properly addressed in the literature. The associated practical problems that have been discussed in \([60]\) remain to be further explored. In the following, we summarize these issues in the following.

Here, some of the practical issues will be discussed using a Gaussian white noise process which serves as a simple, but still illustrative example. It has to be emphasized that for “real” data characterized by a non-Gaussian probability distribution function, serial dependences, or even (multi-)fractal behavior, the resulting effects could well be much stronger than in this example. A detailed study of the interdependences between such features of the data and the resulting effects of missing data and uncertainties on (H)VG properties is, however, beyond the scope of this review. Anyway, the considerations below provide a first attempt when performing (H)VG analysis and do not cover all relevant aspects of the methodological issues for real time series analysis. Furthermore, all discussions should be performed separately for the natural VG, horizontal VG and their variants, while we mainly focus here on the traditional VG algorithm for the sake of brevity.
4.3.1. Missing data

One important problem of many observational time series is the presence of missing data. Since existing methods of time series analysis typically require a uniform spacing in time, this problem is most often addressed by means of interpolation or sophisticated imputation of the missing observations. In general, there is a great variety of possible approaches for such gap filling, which shall not be further discussed here. Anyway, we emphasize that it is not always a priori clear which method performs the best under the specific conditions of the data studied. From the view point of (H)VG analysis, it would be an interesting task to evaluate which effects that interpolation or imputation methods exert on the resulting network structures.

Unlike many other approaches of time series analysis, VGs do not explicitly require uniform sampling. Hence, missing data could be ignored when performing a corresponding analysis. However, if it is known that there must have been an observation at a given time, it could be conceptually problematic to neglect this information in the analysis. From a broader perspective, it can be argued, however, that this argument applies to all kinds of time series, since values of the considered observable (with a continuous-time variability) taken in between two subsequent observations remain always unknown but could have a certain impact on the results of the analysis.

From the viewpoint of complex network studies, it is also possible to interpret the problem of missing values as an attack at or a failure of the complex network represented by the visibility graph. In complex network theory, the impact of such attacks on various types of networks has been intensively studied in terms of safety and robustness of infrastructures [3]. In this context, one has to distinguish random failures (corresponding to randomly missing values) from intentional attacks, which typically affect the network hubs. Since hubs of a VG correspond to the maxima of the underly ing time series, this effect of intentional attacks is particularly relevant for certain types of censored data, e.g., in case of measurement failures due to the limited detection range of a measurement device. Since attacks on hubs typically have a more severe effect on the network architecture than other vertices, censoring can strongly alter the properties of the resulting VGs. However, Donner et al. have shown in [60] that even a random removal can have notable consequences for the VG properties on both global and local scale.

The effects of missing data on the properties of VGs have been discussed by two different types of treatment, which have been presented in [60] and can be considered as opposite extreme cases. On the one hand, missing data will be simply neglected in the generation of the VG. On the other hand, since there is no information about the magnitude of the missing values, it can be a more honest solution to consider the VG as being fragmented into pieces corresponding to times before and after the missing observation, i.e., decomposing the VG into mutually disconnected subgraphs. It should be noted, however, that the latter approach results in the emergence of additional boundary effects. In this case, some sophisticated gap filling by means of interpolation or imputation will be most likely a better strategy in many practical applications. In order to quantify the corresponding effect, the Kolmogorov-Smirnov (KS) test has been proposed in [60] to quantify the distance (similarity) between the two distributions of a given local vertex property (including $k_i$, $c_i$, $c_i$, and $b_i$) for both the original and perturbed time series. The corresponding results are shown in Fig. 20 and demonstrate that ignoring missing values has a considerable effect mainly on closeness $c_i$ (Fig. 20(c)), whereas the changes to the distributions of $k_i$, $c_i$, and $b_i$ are in a certain tolerable range.

In real-world applications, missing data often occur not randomly independent of each other, but as blocks. Some further numerical results in this regard can be found in [60].

4.3.2. Homo- and heteroscedastic uncertainties

The influence of measurement uncertainties on the resulting VG properties can be studied in a similar way as for the case of missing values. In particular, Donner et al. [60] considered homoscedastic uncertainties as an additional additive Gaussian white noise component, whereas the heteroscedastic case is studied by multiplicative noise with a reasonable, simple analytical distribution. As shown in Fig. 21, it is found that in both cases the signal-to-noise ratio has a considerable effect by systematically shifting the distributions of vertex properties obtained for the original data towards those expected for the noise process. Note that since in the considered numerical example both signal and noise originated from mutually independent Gaussian white noise processes, there is a saturation of the KS statistics for moderate noise at values corresponding
Uneven and irregular timings

In a full analogy to the case of uncertainties in the observable \( \{x_i\}_{i=1}^N \) with \( x_i = x(t_i) \), one can study the impact of uncertain timings \( t_i \) on the properties of the resulting VGs. The issue of uncertain timings is a widespread problem particularly in the analysis of paleoclimate time series [284]. Since in the construction of VGs both observable and sampling time enter in terms of an inequality defined by a linear relationship (Eqs. 90 and 91), it is not surprising that uncertain timing can indeed have a similar effect on the VG properties as uncertainties in the measurement itself. Figure 22 displays the corresponding KS test statistic results for a realization of Gaussian white noise originally observed with regular spacing, with the timings being corrupted. Note that this specific form of the time-scale corruption, which allows preserving the temporal order of observations, has been inspired by the tent map as a paradigmatic nonlinear mapping often used as an illustrative example in complex systems sciences [60]. These results demonstrate that the distribution of local vertex properties of a VG are indeed affected by modifications of the time-scale. However, comparing Fig. 22 with Fig. 21, the changes are considerably smaller than for noisy corruptions of the measurements themselves. The reason for this is that the modification used here has been restricted by the normal sampling interval, whereas the changes induced by additive and multiplicative noise allowed for comparably larger modifications in the data.

Uneven timings are paradigmatic for point processes, which are ubiquitous in geoscientific processes, for instance, seismic magnitude series [285]. A point process is often characterized by a random time occurrence of the events and these events are typically clustered because they are neither Poissonian nor regularly distributed over time. To check the effects of irregular timing on the degree distributions \( p(k) \),
Telesca et al. [285] constructed two VGs from (1) the seismic series of the original random occurrence times, and the series (2) that has been substituted by regular conventional time unit. Interestingly, almost identical results have been obtained for \( p(k) \), which suggests that the effects of irregular timing are not crucial. However, as we demonstrated in Fig. 22, network measures are affected by the level of uncertainties in the sampling timings.

The trivial connection of neighboring points in time in the (H)VG enhances the signature of structures due to autocorrelations in the record under study. Although this might be desirable for (H)VGs, since some of their respective network properties are explicitly related with the presence of serial dependences (e.g., the typical scale of the degree distribution of HVGs, cf. [59]), there could be situations in which one is interested in removing the corresponding effects. In such cases, it is possible to introduce a minimum time difference for two observations to be connected in the network for removing the effect of slowly decaying auto-dependences, which would correspond to the Theiler window in other concepts of nonlinear time series analysis [286].

We note that other than for VGs or related methods, the uncertain timings or irregular time spacings can have substantial effects on the construction of ordinal pattern transition networks [287–289], which will be reviewed in Section 5. Furthermore, the current discussion is limited to the case of a Gaussian white noise process and more generalizations to non-Gaussian assumptions are necessary to be explored, which are much closer to the situations of real time series.

4.4. Multivariate visibility graph methods

Despite their success, the range of applicability of (H)VGs methods has been mainly limited to univariate time series, although the most challenging problems in the area of nonlinear science concern systems that are described by multivariate time series. Synchronization analysis is one of traditional topics when generalizing (H)VG analysis from a univariate to bivariate time series [290, 291]. We notice that there are several different ways of extending the ideas from a single time series to multivariate time series, for instance, multiplex VGs, cross-VGs and joint VGs. For instance, the cross-visibility algorithm has been proposed to understand coupling and information transfer between two time series [292]. Here, we summarize some of the different approaches to characterize bivariate time series using (H)VGs.

4.4.1. Multiplex visibility graphs

Based on the definition of HVGs, Lacasa et al. [188] proposed to transform a multidimensional time series into an appropriately defined multiplex visibility graph. New information can be extracted from the original multivariate dynamics, with the aims of describing signals in graph-theoretical terms or to construct novel feature vectors to feed automatic classifiers in a simple, accurate and computationally efficient way. Multiplex VG analysis has been applied to characterize the heterogeneity of recurrent neural network dynamics [239] and different conditions of resting state human fMRI data [293].
Consider an $M$-dimensional real valued time series \( \{ \bar{x}_i \} = \{ \{ x_i^{[1]} \}, \{ x_i^{[2]} \}, \ldots, \{ x_i^{[M]} \} \} \) with \( x_i = \bar{x}(t_i) \in \mathbb{R}^M \) for any value of \( t_i \in [1, N] \), measured empirically or extracted from an $M$-dimensional either stochastic or deterministic dynamical system. In full analogy to the notation used for describing multiplex recurrence networks in Section 3.8, the superscript index represents here the $\alpha$-th variable. A $M$-layer multiplex visibility graph $\mathcal{M}$ is then constructed, where layer $\alpha$ corresponds to the HVG associated to the time series \( \{ x_i^{[\alpha]} \}_{i=1}^N \) of state variable $X^{[\alpha]}$. Note that $\mathcal{M}$ is represented by the vector of adjacency matrices of its layers $\mathcal{A} = \{ A^{[1]}, A^{[2]}, \ldots, A^{[M]} \}$, where $A^{[\alpha]} = \{ A^{[\alpha]}_{ij} \}$ is the adjacency matrix of layer $\alpha$. Such a mapping builds a bridge between multivariate series analysis and recent developments in the theory of multilayer networks [86], making it possible to employ the structural descriptors introduced to study multiplex networks as a toolbox for the characterization of multivariate signals.

Two measures have been proposed to capture, respectively, the abundance of single edges across layers and the presence of inter-layer correlations of node degrees [188], which help to characterize information shared across variables (layers) of the underlying high dimensional system. Simply speaking, we compute the two measures defined by Eqs. (56,57), which are based on the adjacency matrices of HVGs. More specifically, the first measure is the average edge overlap $\omega$ (Eq. 57), which computes the expected number of layers of the multiplex on which an edge is present. Note that $\omega$ takes values in $[1/M, 1]$ and in particular $\omega = 1/M$ if each edge $(i,j)$ exists in exactly one layer, i.e. if there exists a layer $\alpha$ such that $A^{[\alpha]}_{ij} = 1$ and $A^{[\beta]}_{ij} = 0 \ \forall \beta \neq \alpha$, while $\omega = 1$ only if all the $M$ layers are identical. As a consequence, the average edge overlap of a multiplex VG can be used as a proxy of the average coherence of the original multivariate time series, with higher values of $\omega$ indicating high correlation in the microscopic structure of the signal.

The second measure proposed in [188] allows to quantify the presence of interlayer correlation between the degrees of the same node at two different layers. More specifically, given a pair of layers $\alpha$ and $\beta$ of $\mathcal{M}$, respectively characterized by the degree distributions $p(k^{[\alpha]})$ and $p(k^{[\beta]})$, the interlayer correlation is defined by the mutual information $I^{\alpha\beta}$ (Eq. 56) between $p(k^{[\alpha]})$ and $p(k^{[\beta]})$. The higher $I^{\alpha\beta}$ the more correlated are the two layers and therefore the structures of the associated time series. Then, the average of $I^{\alpha\beta}$ over every pair of layers of $\mathcal{M}$ gives a scalar variable $I = \langle I^{\alpha\beta} \rangle_{\alpha,\beta}$, which captures the amount of information flow in the multivariate time series.

Note that the interlayer correlation gives a weighted correlation matrix of size $M \times M$ and each entry is represented by $I^{\alpha\beta}$. That means that the original $M$-dimensional time series is transformed to a weighted graph of $M$ nodes, where each node represents one layer and the weights of the edges denote the magnitude of mutual information computed from the associated (H)VG degree distributions.

### 4.4.2. Joint and excess degrees

Some network-theoretic quantities to quantify asymmetries in bivariate time series have been introduced in [233]. Following the notations as described for multiplex (H)VG, we restrict here our considerations to two-dimensional time series which results in two layers $\alpha$ and $\beta$. For $\{ x_i^{[\alpha]} \}_{i=1}^N$ and $\{ x_i^{[\beta]} \}_{i=1}^N$, we again consider two (H)VGs with adjacency matrices $A^{[\alpha]}$ and $A^{[\beta]}$, respectively. Note that the sets of vertices are the same for both subgraphs, with differences exclusively in the set of edges.

Based on the thus obtained (H)VGs, we proceed as follows:

1. From the two (H)VGs, we have two sets of neighbors, $\mathcal{N}^{[\alpha],[\beta]}_i = \{ j \in \{ 1, \ldots, N \} / \{ i \} \}$ for each time $i \in \{ 1, \ldots, N \}$. The degree sequences are then defined as

\[
 k^{[\alpha],[\beta]}_i = \# \mathcal{N}^{[\alpha],[\beta]}_i = \sum_j A^{[\alpha]}_{ij} A^{[\beta]}_{ij}.
\]  

(97)

2. The joint degree

\[
 k^{\text{joint}}_i = \# \left( \mathcal{N}^{[\alpha]}_i \cap \mathcal{N}^{[\beta]}_i \right) = \sum_j A^{[\alpha]}_{ij} A^{[\beta]}_{ij}
\]

(98)
gives the number of common neighbors of a vertex corresponding to time $i$ in both sequences. Notably, we can define $k_{i}^{\text{joint}}$ as the degree sequence of a joint (H)VG combining the visibility criteria for two distinct time series. Here, the adjacency matrix is defined by the point-wise multiplication of the individual (H)VGs’ adjacency matrices. This idea is conceptually related to the concept of joint recurrence plots encoding the simultaneous recurrence of two dynamical systems in their respective phase spaces [99]. One simple idea is to compare the cross correlation or mutual information between the two degree sequences of $\{k_{i}^{[o]}\}$ and $\{k_{i}^{[\beta]}\}$ [188, 294].

3. In a similar spirit as the joint degree sequence, we can quantify the number of edges associated with time $i$, which connect to vertices contained in $\mathcal{N}_{i}^{[o]}$ but not in $\mathcal{N}_{i}^{[\beta]}$ or vice versa. More specifically,

$$k_{i}^{[o],[\beta]} = \#\left(\mathcal{N}_{i}^{[o]} \cap \overline{\mathcal{N}_{i}^{[\beta]}}\right) = \sum_{j} A_{ij}^{[o]} \cdot \left(1 - A_{ij}^{[\beta]}\right)$$

$$k_{i}^{[\beta],[o]} = \#\left(\mathcal{N}_{i}^{[\beta]} \cap \overline{\mathcal{N}_{i}^{[o]}}\right) = \sum_{j} A_{ij}^{[\beta]} \cdot \left(1 - A_{ij}^{[o]}\right)$$

where $\mathcal{N}_{i}^{[\alpha],[\beta]}(t) = \{1, \ldots, T\} \cap \left(\mathcal{N}_{i}^{[o],[\beta]} \cup i\right)$ is the complementary set of $\mathcal{N}_{i}^{[o],[\beta]}$, which measures the number of neighbors that belong only to $\mathcal{N}_{i}^{[o]}$ or $\mathcal{N}_{i}^{[\beta]}$, respectively. Therefore, we refer $k_{i}^{[o],[\beta]}$ as the conditional degree sequences. By definition,

$$k_{i}^{[o],[\beta]} = k_{i}^{[o]} - k_{i}^{[\beta]} - k_{i}^{\text{joint}}. \quad (101)$$

Based on the latter definitions (Eq. 101), we compute the following properties:

$$\Delta k_i = k_{i}^{[o]} - k_{i}^{[\beta]} - k_{i}^{[o]} = k_{i}^{[\beta]} - k_{i}^{[o]}$$

$$\Delta_{\text{rel}} k_i = \Delta k_i \cdot \left(k_{i}^{[o]} + k_{i}^{[\beta]}\right). \quad (103)$$

The excess degree $\Delta k_i$ quantifies how much “more convex” the fluctuations of $A^{[\alpha]}$ are in comparison with $A^{[\beta]}$ around a given time $i$ (i.e., how many more convex visibility connections the observation of $A^{[\alpha]}$ at time $i$ obeys in comparison with $A^{[\beta]}$). By additionally considering the relative excess degree $\Delta_{\text{rel}} k_i$ normalized by the sum of the individual degrees we obtain a measure that does not exhibit marked sensitivity with respect to the actual degrees $k_{i}^{[\alpha],[\beta]}$, which may considerably vary over time according to the statistical and dynamical characteristics of the data.

In Section 6.2, we will summarize the applications of $\Delta k_i$ and $\Delta_{\text{rel}} k_i$ to characterize the north–south asymmetry of solar activity [233], which provide many nonlinear properties that have not been studied by other methods. Notably, this approach is conceptually related with recently developed (H)VG-based tests for time series irreversibility, which compare (among others) degree distributions obtained when considering edges to past and future observations separately [63]. We will address these methods in the following.

4.4.3. Visibility graph similarity

As an early alternative to studying inter-layer similarities in multiplex (H)VGs, Ahmadlou and Adeli [290] introduced the concept of visibility graph similarity. Here, a combination of ideas from time delay embedding, recurrence analysis and visibility graphs is used to quantify the statistical relationship between two observed sequences. For this purpose, each sequence is first subjected to classical time delay embedding. Next, a certain state vector from the previously constructed set is chosen as a reference, and a time series of distances with respect to this reference point is constructed. For the resulting time series of distances, the corresponding VG is constructed. Finally, by pair-wise comparison between the thus obtained VG degree sequence obtained for the two time series of interest in terms of their correlation coefficient, a VG-based similarity measure is constructed, which has been used for capturing signatures of generalized synchronization in paradigmatic model systems [290], but also for constructing time-dependent functional network representations of human brain activity from multi-channel EEG measurements [295].
4.5. Decomposition of visibility graphs

4.5.1. Time-directed visibility graphs and characterizations

So far, visibility graphs have mostly been considered as undirected, since visibility does not have a predefined temporal arrow. However, (H)VGs be made directed by again assigning to the links a time arrow, which result in the so called directed VGs and HVGs. Accordingly, a link between i and j (where time ordering yields $i < j$) generates an outgoing link for i and an incoming link for j. Therefore, the degree $k_i$ of the node $i$ is now split into an in-degree $k_i^r$, and an out-degree $k_i^o$, such that $k_i = k_i^r + k_i^o$. The in-degree $k_i^r$ is defined as the number of links of node $i$ with other past nodes associated with data in the series (that is, nodes with $j < i$). Conversely, the out-degree $k_i^o$, is defined as the number of links with future nodes. Then we define the in- and out-degree distributions of a directed VG (HVG) as $p(k^r)$ and $p(k^o)$, respectively. An important property at this point is that the going in and outgoing degree sequences are interchangeable under time reversal.

More specifically, given the adjacency matrix $A$ of a (H)VG, the degree $k_i = \sum_j A_{ij}$ measures the number of edges incident to a given vertex $i$. Then, Donges et al. [63, 296] adapted a somewhat different yet equivalent notation for in- and out-degree sequences. More specifically, they decomposed the quantity $k_i$ for a vertex corresponding to a measurement at time $i$ into contributions due to other vertices in the past and future of $i$,

\begin{align}
    k_i^r &= \sum_{j<i} A_{ij}, \\
    k_i^o &= \sum_{j>i} A_{ij},
\end{align}

with $k_i = k_i^r + k_i^o$, being referred to as the retrospective and advanced degrees, respectively. Here, $k_i^r$ and $k_i^o$ correspond to the respective in- and out-degrees of time-directed (H)VGs [64]. While the degrees of an individual vertex can be significantly biased due to the finite time series length [60], the resulting frequency distributions of retarded and advanced degrees are equally affected.

The local clustering coefficient $C_i = \left(\frac{k_i}{2}\right) / \left(\sum_{j<k} A_{jk} A_{ki}\right)$ is another vertex property of higher order characterising the neighbourhood structure of vertex $i$ [4]. Here, for studying the connectivity due to past and future observations separately, [63] defined the retarded and advanced local clustering coefficients

\begin{align}
    C_i^r &= \left(\frac{k_i^r}{2}\right) / \sum_{j<i,k<j} A_{ij} A_{jk} A_{ki}, \\
    C_i^a &= \left(\frac{k_i^o}{2}\right) / \sum_{j>i,k>i} A_{ij} A_{jk} A_{ki}.
\end{align}

Hence, both quantities measure the probability that two neighbours in the past (future) of observation $i$ are mutually visible themselves. Note that the decomposition of $C_i$ into retarded and advanced contributions is not as simple as for the degree and involves degree-related weight factors and an additional term combining contributions from the past and future of a given vertex.

Finally, we note that other measures characterising complex networks on the local (vertex/edge) as well as global scale could be used for similar purposes as those studied in this work. However, since path-based network characteristics (e.g., closeness, betweenness, or average path length) cannot be easily decomposed into retarded and advanced contributions, the approach followed here is mainly restricted to neighbourhood-based network measures like degree, local and global clustering coefficient, or network transitivity. As a possible solution, instead of decomposing the network properties, the whole edge set of a (H)VG could be divided into two disjoint subsets that correspond to visibility connections forward and backward in time, as originally proposed by Lacasa et al. [64]. For these directed (forward and backward) (H)VGs, also the path-based measures can be computed separately and might provide valuable information.

4.5.2. Tests for time series irreversibility

Testing for nonlinearity of time series has been of great interest. Various approaches have been developed for identifying signatures of different types of nonlinearity as a necessary precondition for the possible emergence of chaos. Since linearity of Gaussian processes directly implies time-reversibility [297–299], nonlinearity results (among other features) in an asymmetry of certain statistical properties under time-reversal [300].
Therefore, studying reversibility properties of time series is an important alternative to the direct quantitative assessment of nonlinearity [301]. In contrast to classical higher-order statistics requiring surrogate data techniques [300], most recently developed approaches for testing irreversibility have been based on symbolic dynamics [302–304] or statistical mechanics concepts [305–307].

The time series reversibility has the following definition: a time series \( \Sigma = \{x_1, x_2, \ldots, x_n\} \) is called statistically time reversible if the time series \( \Sigma^* = \{x_{-1}, x_{-2}, \ldots, x_{-n}\} \) has the same joint distribution as \( \Sigma \). Therefore, time reversibility implies stationarity [298]. By this definition, time series reversibility reduces to the equivalence between forward and backward statistics and hence nonstationary series are infinitely irreversible and therefore \( \Sigma \) and \( \Sigma^* \) have different statistics that decrease over time [297]. More specifically [298], time irreversibility of a stationary stochastic process or time series \( \{x_i\} \) requires that for arbitrary \( n \) and \( m \), the tuples \( (x_n, x_{n+1}, \ldots, x_{n+m}) \) and \( (x_{n+m}, x_{n+m-1}, \ldots, x_n) \) have the same joint probability distribution. It is practically unfeasible in most situations due to the necessity of estimating high-dimensional probability distribution functions from a limited amount of data. Instead of testing this condition explicitly, for detecting time series irreversibility it can be sufficient to compare the distributions of certain statistical characteristics obtained from both vectors (e.g., [308]). In the following, we will review the corresponding VG-based approaches.

**Kullback-Leibler divergence.** In many applications, one can actually quantify different kinds of time asymmetries in the underlying dynamics on nonstationary processes. Following previous work [64], the topological properties of (H)VGs associated to several types of nonstationary processes have been proposed to quantify different degrees of irreversibility of several nonstationary processes [309]. Furthermore, they take advantage of the fact that the topological properties of these graphs are effectively invariant under time shift for large classes of nonstationary processes, which allows to introduce the concept of visibility graph stationarity. This in turn allows to extract meaningful information on the time asymmetry of nonstationary processes.

Lacasa et al. [309] defined time series reversibility in terms of (H)VGs in the following way: a time series \( \Sigma = \{x_i\}_{i=1}^N \) is said to be (order \( p \)) (H)VG reversible if and only if, for large \( N \), the order \( p \) block ingoing and outgoing degree distribution estimates of the directed (H)VG associated to \( \Sigma \) are asymptotically identical, i.e.,

\[
p(k_{in}^{(1)}, k_{in}^{(2)}, \ldots, k_{in}^{(p)}) = p(k_{out}^{(1)}, k_{out}^{(2)}, \ldots, k_{out}^{(p)}).
\]

This property yields that the ingoing and outgoing degree sequences of the original and time reversed series have the same distribution, namely,

\[
p(k_{in})[\Sigma] = p(k_{out})[\Sigma^*]; p(k_{in})[\Sigma] = p(k_{in})[\Sigma^*],
\]

where \( \Sigma^* = \{x_{n+1-i}\}_{i=1}^n \) represents the time reversed series. For time series, we assess how close the system is to reversibility by quantifying the distance between \( p(k_{in}) \) and \( p(k_{out}) \).

The distance between the \( in \) and \( out \) degree distributions has been calculated by the Kullback-Leibler divergence (KLD) [64, 309], which is used in information theory as a measure to distinguish between two probability distributions. More specifically, the KLD between these two distributions is

\[
D_{kid}(in\|out) = \sum_k p(k_{in}) \log \frac{p(k_{in})}{p(k_{out})}.
\]

This measure \( D_{kid}(in\|out) \) is a semi-distance which vanishes if and only if the outgoing and ingoing degree probability distributions of a time series are identical, but is positive otherwise. Then the (H)VG reversibility is redefined if the following expression holds:

\[
\lim_{N \to \infty} D_{kid}(in\|out) = 0.
\]

Truly irreversible process have positive values of Eq. (110) in the limit of large \( N \) [64]. The consistency of this test for HVGs has been demonstrated numerically for chaotic dissipative systems (HVG-irreversible), long-range dependent stochastic processes (HVG-reversible) [64] and non-Markovian random walks (HVG-irreversible) [309].
Lacasa et al. [64, 309] conjectured that the information stored in the in- and out-degree distributions takes into account the amount of time irreversibility of the associated series. More precisely, they suggested that this can be measured, in a first approximation, as the distance (in a distributional sense) between the in- and out-degree distributions \( p(k^{\text{in}}, k^{\text{out}}) \). This claim was recently supported by quantitative numerical analysis of \( D_{\text{Kld}} \) for a modified Langevin equation and some simple population growth model with tunable long-range dependence [310]. Specifically, it was found that both persistence and anti-persistence increase the value of the Kullback-Leibler divergence, with the effect of positive correlations being somewhat stronger than that of negative ones.

Instead of degree based characteristics, higher order measures can be used as well if necessary, such as the corresponding distance between the in and out degree-degree distributions \( p(k^{\text{in}}, k^{\text{out}}) \). These are defined as the in and out joint degree distributions of a node and its first neighbors, describing the probability of an arbitrary node whose neighbor has degree \( k' \) to have degree \( k \). That is, we compare the out-degree distribution in the actual (forward) series \( p(k^{\text{out}}) \) with the corresponding probability in the time-reversed (or backward) time series, which is equal to the probability distribution of the ingoing degree in the actual process.

Therefore, by calculating Eq. (110), Lacasa et al. [64] have shown that one can correctly distinguish between reversible and irreversible stationary time series, including analytical and numerical studies of its performance for: (i) reversible stochastic processes (uncorrelated and Gaussian linearly correlated), (ii) irreversible stochastic processes, (iii) reversible (conservative) and irreversible (dissipative) chaotic maps, and (iv) dissipative chaotic maps in the presence of noise. Numerical examples of time irreversibility tests have been provided in Fig. 23. In particular, they first considered time series of length \( 2^{15} \) from white noise of i.i.d. uniformly random uncorrelated variables \( \sim U[0,1] \) (Fig. 23(a)). In this case, Fig. 23(a) shows that both distributions are identical up to finite-size effects fluctuations. In addition, the irreversibility measure \( D_{\text{Kld}}(\text{in/out}) \) vanishes asymptotically as \( 1/N \), showing that finite irreversibility values for finite size are due to statistical fluctuations that vanish asymptotically. Therefore, Fig. 23(a, b) suggest that the underlying process is time reversible. In contrast, both distributions are clearly different for the chaotic logistic map (Fig. 23(c)), which is further confirmed by the convergence of \( D_{\text{Kld}}(\text{in/out}) \) to a finite value with \( N \) (Fig. 23(d)). Therefore, the logistic map is time irreversible.

![Figure 23: Time irreversibility testing for white noise (a,b) and the chaotic logistic map (c,d). (a,c) Semi-logarithmic plots of the in- and out-degree distributions of the VG. (b,d) Time irreversibility measure \( D_{\text{Kld}}(\text{in/out}) \) versus series size \( N \). Modified from [309] with permission by American Physical Society.](image)

Notice that the majority of previous methods to estimate time series irreversibility generally proceed by first making a (somewhat ad hoc) local symbolization of the series, coarse-graining each of the series data into a symbol (typically an integer) from an ordered set \([302-307]\). The method based on directed (H)VGs here lacks an ad hoc symbolization process, which may in principle take into account multiple scales. The unnecessary requirement of symbolization is desirable if we want to tackle complex signals and, hence, it can be applied directly to any kind of real-valued time series.

We note that (H)VG reversibility varies depending on the detailed properties of particular processes \([309, 310]\), which calls for careful interpretations. For instance, both analytical calculations and numerical simulations show that unbiased additive random walks, while nonstationary, are both (H)VG stationary and (H)VG time reversible. On the other hand, biased memoryless additive random walks are HVG irreversible with finite irreversibility measures that quantify the degree of time asymmetry, while these are still VG

```math
\begin{align*}
&D_{\text{Kld}}(\text{in/out}) \sim \frac{1}{N} \\
&\text{(a)} \quad \text{semi-logarithmic plots of } p(k^{\text{in}}), p(k^{\text{out}}) \\
&\text{(b)} \quad \text{time irreversibility measure } D_{\text{Kld}}(\text{in/out}) \\
&\text{(c)} \quad \text{chaotic logistic map (c), which is further confirmed by the convergence of } D_{\text{Kld}}(\text{in/out}) \text{ to a finite value with } N \text{ (Fig. 23(d)). Therefore, the logistic map is time irreversible.}
\end{align*}
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reversible, as VGs are invariant under superposition of linear trends in the original data. Numerical examples suggest that HVGs can capture, for both finite and infinite series size, the irreversible nature of non-Markovian additive random walks, whereas VGs are only able to do so for finite series. For multiplicative random walks, the processes are HVG reversible if the process is akin to an unbiased additive process in logarithmic space, and time irreversible if the process reduces to a biased additive process in logarithmic space. Finally, the VGs capture the time irreversible character of multiplicative random walks, yielding finite values in the unbiased case and asymptotically diverging quantities in the biased case. Furthermore, these conclusions are based on the limit of infinitely long time series. In finite and finite size time series always yield finite, non-zero values of HVG and VG irreversibility [311], which needs a proper test justifying the statistical significance.

**Kolmogorov-Smirnov (KS) test for irreversibility.** While the results of the KLD measure for reversible and irreversible dynamics quantitatively differ in several orders of magnitude, a statistical test is required. Lacasa et al. [64] proposed to address the statistical significance by surrogate techniques as follows: one first proceeds to shuffle the series under study in order to generate a randomized resampled data set with the same underlying probability density. This resampled series, whose irreversibility measure is asymptotically zero, is considered as the null hypothesis of the test. Recently, a combination of Kullback-Leibler distance between the ingoing and outgoing degree sequences and the so-called inversion number of the permutation of the original time series has been proposed to characterize asynchronous patterns of time irreversibility [312]. Taking a slightly different algorithm, Donges et al. [63] have extended this idea and proposed to utilize some standard statistics for testing the homogeneity of the distribution of random variables between two independent samples, which can be formulated for both standard and horizontal VGs and for different network properties.

More specifically, following the decomposition of vertex properties into time-directed contributions proposed above (including network degrees and local clustering coefficients, Eqs. (104)-(107)), Donges et al. [63] utilized the frequency distributions \( p(k^r) \) and \( p(k^a) \) of retarded and advanced vertex properties as representatives for the statistical properties of the time series when viewed forward and backward in time. In the case of time-reversibility, they conjecture that both sequences \( \{k^r_i\} \) and \( \{k^a_i\} \) should be drawn from the same probability distribution, because the visibility structure towards the past and future of each observation has to be statistically equivalent. In turn, for an irreversible (i.e., nonlinear) process, we expect to find statistically significant deviations between the probability distributions of retarded and advanced characteristics. In other words, rejecting the null hypothesis that \( \{k^r_i\} \) and \( \{k^a_i\} \) are drawn from the same probability distribution, respectively, implies rejecting the null hypothesis that the time series under investigation is reversible.

Since for sufficiently long time series (representing the typical dynamics of the system under study), the available samples of individual vertex properties approximate the underlying distributions sufficiently well, we can (despite existing correlations between subsequent values) consider the Kolmogorov-Smirnov (KS) test for testing this null hypothesis. Specifically, a small \( p \)-value of the KS test statistic (e.g., \( p < 0.05 \)) implies that the time series has likely been generated by an irreversible stochastic process or dynamical system. Even more, these \( p \)-values are distribution-free in the limit of \( N \to \infty \). Neglecting possible effects of the intrinsic correlations between the properties of subsequent vertices on the estimated \( p \)-values (which shall be addressed in future research), this implies that we do not need to construct surrogate time series for obtaining critical values of our test statistics as in other irreversibility tests. Note that other (not network-related) statistical properties sensitive to the time-ordering of observations could also be exploited for constructing similar statistical tests for time series irreversibility [63].

The KS test for irreversibility has been demonstrated by model time series of AR(1) process (\( p = 1, \phi_1 = 0.5 \) in Eq. (A.3)) and the chaotic Hénon map (Eq. (A.4)) as shown in Fig. 24. For the linear (reversible) AR(1) process, the empirical distributions of retarded/advanced vertex properties collapse onto each other [63]. Consequently, the null hypothesis of reversibility is never rejected by the test based on the degree (Fig. 24(a)), and only rarely rejected by the clustering-based test well below the expected false rejection rate of 5% (Fig. 24(b)). In contrast, for the irreversible Hénon map, the null hypothesis of reversibility is nearly always (degree, Fig. 24(c)) or always (local clustering coefficient, Fig. 24(d)) rejected. To further evaluate
the performance of the tests for varying series size $N$, the receiver operating characteristics (ROC curves)
have been applied to quantify the false positive rate versus true positive rate when testing irreversibility
[63].

![Figure 24: (color online) Frequency distributions of $p$-values of the KS statistic for comparing the distributions of retarded/advanced (a,c) degree $k^r_i, k^a_i$ and (b,d) local clustering coefficient $C^r_i, C^a_i$ of standard VGs from an ensemble of $M = 1,000$
realizations of model system time series of length $N = 500$: (a,b) AR(1) process, (c,d) Henon map. Vertical red lines indicate
the typical significance level of 0.05 where appropriate (note the different scale in panel (d)). Modified from [63].

Utilizing standard as well as horizontal VGs for discriminating between the properties of observed data
forward and backward in time has at least two important benefits: (i) Unlike for some classical tests
(e.g., [300]), the reversibility properties are examined without the necessity of constructing surrogate data.
Hence, the proposed approach saves considerable computational costs in comparison with such methods and,
more importantly, avoids the problem of selecting a particular type of surrogates. Specifically, utilizing the
KS test statistic or a comparable two-sample test for the homogeneity (equality) of the underlying probability
distribution functions directly supplies a $p$-value for the associated null hypothesis that the considered
properties of the data forward and backward in time are statistically indistinguishable. (ii) The proposed
approach is applicable to data with non-uniform sampling (common in areas like paleoclimate [60, 296] or
astrophysics) and marked point processes (e.g., earthquake catalogues [285]). For such data, constructing
surrogates for nonlinearity tests in the most common way using Fourier-based techniques is a challenging
task, which is avoided by (H)VG-based methods.

We emphasize that this method exploits the time-information explicitly used in constructing (H)VGs.
Other existing time series network methods (e.g., recurrence networks [52–54]) not exhibiting this feature
cannot be used for the same purpose. Furthermore, there are methodological questions such as the impacts
of sampling, observational noise, and intrinsic correlations in vertex characteristics as well as a detailed
comparison to existing methods for testing time series irreversibility that need to be systematically addressed
in future research. Furthermore, (H)VG-based methods are generally faced with problems such as boundary
effects and the ambiguous treatment of missing data [60], which call for further investigations, too.

It may be noted that unlike neighborhood-based network measures like degree and local clustering
coefficients, path-based measures of (H)VGs are known to be strongly influenced by boundary effects [60],
so that they could possibly lose their discriminative power if employed in a similar fashion in the context of
irreversibility tests.

Irreversibility tests have been conducted for various real valued time series. Examples include neuro-
physiological EEG recordings [63], mean temperature anomaly series [313], financial time series [314], oil-
water two-phase flows [315], meteorological stream flow fluctuations [316], correlated fractal processes [311],
and seismic sequences of a Mexican subduction zone [317].

5. Transition networks

A third main group of transformations of time series into complex networks is commonly referred to as
transition networks. Unlike recurrence (and other proximity-based) networks or the numerous algorithmic
variants of visibility graphs, these networks are directed by definition and, hence, trace the succession
of dynamical states as time proceeds. Specifically, the nodes of a transition network correspond to certain
discrete states or patterns, and directed links are established if one of these nodes is followed by the other with
non-zero (empirical) probability along the observed trajectory of the system under study. Mathematically, this corresponds to a Markov chain with given transition probabilities between discrete states, which can be conveniently used for constructing a weighted and directed graph [318]. In this regard, the history of transition networks is closely tied to the development of the mathematical theory of Markov chains, while explicitly exploiting the topological properties of these complex networks constructed from the transition probabilities between states or patterns in dynamical systems has probably only started in the last about 15 years, initiated by the seminal work by Nicolis et al. [65].

While it is most common to formulate transition networks as directed and weighted graphs, it should be noted that an adjoint unweighted network representation can be easily obtained by omitting the explicit information on transition probabilities and considering those pairs of nodes (i.e., states or patterns) as being linked via an unweighted edge which exhibit non-zero mutual transition probabilities. Alternatively to considering all non-zero probabilities, one may also choose some threshold for the transition probabilities to exclude rare transitions (e.g., due to noise in deterministic dynamical systems).

In general, there are various ways to define the nodes of a transition network upon a given data set. The simplest situation is when the data themselves take only discrete values. In this case, each possible value or, more generally, each possible m-tuple of such values can be directly used to define a node. This results in two parameters that should be selected taking the number K of discrete states, the total length N of the underlying time series, and the available computational resources into account. Notably, these algorithmic parameters — the number m of states contained in each tuple and their mutual time distance τ — are conceptually equivalent to the parameters of time delay embedding (i.e., embedding dimension and delay) in classical nonlinear time series analysis [6, 18]. However, unlike in most applications of time delay embedding, in the context of transition network approaches one is not necessarily interested in having statistically independent states in the considered tuple, so that τ = 1 is often a convenient choice even in case of serially dependent data sequences. It should be noted that the idea of considering tuples of discrete data allows a straightforward generalization of the transition network approach to multivariate series by combining, e.g., simultaneous values of the individual univariate component time series for defining a certain node.

In the more common case of variables with continuous distributions, obtaining discretized states requires some initial transformation from continuous to discrete data, which is commonly referred to as symbolic encoding. Although this encoding results in a loss of information on the detailed state of the system under study, proper encodings minimize this loss (up to zero if using so-called generating partitions of the system under study). After having performed this discretization, one may proceed as in the case of originally discrete-valued time series.

In summary, transforming a time series into a transition network representation is a (possibly two-step) process of mapping the temporal information into a Markov chain to obtain a compressed or simplified representation of the original dynamics. In the following, the individual steps for constructing and analyzing different types of transition networks will be described in full detail.

5.1. Symbolic encoding

Symbolic encoding transforms a time series into a set of K discrete states or patterns (“symbols”) \( \{\pi_1, \ldots, \pi_K\} \). Therefore, when analyzing time series of a variable with continuous distribution, the first step towards constructing a transition network representation is applying a suitable discretization of the considered series.

In general, there is a well-developed theory of using symbolic sequences in the context of nonlinear time series analysis [317, 319, 320], which draws upon methodological concepts like entropies and complexity measures derived from them, commonly originating from the field of statistical mechanics and information theory. Notably, there is generally a large freedom of defining different kinds of symbolizations for an underlying time series. For deterministic discrete-time dynamical systems, there exist so-called generating partitions, in which case there is a direct correspondence between the observed trajectory and the resulting symbolic sequence that is unique up to a set of measure zero [321–323]. While using such generating partitions would be desirable in many applications, their estimation from real-world data commonly poses a challenging problem [324–326]. For this purpose, in practice simplified symbolization strategies are commonly employed:
• Coarse-graining of phase space, sometimes also referred to as static encoding \cite{138}, classifies the data into \( K \) different groups based on intervals defined by a set of pre-defined threshold values \( \{\xi_1, \ldots, \xi_{K-1}\} \). In this case, symbols \( \pi_q \) with \( q = 1, \ldots, K \) are assigned according to the group membership of the respective data value (i.e., \( \pi_p = q \)), and

\[
\xi_i = \begin{cases} 
1 & \text{if } x_i < \xi_1, \\
q & \text{if } \xi_{q-1} \leq x_i < \xi_q & \text{for } 1 < q < K - 1, \\
k & \text{if } x_i \geq \xi_{K-1}.
\end{cases}
\]  

(112)

• While the coarse-graining approach relies solely on the amplitudes of each individual data value, different types of dynamic encodings can be defined as alternatives. One simple way consists of thresholding the difference-filtered time series of order \( p \), whereby the difference filtering operator is recursively applied as

\[
\Delta^1 x_i = x_{i+1} - x_i, \\
\Delta^p x_i = \Delta^{p-1} x_{i+1} - \Delta^{p-1} x_i, \quad (p > 1).
\]  

(113) (114)

Most commonly, one uses this specific approach for obtaining some binary encoding, i.e., \( \xi_i = \Theta(\Delta^p x_i) \in \{0, 1\} \) with \( \Theta(\cdot) \) being again the Heaviside function. One important variant of this approach is considering order relationships among subsequent data values, subsets of \( m \) observations defined based upon the first-order difference filtered series as described above. This approach results in a symbolic encoding into \( 2^{m-1} \) different states representing coarse-grained local dynamical patterns. In the following, we will call this type of symbolization order-pattern based encoding.

• Conceptually related to the aforementioned encoding, based on the pair-wise inter-comparison between subsequent values is group-wise ordering of values within sets of \( m \) subsequent observations. Neglecting possible ties, we assign each value \( x_i \) within such a sequence its local rank order \( r_i \in \{1, \ldots, m\} \). Notably, there will be \( m! \) possible permutations of such rank order sequences, which are enumerated to obtain a symbolic encoding. This strategy allows utilizing statistical techniques like permutation entropies \cite{70} commonly referred to as ordinal time series analysis methods \cite{327}. Accordingly, we will refer to such permutation-based symbolizations as ordinal pattern based encoding or simply ordinal encoding.

While the three general strategies for symbolic encoding of time series values described above are quite common in nonlinear time series analysis, they are not exhaustive. Other types of encodings, as well as mixed strategies \cite{138}, are possible as well, depending on the specific aspects of dynamics one wishes to highlight when performing the symbolization. In this regard, there is commonly no “optimal” symbolization strategy for a given time series \cite{328}, but rather great flexibility according to the dynamical features or time-scales of interest as well as the available computational resources. In general, symbolic encoding performs a natural coarse-graining of the dynamics of the system under study, which preserves essential dynamical information. Such a strategy naturally addresses common issues in many real-world time series, such as the presence of noise or intrinsic multi-stability.

Based upon the accordingly discretized time series, a variety of relevant dynamical properties can be conveniently estimated, including symbolic correlation functions \cite{329}, mutual information \cite{330}, permutation entropy \cite{70}, or transfer entropy \cite{331}. In most cases, the choice of the symbolization strategy and its possible algorithmic parameters (e.g., number and location of thresholds, length of considered subsets, etc.) affects the resulting estimates. For example, mutual information estimators obtained from groups with equal probabilities are commonly more reliable than such from groups of equal interval size. Since defining symbols with equal probability of occurrence can be challenging in case of other than threshold-based encodings, this observation poses natural restrictions to the interpretation of quantitative values of many statistical characteristics of symbolic sequences.

Instead of considering statistics based upon the (joint) probability distributions of individual symbols, it is often useful to combine sequences of symbols into “words” of a given length \( m \), which allow not only
for looking at the coarse-grained state of the system under study, but rather a succession of several of such states, thereby conserving some information on its dynamics. Among the quantities that can be estimated from statistics upon such sequences, the source entropy of the underlying system is often approximated by the limit of the conditional block entropies $s_m = S_{m+1} - S_m$ for $m \to \infty$ where

$$S_m = -\sum_{p=1}^{K_m} p_p^{(m)} \log p_p^{(m)} \quad (115)$$

are the block entropies, i.e., the Shannon entropies of symbolic sequences of length $m$, with $p_p^{(m)}$ being the probabilities of occurrence of all possible subsequences (words) of this length (enumerated by the index $p$) within the time series [137, 332]. Moreover, the statistical properties of the sequence distributions can be used for defining various measures of complexity [333, 334]. Last but not least, investigating the properties of forbidden symbols and words (i.e., values or patterns that are not observed during the system’s dynamical evolution) have recently attracted particular attention [335, 336].

### 5.2. Markov chains

After having defined suitable symbols or words, which are taken from an alphabet $A$ of $\omega$ discrete values, the next step towards constructing a transition network representation upon a given time series is to explicitly use the temporal order of the accordingly coarse-grained observations to represent the dynamics of the observed system. For this purpose, we consider the transition probabilities $w_{pq} = p(\xi_{i+1} = q | \xi_i = p)$ between subsequent symbols (words) to define a weighted and directed transition network with the weight matrix $W = \{w_{pq}\}, p,q \in [1, \ldots, \omega]$. Note that because of $\sum_{q=1}^{\omega} w_{pq} = 1$ for all $p \in A$ by definition (conservation of probability), $W$ is a column-stochastic matrix. In the terminology of stochastic processes [65], the resulting transition networks describe a Markov chain with the nodes representing some set of states that encode the time series’ amplitudes or local variations, and directed and weighted edges indicating the temporal succession of such states or patterns. Specifically, Markov chains are memoryless stochastic processes, implying that the state of the process at some time $i$ depends solely on its previous state at $i-1$. If approximating the coarse-grained dynamics of a time series as such a Markov process, this implies that the $n$-step transition probabilities are simply given by the entries of $W^n$. It should be emphasized, however, that trajectories of dynamical systems commonly exhibit serial correlations, so that this simplifying approximation is commonly not suitable for fully describing the longer-term dynamical evolution of the system. Nonetheless, the Markov chain analogy allows reconsidering terms like absorbing or recurrent states or stationary densities in terms of transition network properties. Specifically, absorbing states of a Markov chain can be identified as transition network nodes with zero out-degree (respectively, zero out-strength), since $w_{pq} = 0$. Recurrent states are characterized by their membership in loops of length greater than one, while the stationary density is given as the eigenvector of $W$ with eigenvalue 1, which is unique in case of non-degenerated Markov chains. This implies a close connection with the network measure of eigenvector centrality.

It should be emphasized that the duality between Markov chains and transition networks holds for any Markov chain irrespective of the existence of an underlying time series.

### 5.3. Coarse-graining based transition networks

The construction of coarse-graining based transition networks draws upon a proper phase space partition. For instance, we first mesh the $d$-dimensional phase space with boxes of equal size following the traditional idea of fractal dimension computations [19, 164] or complexity measures [337]. When working with univariate time series, $d = m$ (i.e., the length of the considered symbolic sequences). An alternative, mathematically preferable yet harder to construct alternative would be a separation into boxes with equal probability [338]. Then, each box is labeled with the symbol $\pi_p$ and regarded as a vertex in the network. The connectivity between two boxes (nodes) $\pi_p (p)$ and $\pi_q (q)$ is then represented by the empirical transition frequency following the temporal order of observations.
The transition probability approach is well suited for identifying such “states” (i.e., regions in phase space) that have a special importance for the dynamical evolution of the studied system, for example, in terms of their betweenness centrality $b_p$ or similar measures. Moreover, the resulting networks do not only depend on a single parameter, but on the specific definition of the full set of classes. Note, however, that coarse graining might be a valid approach in case of noisy real-world time series, where extraction of dynamically relevant information hidden by noise can be supported by grouping the data. In contrast to the other approaches for constructing complex networks from time series, the topology of transition networks depends on the specific choice of discretization.

For a trajectory that does not leave a finite volume in phase space, there is only a finite number of discrete “states” $\pi_p$ with a given minimum size in phase space. This implies the existence of absorbing and/or recurrent states in the associated Markov chain. Specifically, in case of dissipative dynamics, the phase space segments corresponding to absorbing and recurrent nodes provide a coarse-grained description of the system’s attractor(s).

It should be noted that unlike in visibility graphs and related methods, detailed temporal information is lost at the network level after the coarse graining since the transition frequency matrix $\mathbf{W}$ is estimated over the entire time series. Therefore, the resulting transition network is a static representation of the system’s dynamics, which requires the system to be stationary and ergodic. Violation of the stationarity assumption could imply the transition matrix $\mathbf{W}$ being explicitly time-dependent, which however would make a proper estimation of its coefficients challenging if only a single time series is available as a realization of the non-stationary system dynamics. In this context, Weng et al. [339] proposed constructing a temporal network from time series by unfolding temporal information into an additional topological dimension. More specifically, a transition from node $p$ to $q$ is established whenever the trajectory flow performs a transition from $p$ to $q$ at time $t_i$, which is denoted as $\langle p \rightarrow q;i \rangle$. By adding the additional time axis to the transition route, the consecutive memory network is constructed by introducing a memory factor. Weng et al. further proposed memory entropy analysis to characterize the memory effect in the observed time series. The identified memory effect can accurately differentiate between various types of time series including white noise, $1/f$ noise, AR model, periodic and chaotic time series.

In general, there is a close analogy between coarse-graining based transition networks and Lagrangian flow networks [340, 341] used for describing structural characteristics of flows. The latter type of network representations has been originally introduced for studying geophysical flows in the atmosphere and ocean [342, 343], but can also be applied for investigating the behavior of dynamical systems in their underlying phase space. Moreover, for nonlinear maps or ordinary differential equations, an equivalent transformation has also been termed Ulam networks [344–348] in parts of the literature, referring to the estimation of transition probabilities of trajectories between finite boxes being known as Ulam’s method. While the main difference with respect to the transition networks used for the purpose of time series analysis is that Lagrangian flow networks and Ulam networks encode transition probabilities between volume elements that are commonly based on the observation of the trajectories of ensembles of tracer particles that are passively advected within a given flow field, in case of stationary and ergodic systems, results obtained for flow networks can be directly translated to transition networks in the asymptotic limit. Specifically, it has been demonstrated that node properties like degree, eigenvector centrality, or cutoff closeness have a close correspondence with spatial patterns of finite-time Lyapunov exponents or entropies (highlighting the positions of invariant manifolds of hyperbolic trajectories of the system under study) [340, 343]. Other dynamically relevant structures like elliptic fixed points and periodic orbits can be identified by different network properties like the local clustering coefficient [349].

### 5.3.1. Ordinal pattern transition networks for univariate time series

As an alternative to phase space partitioning, one may define the node set of a transition network based on some different symbolic representation of the studied time series, for instance, ordinal patterns [41, 350]. This strategy has been followed recently in a growing number of studies [41, 66, 351–353]. Among others, a series of systematic investigations of ordinal methods has been conducted on irregularly sampled time series [287–289], which shows great potentials for studies of experimental observation data from climate sciences.
To construct an ordinal pattern transition network (OPTN), the first step is to embed the given one-dimensional time series \( \{x_i\} \) by using traditional time delay embedding with a proper choice of embedding dimension \( m \) and time delay \( \tau \). Then, embedded points in phase space are mapped to nodes in the network space according to the sequence of rank orders, and links are allocated between nodes based on temporal succession on the trajectory. In Fig. 25, we show an example of an OPTN using the algorithm of [41].

![Example OPTN](image)

Figure 25: (a) Illustration of permutation symbols from a time series of the Rössler attractor (\( a = 0.165 \) in Eq. (A.2)). Assume \( \tau = 9 \) and \( m = 6 \). One embedded state vector \( \vec{x}_{104} = \{x_{104}, x_{113}, x_{122}, x_{131}, x_{140}, x_{149}\} \) is highlighted by red color, and its corresponding pattern is defined by the rank ordering \( \pi_{104} = \{5, 1, 2, 4, 6, 3\} \). (b) Resulting OPTN (isolated vertices and self-loops are excluded in the visualization). Directed edges are indicated by arrows. Reproduced from [41].

In [41], McCullough et al. illustrated the construction algorithm in detail for the Rössler system and found that periodic dynamics translates to ring structures whereas chaotic time series translate to band or tube-like structures – thereby indicating that this algorithm generates networks whose structure is sensitive to qualitatively different system dynamics. Furthermore, it has been demonstrated that simple network measures (including the mean out-degree and variance of out-degrees) can track changes in the dynamical behavior in a manner comparable to the largest Lyapunov exponent [41]. Therefore, topological characteristics of OPTNs have the potential to provide useful indicators for dynamical discrimination of different states and the detection of change points.

Measures of transitional complexity have been further proposed in [45] to quantify the resulting OPTNs. Based on the transition matrix \( \mathbf{W} \) of an OPTN that excludes the possibility of self-loops, McCullough et al [45] considered the local out-link transition frequency between the ordinal patterns \( \pi_p \) and \( \pi_q \)

\[
P_{pq} = \begin{cases} 
0, & \text{if } p = q \\
\frac{w_{pq}}{\sum_{q, q \neq p} w_{pq}}, & \text{if } p \neq q.
\end{cases}
\]

(116)

Note that the transition frequency of Eq. (116) is pattern (row-) wise normalized. Then, the Shannon entropy of each row of Eq. (116) gives the local node out-link entropy \( s^L_p = -\sum_q p_{pq} \log p_{pq} \). By averaging over the network, we obtain the expected value of the transitional complexity, which is called global node out-link entropy

\[
S_{\text{GNE}} = \sum_p p_p s^L_p.
\]

(117)

The lower bound \( S_{\text{GNE}} = 0 \) implies that there is no uncertainty in the system, which corresponds to time series that are strictly monotonic or have a strictly periodic series of ordinal patterns. Further, an infinitely...
long time series of uniform independent and identically distributed noise yields the upper bounds for $S^{GNE}$ [352].

Embedding dimension $m$ and time delay $\tau$ are two important parameters in the construction of OPTNs, having crucial impacts on the appearance of forbidden order patterns [66, 288, 289]. The selection of time delay $\tau$ must be performed in relation to the sampling rate for continuous systems. Sun et al. [354] proposed using a time delay $\tau > 1$. In [41], the authors recommended to select these two parameters by traditional methods used for time series embedding, for instance, the first root of the autocorrelation function of the underlying time series, because it provides a sufficiently good phase space reconstruction of a deterministic dynamical system. While there does not yet exist a robust metric for determining the correct choice of $m$, for time series of the Rössler system they found that networks with the most visually intuitive structure often coincide with maxima of the degree variance in dependence on $m$. In addition, it was demonstrated that the range $6 \leq m \leq 10$ was the most useful when using simple network measures to track changes in the dynamics [41]. Note that the choice of $m$ also determines the level of simplification of the original phase space by ordinal partitions.

Based on similar considerations, Masoller et al. [355] introduced an alternative set of entropic quantifiers. Specifically, they assigned each node of an OPTN from a univariate time series a weight $w_q$ according to the probability of occurrence of the corresponding pattern, and studied the Shannon entropy of the distribution of these node weights,

$$S^P = - \sum_{p=1}^{\omega} p_p \log p_p,$$

which corresponds to the classical permutation entropy, together with the local per-node entropy and network-averaged node entropy,

$$S_p = - \sum_{q} w_{pq} \log w_{pq} \quad \text{and} \quad S^N = \frac{1}{\omega} \sum_{p=1}^{\omega} S_p.$$

In addition, they studied the asymmetry coefficient

$$\omega \sum_{p\neq q} w_{pq} - w_{qp},$$

which takes values between $a = 0$ (for a completely symmetric network) and $a = 1$ (in a fully directed network where each link between any pair of nodes is completely unidirectional). Masoller et al. [355] demonstrated that the aforementioned quantities trace well the succession of qualitatively different dynamical states in bifurcation scenarios of paradigmatic model systems like logistic map or tent map, as well as in real-world data from semiconductor laser experiments.

### 5.3.2. Order pattern transition networks for multivariate time series

Most recent works have focused only on univariate time series $\{x_i\}$, while the generalization to multivariate time series has remained largely untouched. However, many phenomena in the empirical sciences are of a multivariate nature. For instance, different assets in stock markets are often observed simultaneously and their joint development is analyzed to better understand tendencies. In climate science, multiple observations (temperature, pressure, precipitation, human activities, etc., from different locations) are the basis of reliable predictions of upcoming meteorological conditions.

Zhang et al. [71] proposed constructing OPTNs from multivariate (high dimensional) data. Recall that given a scalar time series $\{x_i\}$ which is produced by a deterministic dynamical system, the order structure depends on the embedding dimension $m$ and delay $\tau$. Let us start with embedding dimension $m = 2$. Neglecting equality, we have two relations between $x_i$ and $x_{i+\tau}$, namely, two symbol sequences representing order patterns $\pi$:

$$\pi_{x,i} = \begin{cases} 1 & \text{if } x_i < x_{i+\tau}, \\ 0 & \text{if } x_i > x_{i+\tau}. \end{cases}$$

(121)
In [351], Small et al. used a fixed lag \( \tau = 1 \) for embedding, and we adopt this \( \tau \) in the following. In this case, the order pattern \( \pi_x^1 = 1 \) captures an increasing trend, respectively, \( \pi_x^0 = 0 \) corresponds to a decreasing trend of the time series. This definition is equivalent to considering the signs of the increments \( \Delta x_i = x_{i+1} - x_i \) by a first-order difference of the original series.

Generalizing the aforementioned idea to the case of three-dimensional time series \((x_i, y_i, z_i)\), we first obtain the increment series \((\Delta x_i, \Delta y_i, \Delta z_i)\). Then the order patterns are defined by the combinations of signs of \( \Delta x_i, \Delta y_i \) and \( \Delta z_i \). In particular, the ordinal patterns \( \Pi \in \{\pi_x^1, \pi_y^1, \pi_z^1\} \) (with \( K = 8 \)) of a three-dimensional time series are summarized in Tab. 4. More generally, the size of the alphabet describing the order patterns \( \Pi \) for an \( n \)-dimensional time series \( \{x_{i1}, \ldots, x_{in}\} \) is \( m = 2^n \) since each component has either increasing or decreasing trend at time \( i \).

We emphasize that multivariate OPTNs consider the increments between two consecutive time points of each one-dimensional measurement series in the space of multivariate measurements, which captures the dynamical properties of the multivariate time series in its associated “velocity space” (difference space). Therefore, the time delay \( \tau \) in the order pattern definition (Eq. (121)) has a rather different interpretation than the time delay that is often used in classical time delay embedding. The above discussion can be directly generalized to the case of \( \tau > 1 \) and embedding dimension \( m > 2 \) for each variable. The resulting OPTN utilizes discretized approximations of the local null clines (i.e., \( \Delta x = 0 \), etc.) to obtain a symbolic partitioning of the systems. In Fig. 26(a), the chaotic Rössler system is color-coded by the ordinal pattern partitions and the corresponding transition network is shown in Fig. 26b.

![Figure 26: (a) Rössler attractor in phase space color coded by the order patterns defined in Tab. 4 (for \( a = 0.165 \) in Eq. (A.2)), (b) OPTN and self-loops are excluded. Reproduced from [71].](image-url)

Table 4: Order patterns in three-dimensional time series \((x_i, y_i, z_i)\).

<table>
<thead>
<tr>
<th>( \Pi )</th>
<th>( \pi_1 )</th>
<th>( \pi_2 )</th>
<th>( \pi_3 )</th>
<th>( \pi_4 )</th>
<th>( \pi_5 )</th>
<th>( \pi_6 )</th>
<th>( \pi_7 )</th>
<th>( \pi_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta x )</td>
<td>( \pi_x^1 ) +</td>
<td>( \pi_x^1 ) +</td>
<td>( \pi_x^1 ) +</td>
<td>( \pi_x^0 ) −</td>
<td>( \pi_x^0 ) −</td>
<td>( \pi_x^0 ) −</td>
<td>( \pi_x^0 ) −</td>
<td>( \pi_x^0 ) −</td>
</tr>
<tr>
<td>( \Delta y )</td>
<td>( \pi_y^1 ) +</td>
<td>( \pi_y^1 ) +</td>
<td>( \pi_y^1 ) −</td>
<td>( \pi_y^0 ) +</td>
<td>( \pi_y^0 ) −</td>
<td>( \pi_y^0 ) +</td>
<td>( \pi_y^0 ) +</td>
<td>( \pi_y^0 )</td>
</tr>
<tr>
<td>( \Delta z )</td>
<td>( \pi_z^1 ) +</td>
<td>( \pi_z^1 ) −</td>
<td>( \pi_z^1 ) +</td>
<td>( \pi_z^0 ) −</td>
<td>( \pi_z^0 ) −</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In order to highlight the importance of non-self transitions between ordinal patterns, one straightforward modification of the OPTN definition would consist of removing any self-loops, which is a typical step in many applications of complex networks [42]. Specifically, we can remove self-loops before computing the weight matrix \( W \) to keep the normalization \( \sum_{\phi, \psi} w_{\phi \psi} = 1 \). Note that in stochastic processes, self-loops can be expected not to contribute with large probabilities.

Given the empirical observations of different occurrence frequencies of ordinal patterns \( p(\pi_p) \) and their...
mutual transition frequencies \( w_{pq} \), two Shannon entropies are defined as

\[
S_O = -\sum_{p=1}^{2^k} p(p_p) \log_2 p(p_p),
\]

\[
S_T = -\sum_{p,q=1}^{2^k} w_{pq} \log_2 w_{pq}.
\]

In the terminologies of [352], \( S_O \) characterizes the vertex (node) complexity, i.e., is defined as the Shannon entropy of node weights, which is equivalent to the classical permutation entropy \( S_T \) and \( S_T \) the edge (link) transitional complexity, both of which have been found useful for characterizing synchronization transitions [71]. Note that Eq. (123) measures the transitional complexity of the ordinal patterns, but with a slightly different normalization than that was used in [352, 353].

5.3.3. Ordinal pattern transition networks for synchronization transitions

As a numerical application, Zhang et al. [71] constructed OPTNs to identify dynamical regimes shifts and characterize routes to phase synchronization. In particular, they considered three Rössler systems diffusively coupled via their \( x \)-components [119] (see Eqs. (A.6)), where \( k = 1, 2, 3 \) are indices for the different subsystems and \( \mu \) is the coupling strength. For illustrative purposes, let us consider non-identical oscillators by choosing \( \omega_1 = 0.98, \omega_2 = 1.02, \omega_3 = 1.06 \) in Eqs. (A.6). The oscillator \( k = 2 \) is bidirectionally coupled to both \( k = 1 \) and \( k = 3 \), whereas there is no direct coupling between \( k = 1 \) and \( k = 3 \). The Eqs. (A.6) are numerically integrated by a fourth-order Runge-Kutta method with integration step \( h = 0.01 \). We construct OPTNs from the \( x \)-components, i.e., \( (x_1, x_2, x_3) \) and use the definitions of patterns as summarized in Tab. 4. The results are shown in Fig. 27, which have been averaged over 50 random initial conditions when integrating Eqs. (A.6).

In the absence of synchrony (\( \mu < \mu_{c,1} = 0.687 \)), the three oscillators evolve almost independently such that all ordinal patterns have the same frequencies of 0.125. There are rather small gradual changes only when \( \mu \) approaches \( \mu_{c,1} \) (Fig. 27(a)). The entropy value \( S_T \) is sensitive to these gradual changes by showing a pronounced downward trend, while \( S_O \) stays about constant (Fig. 27(b)). The average rotation frequencies \( \Omega_k \) of all three oscillators are shown in (Fig. 27(c)), which confirms the absence of synchrony in this weak coupling regime.

Increasing the coupling strength, phase synchronization first appears between oscillators \( k = 1 \) and \( k = 2 \), but not with \( k = 3 \) (\( \mu \in [\mu_{c,1}, \mu_{c,2}] = [0.686, 0.677] \)). In this regime, we observe monotonic increases in the frequencies of the order patterns \( \pi_2, \pi_3, \) and \( \pi_5 \) (Fig. 27(a)). In addition, we find slower increases for the frequencies of patterns of \( \pi_1 \) and \( \pi_6 \), whereas those of \( \pi_3 \) and \( \pi_4 \) systematically decrease. The changes in the frequencies of order patterns are captured by both entropy values \( S_O \) and \( S_T \), showing gradual downward trends (Fig. 27(b)) indicating a reduction in dynamical complexity of the coupled system. The average rotation frequencies \( \Omega_k \) shown in Fig. 27(c) indicate that \( k = 1 \) and \( k = 2 \) are phase locked to the same rotation frequency, but \( k = 3 \) still evolves independently.

Finally, in the regime with all oscillators being phase-synchronized (\( \mu > \mu_{c,2} = 0.077 \)), we find that the frequencies of patterns \( \pi_2, \pi_3, \pi_4, \pi_5, \pi_7, \) and \( \pi_8 \) converge to the same value of \( p(\pi_q) = 1/6 \), while \( \pi_3 \) and \( \pi_6 \) are absent (Fig. 27(c)). In other words, the patterns \( \pi_3 \) and \( \pi_6 \) are forbidden if all oscillators are synchronized. The entropy \( S_O \) shows some parabolic trend (first increasing and then decreasing slowly), while \( S_T \) stays constant at a value of about 2.585 (Fig. 27(b)). All mean rotation frequencies converge to the same value since these oscillators are phase locked (Fig. 27(c)).

Across the transition from asynchrony to phase synchronization, the transition networks experience rather random transitions between all possible pairs of patterns to finally approach a state of transitions between a limited number of ordinal patterns as shown in Fig. 28. Specifically, as already discussed above, \( \pi_3 \) and \( \pi_6 \) are forbidden patterns if all three oscillators are synchronized.
Figure 27: Phase synchronization transitions of three coupled Rössler systems. (a) Frequency of each ordinal pattern $\pi_i$, (b) entropy values $S_O$ (Eq. (122)) and $S_T$ (Eq. (123)), (c) mean rotation frequency $\Omega_i$ of each oscillator. Subsystem $k_1$ and $k_2$ become synchronized at $\mu_{c,1} = 0.036$, and $k_3$ joins the synchronization only at a stronger coupling strength $\mu_{c,2} = 0.077$. Both critical coupling values are highlighted by vertical dashed lines. Modified from [71].

Figure 28: Ordinal transition networks on the path to phase synchronization. (a) Non-synchronized regime, $\mu = 0.02 < \mu_{c,1}$, (b) regime in which the oscillators $k = 1$ and $k = 2$ are phase-synchronized, but not with $k = 3$, $\mu = 0.06 \in [\mu_{c,1}, \mu_{c,2}]$, (c) regime in which all three oscillators are phase locked, $\mu = 0.08 > \mu_{c,2}$. The thickness of links indicates the corresponding transition frequencies. In (a) and (b), link arrows are suppressed. Reproduced from [71].
5.4. Cross and joint ordinal transition networks

The method of [71] has been further generalized to construct cross and joint ordinal partition transition networks for two coupled systems [356]. For this purpose, we start with an example of a single chaotic Rössler system as represented by three variables \((x_{1,i}, y_{1,i}, z_{1,i})\). The OPTN is constructed based on the signs of the increments of each variable, \((\Delta x_{1,i}, \Delta y_{1,i}, \Delta z_{1,i})\), where \(\Delta x_{1,i} = x_{1,i+1} - x_{1,i}\), \(\Delta y_{1,i} = y_{1,i+1} - y_{1,i}\), and \(\Delta z_{1,i} = z_{1,i+1} - z_{1,i}\). The definition of corresponding patterns \(\Pi_{K} \in (\pi_{1}, \cdots, \pi_{K})\) with \(K = 8\) follows again the setting in Tab. 4.

For two coupled systems, we have additional time series from the other system as represented by \(\{(x_{2,i}, y_{2,i}, z_{2,i})\}\). A cross-ordinal pattern transition network (COPTN) compares the relative rates of changes between the two systems by the signs of \((\Delta x_{1,i} - \Delta x_{2,i})\), \((\Delta y_{1,i} - \Delta y_{2,i})\) and \((\Delta z_{1,i} - \Delta z_{2,i})\). The resulting pattern definitions of a COPTN are summarized in Tab. 5. An example of a COPTN constructed from two coupled Rössler systems in a non-synchronized regime [356] is shown in Fig. 29(a).

![Figure 29: Cross and joint OPTNs, which are reconstructed from two coupled Rössler systems (Eqs. (A.5)) in the non-synchronized regime [356]. (a) Normal cross ordinal pattern transition network (COPTN), (b) alternative version of the COPTN, and (c) joint ordinal pattern transition network (JOPTN). Link directions have been omitted in the visualization. Reproduced from [356].](image-url)

<table>
<thead>
<tr>
<th>(\Pi_{K})</th>
<th>(\pi_{1})</th>
<th>(\pi_{2})</th>
<th>(\pi_{3})</th>
<th>(\pi_{4})</th>
<th>(\pi_{5})</th>
<th>(\pi_{6})</th>
<th>(\pi_{7})</th>
<th>(\pi_{8})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta x_{1,i} - \Delta x_{2,i})</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(\Delta y_{1,i} - \Delta y_{2,i})</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>(\Delta z_{1,i} - \Delta z_{2,i})</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5: Pattern definition of COPTN. “+” means a positive value while “−” stands for a negative value.

Considering the effects of the different magnitudes of the three variables, in [356] the authors defined an alternative COPTN by normalizing \(\Delta x_{1,i} - \Delta x_{2,i}\) by \(\Delta x_{1,i}/x_{1,i} - \Delta x_{2,i}/x_{2,i}\), respectively, \(\Delta y_{1,i} - \Delta y_{2,i}\) by \(\Delta y_{1,i}/y_{1,i} - \Delta y_{2,i}/y_{2,i}\), and \(\Delta z_{1,i} - \Delta z_{2,i}\) by \(\Delta z_{1,i}/z_{1,i} - \Delta z_{2,i}/z_{2,i}\). An example of this alternative COPTN is shown in Fig. 29(b). Comparing Figs. 29(a) and 29(b), this alternative COPT reflects better the non-coherent transitions between ordinal patterns since the coupling strength is in the non-synchronized regime \((\nu = 0.02, \mu_{21} = 0\) and \(\mu_{12} = 0.01\) in Eqs. (A.5)). We note, however, that normalizing by the local value of each component may result in numerical problems close to the roots of each component time series. To better account for amplitude effects in the different variables, other normalizations (like with respect to the individual components’ variances or ranges) are possible but have not yet been explored systematically.

Similar to the COPTN, a joint ordinal pattern transition network (JOPT) compares the relative rates of changes between two systems by the signs of \(\Delta x_{1,i}, \Delta y_{1,i}, \Delta y_{2,i}\) and \(\Delta z_{1,i}, \Delta z_{2,i}\). The definitions of the resulting patterns are summarized in Tab. 6. An example of a JOPT is shown in Fig. 29(c). In contrast to...
cross ordinal patterns, we notice that the joint ordinal patterns represent whether the respective variables of two systems show the same trend of changes or not, regardless of the magnitudes of the respective variables. The ideas of both COPTN and JOPTN have been applied to analyze synchronization transitions [356]. Note that COPTN and JOPTN provide two different ways to construct networks from multivariate time series, providing complementary information. The ordinal patterns of a COPTN are defined by considering the signs of the difference $\Delta \bar{x}_1 - \Delta \bar{x}_2$ between two subsystems. In contrast, the ordinal patterns of a JOPTN are defined by the signs of the product of $\Delta \bar{x}_1 \cdot \Delta \bar{x}_2$. Notably, the amplitudes of oscillations of different variables influence directly the definition of a COPTN. However, amplitudes become practically irrelevant for a JOPTN because only the signs of the product are considered. In addition, it is straightforward to generalize the ideas of JOPTNs from two to three (or even more) coupled subsystems with an extended number of pattern definitions. In turn, it remains a challenge to construct COPTNs for three or more coupled subsystems.

5.5. Other related approaches

For one-dimensional symbolic sequences, one may construct a directed symbolic transition network [357]. Working with experimental data of inter-beat (RR) intervals of the human heart from cardiac regulations, Makowiec et al. proposed to construct transitions networks from the subsequent increment series $\Delta R R_i = R R_i - R R_{i-1}$ [358–363]. In this series of work, they have demonstrated that transition network approaches are a powerful tool for quantifying the unique properties of the RR-interval time series of patients after heart transplant surgery.

When constructing OPTNs by a sliding window scheme [351], the ordinal pattern of the windowed sequence corresponds to one node of the network. Since amplitude information is neglected, this approach may be combined with a transition network, where the nodes of the network are the binned amplitudes of the time series [354]. More specifically, each time step $t$ is associated with a pair of symbols containing both, amplitude information $a_i$ and ordinal pattern $o_i$. The former is calculated by binning the time series in the interval $[\min y_i, \max y_i]$ into $K$ subintervals of equal size. $a_i$ is then simply the bin number associated with $y_i$. On the other hand, $o_i$ is the ordinal pattern of the embedded vector $(y_i, y_{i+1}, \ldots, y_{i+(m-1)r})$. The symbol pair at step $i$, $(a_i, o_i)$, is then one node of the network, and it is connected by a directed link to the symbol pair $(a_{i+1}, o_{i+1})$ of the successive time step. Furthermore, this algorithm has been combined with recurrence networks and surrogate networks, which has proven powerful in detecting weak nonlinearities in time series [364].

By coarse graining of financial time series, one may focus on the particular up-down behavior associated with volatility in stock index series [365, 366]. More specifically, the authors of the former papers symbolize time series by using the parameter $\theta = \arctan \Delta x / \Delta t$, which characterizes the local rate of increase or decrease of the observation. Then, these local rates are coarse-grained into four states $(R, r, d, D)$, which correspond to violent up meta, common-up meta, common down meta, and violent down meta patterns, respectively. It was found that the topologically relevant nodes of the resulting transition networks play important roles in both information control and transport at the stock market [366].

In a series of works by Gao et al. [367–369], the authors proposed a linear regression pattern transmission algorithm which captures the evolution of linear regression of bivariate time series. This algorithm has been demonstrated to be a useful tool to show the correlation mode transmission in crude oil spot price and future price [370]. Based on reduced autoregressive models generated from time series, a directed transition network reconstruction algorithm has been used in [371], such that the delay information has been successively

<table>
<thead>
<tr>
<th>$\Delta x_1 \cdot \Delta x_2$</th>
<th>$\Delta y_1 \cdot \Delta y_2$</th>
<th>$\Delta z_1 \cdot \Delta z_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi_1$</td>
<td>$\pi_2$</td>
<td>$\pi_3$</td>
</tr>
<tr>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 6: Pattern definitions of a JOPT. “+” means a positive value while “-” stands for a negative value.
captured by the transition behavior of the resulting network. In combination with proper surrogate methods, extending these ideas from a univariate to multivariate time series analysis is possible [372].

Another alternative way to approach a symbolization based upon multivariate time series has been proposed by Gao et al. [373]. In that paper, the authors studied the behavior of two-phase (gas-fluid) flows based on experimental observations by four conductance sensors within the two media. Starting from the corresponding acquired time series, they used a sliding window approach to estimate time-dependent correlation between all pairs of time series. A symbolic encoding has been achieved by rank-ordering the resulting six pairwise correlation coefficients. Based on the corresponding symbolization of ordinal patterns of correlation values, the authors constructed an OPTN as described above and demonstrated that corresponding network properties like weighted local clustering coefficients and closeness centralities were able to trace qualitative changes in the resulting dynamics in dependence on the gas superficial velocity.

Finally, a recent modification of transition network approaches removes the restriction to sequences or ordinal patterns of the same degree, but rather utilizes an encoding based on optimal symbols representing sequences or patterns of variable length that form a unique alphabet for a loss-free compression of the underlying symbolic sequence [374]. In the original paper, the authors employed this idea by making use of Lempel-Ziv-Welch like compression algorithm [375] together with coarse-graining based transition networks constructed upon single threshold (i.e., a binary encoding). As a statistics of interest, they used the fraction of unused codewords in these coarse-graining based compression networks and demonstrated the discriminative skills of this measure for different stochastic and chaotic model systems as well as real-world EEG data involving epileptic seizures. A more recent paper by the same authors combined the same compression algorithm with the idea of ordinal pattern based encoding and showed that considering the minimal cycle basis of the resulting ordinal compression networks allows for testing for time irreversibility of the underlying time series.

6. Real-world applications

In this section, we illustrate the application of the above discussed methods on selected examples from theory and real-world research questions. We focus on recurrence network approaches, (horizontal) visibility graphs, and transition network approaches since those methods have found much wider and deeper applications in diverse fields.

6.1. Recurrence networks

Although recent work on RNs and multivariate generalizations thereof has been focused on the development of the theoretical framework and its numerical exploration using simple low-dimensional model systems, there have already been several successful applications to characterizing system’s properties from experimental or observational time series. For example, the successful application of RN to predict protein structural classes has been reported in [376]. Here we summarize some main applications to various disciplines and choose one successful application to understanding climate regularities.

Applications in Earth sciences. One important field of recent applications is paleoclimatology, which has already been taken as an illustrative example in the seminal paper by Marwan et al. [52]. The corresponding study was later extended to a systematic investigation of the temporal variability profile of RN-based complexity measures for three marine sediment records of terrigenous dust flux off Africa during the last 5 million years. Donges et al. [141, 142] argued that RNs can be used for characterizing dynamics from non-uniformly sampled or age-uncertain data, since this methodological approach does not make explicit use of time information. In turn, due to the necessity of using time-delay embedding, there is implicit time information entering the analysis, which has been recognized but widely neglected in previous works. Notably, disregarding age uncertainty and sampling heterogeneity appears a reasonable approximation only in cases where the distribution of instantaneous sampling rates remains acceptably narrow. In fact, more recent findings point to a strong dependence of the validity and robustness of the results obtained for paleoclimate time series on the specific archive and proxy variable [179]. As an alternative, the letter study suggested
utilizing derivative embedding instead of time delay embedding for phase space reconstruction and discussed several approaches for numerically estimating the numerical derivatives of the time series values required for this procedure. Another approach for tackling the problem of potentially non-robust individual significance of RN properties for individual time series integrates information from multiple parallel climate time series and explicitly propagates age uncertainty to RN-measure uncertainties. This multi-archive approach has been used to investigate non-linear regime shifts in Asian summer monsoon variability during the Holocene and its potential impacts on human societies, conflicts and migration [377].

As another methodological step towards better understanding climatic mechanisms, Feldhoff et al. have used two speleothem records for studying interdependencies between the two main branches of the Asian summer monsoon (the Indian and East Asian summer monsoon) by means of inter-system recurrence network (IRN) approaches [191, 378]. For this purpose, they selected two data sets of oxygen isotope anomalies from speleothems obtained from two caves in China and the Oman, respectively, which can be considered as proxies for the annual precipitation and, hence, the overall strength of the two monsoon branches over the last about 10,000 years. The asymmetries of the IRN cross-transitivities and global cross-clustering coefficients provided clear evidence for a marked influence of the Indian summer monsoon on the East Asian branch rather than vice versa, which is in good agreement with existing climatological theories. As a subsequent extension of this work, Feldhoff et al. emphasized the possibility of repeating the same kind of analysis in a sliding windows framework, thereby gaining information on possible temporal changes of the associated climatic patterns during certain time periods as recently revealed using correlation-based complex network analysis applied to a larger set of speleothem records from the Asian monsoon domain [379].

In order to characterize dynamical complexity associated with more recent environmental variability, Lange and Böse [380, 381] used RQA as well as RN analysis for studying global photosynthetic activity from remote sensing data in conjunction with global precipitation patterns. Specifically, they studied 14-years long time series (1998-2011) of the fraction of absorbed photosynthetically active radiation with a spatial resolution of 0.5° around the Earth and a temporal sampling of about ten days, providing time series of \( N = 504 \) data points. Their results revealed very interesting spatial complexity patterns, which have been largely, but not exclusively determined by the amplitude of the annual cycle of vegetation growth in different ecosystems.

Finally, RN analysis – in combination with more traditional RQA characteristics – has been employed recently for studying temporal variations in the dynamical complexity of geomagnetic field fluctuations at time-scales between hours and weeks associated with sequences of quite-time magnetic field episodes and geomagnetic storms [382]. It has been shown that especially the RN transitivity allows a unique discrimination between the corresponding “geophysical” and “pathological” states of the Earth’s magnetosphere. A follow-up work investigated the corresponding changes in RN and RQA characteristics in greater detail for the same geomagnetic activity index (Dst) together with corresponding changes in solar wind variables that could particularly affect the stability of the Earth's magnetic field [383].

Applications in fluid dynamics. In a series of papers, Gao et al. investigated the emerging complexity of dynamical patterns in two-phase gas-liquid or oil-water flows in different configurations using RN techniques. Bifurcation scenarios from slugs to bubbles of a two phase flow of water-air occurring in a circular horizontal mini-channel have been recently analyzed by RPs and RN approaches in [384]. Similarly, the RN transitivity of pressure drop fluctuation time series has been used to distinguish between different dynamical patterns in two-phase flows [385]. In general, multiple sensors measuring fluctuations of electrical conductance have been used for obtaining signals that are characteristic for the different flow patterns. For gas-liquid two-phase upward flows in vertical pipes, different types of complex networks generated from observational data have been proposed, among which the degree correlations (assortativity) of RNs was proven to be particularly useful for distinguishing at qualitatively different flow types [168, 386, 387]. One may also construct a directed weighted RN [388-392]. For oil-water two-phase upward flows in a similar configuration, the global clustering coefficient of RNs reveals a marked increase in dynamical complexity (detectable in terms of a decreasing \( C \)) as the flow pattern changes from slug flow over coarse to very finely dispersed bubble flow [290, 393]. In case of oil-water two-phase flows in inclined pipes [394], the motif distributions of RNs (specifically, the frequency distributions of small subgraphs containing exactly four vertices) revealed an
increasing degree of heterogeneity, where the motif ranking was conserved in all experimental conditions, whereas the absolute motif frequency dramatically changed. The corresponding results were independently confirmed using some classical measures of complexity, which indicated increasing complexity in conjunction with increasing heterogeneity of the RN motif distributions. Finally, for characterizing horizontal oil-water flows [209, 391], RN and inter-system RN analysis were combined for studying conductance signals from multiple sensors. Specifically, cross-transitivity was found to be a useful measure for tracing the transitions between stable stratified and unstable states associated with the formation of droplets. Furthermore, Gao et al. [210, 211, 245, 395] further extended these ideas to construct multivariate weighted recurrences networks from multi-channel measurements from different oil-water flow patterns.

In a similar context, Charakopoulos et al. [396] combined the k-nearest neighbor version of RNs and visibility graphs for studying temperature time series obtained from different parts of a turbulent heated jet, which allowed distinguishing dynamically different regions within the jet and attributing them to distinct physical mechanisms.

Applications in electrochemistry. Zou et al. [162] studied the complexity of experimental electrochemical oscillations as one control parameter of the experiments (temperature) was systematically varied. By utilizing a multitude of complementary RN characteristics, they could demonstrate a systematic rise in dynamical complexity as temperature increased, but an absence of a previously speculated phase transition [397] separating phase-coherent from noncoherent chaotic oscillations. The latter results were independently confirmed using other classical indicators for phase coherence, as well as studies of a corresponding mathematical model of the specific electrochemical processes.

Applications in medicine. Finally, there have been a couple of successful applications in a medical context. Marwan et al. [398] demonstrated that the global clumping coefficients of RNs obtained from heartbeat intervals, diastolic and systolic blood pressure allowed a reliable identification of pregnant women with pre-eclampsia, a cardiovascular disease during pregnancy with a high risk of fetal and maternal morbidity. Their results were further improved by Ramirez et al. [399, 400] who considered combinations of various RN-based network characteristics. In a similar spirit as for cardiovascular diseases, recent results point to the capability of RN characteristics for discriminating between the EEG signals of healthy and epileptic patients or to identify pre-seizure states in epilepsy patients [401–404].

Understanding climate regularity transitions by RN analysis. The results of Donges et al. [141] pointed to the existence of spatially coherent changes in the long-term variability of environmental conditions over Africa, which have probably influenced the evolution of human ancestor species. Specifically, RN transitivity and average path length have been interpreted as indicators for “climate regularity” (i.e., the complexity of fluctuations as captured by the transitivity dimensions) and “abrupt dynamical changes”, respectively. By identifying three time intervals with consistent changes of the RN properties obtained from spatially widely separated records, it has been possible to attribute the corresponding long-term changes in the dynamics to periods characterized by known or speculated mechanisms for large-scale climate shifts such as changes in the Indian ocean circulation patterns, the intensification of the atmospheric Walker circulation, or changes in the dominant periodicity of Northern hemispheric glacial cycles. Moreover, Donges et al. [142] demonstrated a good robustness of the results of RN analysis obtained in a sliding windows framework when varying the corresponding parameters (e.g., window size or embedding delay) over a reasonable range.

More specifically, the paleoclimate variability transitions in East Africa have been demonstrated by analyzing marine sediment paleoclimate records from ocean drilling program (ODP) sites 659 in the East Atlantic, 721/722 in the Arabian Sea, and 967 in the Eastern Mediterranean Sea. The time series of three chosen sites are shown in Fig. 30(a). To date, these marine sediments provide the only archive that allows the study of the Plio-Pleistocene African climate on all relevant time scales. However, earlier analyses of terrigenous carbon flux records using traditional time series analysis techniques to detect important transitions in the African climate yielded partly contradictory results with respect to the signature and timing of these events [405, 406]. Difficulties like these are to be expected when applying linear methods to the highly nonlinear climate system underlying paleoclimate proxy records. To circumvent this problem and explore the vast remainder of nonlinear phenomena, RNs can be used [141].
To this end, Donges et al. rely on two established measures of RNs: transitivity $T$ and average path length $L$. Furthermore, transitivity $T$ has been interpreted as a climate regularity index since noisy or chaotic dynamics gives rise to low values, whereas (almost) periodic or laminar behavior induces high values. The average path length $L$ shows much sensitivity on abrupt dynamical changes between different dynamical regimes when extreme values have been observed for $L$. Both $T$ and $L$ together provide double-evidence points at a particularly relevant feature in the data since they are responsive to different nonlinear aspects of the time series data and do not necessarily show transitions at the same epochs.

The results of $T$ and $L$ for the considered terrigenous dust record time series are shown in Fig. 30(b, c). More specifically, $T$ reveals surprisingly similar long-term change in short-term fluctuations before about 1.5 Ma B.P. (in contrast to the Mediterranean ODP site 967), although both sites are strongly geographically separated and, hence, characterized by distinct wind systems and dust sources (Fig. 30(b)). This overall picture indicates that changes in $T$ during the Pliocene and early Pleistocene are robust manifestations of long-term variations in the dynamics of large-scale African dust mobilization and transport. More importantly, three transition periods can be identified which can be clearly related to distinct and known climatic mechanisms (Fig. 30) [141].

The first transition period is identified by a pronounced maximum of $T$ between 3.5 and 3.0 Ma B.P. at both ODP sites 659 and 721/722 signaling a period of exceptionally regular dust flux dynamics (Fig.30(b)). The transition epochs highlighted by average path length $L$ support these findings (Fig. 30(c)).
interval 3.5 – 3.0 Ma B.P. is characterized by three distinct and highly significant extrema (two maxima and one minimum in $L$) in the ODP site 659 record, indicating shifts between regimes of higher and lower regularity in the variations of environmental conditions [141]. This identified long period during which global mean temperatures have been consistently higher than present day, which is thus considered as an analog for the future climate of the late 21st century if anthropogenic emissions of greenhouse gases continue to rise. At the same time, RN analysis reveals an enhanced $T$ of African dust flux variations in both the Arabian Sea and Atlantic Ocean. At ODP site 721/722, this observation is predominantly caused by a well-pronounced epoch of relatively weak and approximately constant dust flux between about 3.36 and 3.17 Ma B.P. A similar — but shorter — feature is found at ODP site 659 between about 3.25 and 3.19 Ma B.P. (Fig. 30(d)) as well as at ODP sites 661 and 662 in the Eastern Equatorial Atlantic. The presence of such very similar features with a clearly different timing suggests the presence of either one common climatological mechanism influencing the Arabian Peninsula much earlier than Northwest Africa or two distinct (but eventually interrelated) factors, where the first affected only the Northeast African and/or Arabian dust flux dynamics.

The second identified transition is represented by an extended and highly significant maximum of $T$ between about 2.25 and 1.6 Ma B.P. and of $L$ between 2.2 and 1.7 Ma B.P. The latter one roughly coincides with the observations made at ODP site 659. The timing of this transition period in the Early Pleistocene (2.25 – 1.6 Ma B.P.) well coincides with known large-scale changes in atmospheric circulation associated with an intensification and spatial shift of the Walker circulation.

Moreover, the third transition period is between about 1.6 and 0.7 Ma B.P., when both $T$ and $L$ show significant maxima for ODP sites 967 and 721/722 but not for ODP site 659. This interval corresponds to the Middle Pleistocene transition (MPT) characterized by a change from glacial cycles predominantly related to obliquity variations of Earth’s orbit (approximately 41 ka period) to such with an approximately 100 ka periodicity. The timing of this transition and its underlying mechanisms have been extensively studied elsewhere. That the MPT is not detected in the record from ODP site 659 by RN analysis does not imply that it did not have any climatic impact in the corresponding dust-source areas in Northwest Africa. Instead it shows that our technique is not sensitive to the local signature of the transition, if present, e.g., if it manifests itself in some change of trend [141]. Alternatively, the locally available data may be insufficient in quality and/or resolution to reveal the subtle type of events RN analysis is focusing on.

In summary, this analysis identifies three main epochs of interest: 3.5 – 3.0, 2.25 – 1.6, and 1.1 – 0.7 Ma B.P., as shown in Fig.30. All three are characterized by statistically significant extrema of $T$ and/or $L$ in at least two of the analyzed records. In addition, there are further shorter time periods of considerably increased or decreased $T$ or $L$ observed in the different records which coincide with environmental changes too (lake level high stands, Fig. 30(d)). Based on results from a meta-analysis using event coincidence analysis, it was furthermore proposed that these detected large-scale changes in climate regularity may have acted as drivers of human evolution in Africa during the Plio-Pleistocene [141].

6.2. Visibility graphs

Very similar as RN approaches, (H)VGs have been applied to experimental time series from various fields, for instance, energy dissipation rates in fully developed turbulence [273, 407, 408], financial data [62, 314, 409–411], physiological time series [61, 224, 275, 278, 412, 413], seizure detections by EEG signals [414–416], cardiorespiratory interaction signals [417], and alcoholism identification by EEG signals [418]. In the geoscientific context [419] studied the time series of annual US landfalling hurricane counts. Subsequently, further studies investigated daily streamflow series from the US and China [420], air temperature data from China [421], wind speed records from central Argentina [261]. In the field of paleoclimatology, VG-based tests for time-versal asymmetry were used to detect indications for a North Atlantic ocean circulation regime shift at the onset of the Little Ice Age [422]. VGs were also used for studying seismic activity in Italy [285] and the Corinth rift in western central Greece [423]. Nonlinear features of seismic time series have been recently reviewed in [424]. Both $k$ nearest neighbors network and VG analysis show almost the same qualitative behavior and allow to reveal the underlying system dynamics in turbulent heated jets [396]. Furthermore, the VG approach has been used to disclose the fractal properties of the event-by-event fluctuations of multiparticle production in Nucleus-Nucleus collisions [425].
Motif structures and subgraphs played important roles in forming VGs, which have been used to human ventricular fibrillation (ECG) time series [136, 282], ECG diagnosis of epilepsy [279], and air traffic flow data [426]. Simple topological measures such as the diameter, average path length, modularity, clustering coefficient, density and hierarchical organizations of networks have been used to characterize different dynamic properties between atmospheric and oceanic variables [427]. In addition, the (H)VGs have been proposed to predict catastrophes of a non-autonomous network which derived from a marine system [428], which demonstrates that the topological characteristics like average degrees of the networks do show pronounced signatures at the onset of catastrophes. Fractal characteristics of (H)VGs have been reported in fractional Brownian motions, which has been recently extended to multiparticle emission data in high energy heavy-ion collisions [429], which shows consistent power law degree distribution as compared to the results as obtained by the traditional sandbox algorithm. In [245], a slight modification of HVG algorithm has been proposed to extract the multiscale properties of time series from oil-water two phase flow signals. In the case of intermittent time series, some phenomenology theories have been obtained in order to link the laminar episodes and chaotic bursts with the connectivity of the resulting HVGs [430, 431].

Next, we illustrate two specific examples showing the applications of (H)VG analysis to identify nonlinear ocean circulation regime shifts by paleoclimate time series of ocean sediment cores and time series of sunspots.

**VG analysis of nonlinear ocean circulation regime shifts at the onset of the Little Ice Age.** Schleussner et al. applied HVG-based tests for time-reversal asymmetry to paleoclimate records to detect indications for a North Atlantic ocean circulation regime shift at the onset of the Little Ice Age [422].

The transition from the Medieval Climate Anomaly (MCA) to the Little Ice Age (LIA) primarily in the Northern Hemisphere is one of the most important climatic shifts during the pre-industrial last millennium. Although recent paleoclimatic reconstructions reveal no coherent global-scale cooling at the onset of the LIA, they agree on a generally colder period from the 16th to the 19th century (e.g. [432]). Alternatively, Masson-Delmotte et al. [433] give a period between 1450 and 1850. In Europe, the regional expression of the LIA is associated with a spatially and temporally heterogeneous cooling, being most pronounced in central and northern Europe [432, 434].

Besides uncertainties in timing and extent, also the origin of this climate shift is still a subject of debate. Since the LIA coincides with several minima in the total solar irradiance (TSI), solar activity has been proposed as a possible driver already by Eddy et al.[435]. The impact of TSI changes on the coupled ocean-atmosphere system in the North Atlantic has been investigated in a variety of different model studies [436–438]. As an alternative hypothesis, volcanic eruptions have been suggested as the origin of the regional cooling [436, 439]. Despite a short life-time of volcanic aerosol loadings, they have been found to influence North Atlantic climate variability on a multi-decadal time scales [440–443]. Decadally-paced volcanic eruptions have been reported to trigger coupled sea-ice oceanic feedbacks leading to a sustained slow-down of the Atlantic Meridional Overturning Circulation (AMOC) and persistent hemispheric cooling in modelling studies of the last millennium [444, 445].

Schleussner et al. [422] present additional evidence for such a non-linear regime shift in the North Atlantic circulation dynamics during the MCA-LIA transition based on an analysis of two fossil diatom based high-resolution August sea surface temperature series from two ocean sediment cores from the central subpolar basin (Rapid 21-COM) and the Norwegian Sea (CR 948/2011). They find robust signatures of time-irreversibility in both records during the MCA-LIA transition using a test based on horizontal visibility graphs. Comparison with simulations with the climate model of intermediate complexity CLIMBER-3c reveals good agreement between the sediment cores and model outcome. Paleo reconstructions as well as model results support the hypothesis of a non-linear oceanic regime shift at the onset of the LIA.

Despite a basin-wide cooling in the whole North Atlantic, the Rapid 21-COM time series exhibits a warming during the LIA. On the contrary, CR 948/2011 shows an abrupt cooling after 1400, preceding the Rapid 21-COM warming by about 50 years (compare Fig. 31 a (b) for CR 948/2011 (Rapid 21-COM)). A warming signal in the subpolar North Atlantic in contrast to a cooling in the Nordic Seas is also found in sub-decadal ocean sediment records from North Iceland and North East Newfoundland [446]. Andrews et al.[447] report signatures of a major environmental shift at the MCA-LIA transition in two calcite and quartz based sediment records from the Denmark Strait.
Figure 31: Results of sliding window HVG-based tests for time-series irreversibility to detect nonlinear regime shifts in Atlantic paleoceanic dynamics during the past millennium. Reconstructed aSST time series from (a) the Nordic Seas (CR 948/2011) and (b) the Atlantic subpolar basin (Rapid 21-COM). The MCA (until 1250) and the LIA period (1400–1850) are shaded in red and blue, respectively, and the means over the MCA and LIA periods are depicted by solid lines coloured accordingly. (c, d) Results of the degree-based HVG time-series irreversibility tests \( p_k \) for different window sizes. \( p \)-values close to unity (blue) indicate full reversibility, whereas close to zero (red) point towards time-irreversibility. (e, f) Results of the clustering-based HVG time-irreversibility tests \( p_C \). Figure modified from [422].

Schleussner et al. perform a sliding window test for time series irreversibility as described above for the Rapid 21-COM as well as CR 948/2011 record over the pre-industrial last millennium from 1000 to 1800 AD (Fig. 31 c–f). Results for the degree and local clustering based tests are depicted in the middle and bottom panel for different window sizes. The window size is varied between 30 and 60 data points, which comprises between 240 and 480 years given an average sampling rate of 8 years for both cores. The choice of small window sizes comes at the cost of an increased rate of false positives [63], but allows to detect regime shifts that occur within time scales of a few decades.

The authors detect a clear signature of time-irreversibility using the clustering based test with \( p \)-values \( p_C < 0.05 \) for Rapid 21-COM and a window sizes below 45 data points between 1450 and 1550 and \( p_C \leq 0.1 \) for CR 948/2011 and all window sizes around 1400 (see Fig. 31, e,f). The \( p \)-values for the degree based test are somewhat higher (about 0.2, see Fig. 31, c, d), which shows that the degree based test alone does not imply a rejection of the NH at a high significance level. Still, the timing of the signatures of NH rejection for the degree based test matches very well with the clustering based test, thus giving additional confidence in the results.

VG analysis for sunspot numbers. Solar activity is characterized by complex dynamics, showing the famous 11 years cycle. Zou et al. [267] performed the VGs analysis on both the daily and monthly sunspot series. The natural VGs focus on the effects of the local maxima on the resulting graphs. In the particular case of sunspot series, local minima play important roles in forming the increasing and decreasing phases of the solar cycles. In order to disclose the contributions of local minima to the VGs, they proposed two ways to construct the network: one is from the original observable measurements and the other is from a negative-inverse-transformed series.

More specifically, let us discuss the results of VGs for the International Sunspot Number (ISN) [448]
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Figure 32: $p(k)$ of VGs from monthly (a,c) and daily data (b,d). (a,b) is for $\{x_i\}$, and (c,d) $\{-x_i\}$. One would suspect a fit to the first part of $p(k^{-x})$ yields that the slope of dashed line in (c) is 1.79, and that of (d) is 3.61, but all p-values are 0, rejecting the hypothetical power laws. Modified from [267].

(see [267] for more consistent results that are based on the sunspot area series). The VG analysis have been performed for both monthly and daily sunspot series, which yields, respectively, month-to-month and day-to-day correlation patterns of the sunspot activities. The degree sequence $k_i = \sum_j A_{i,j}$ and its distribution $p(k)$ reflects the maximal visibility of the corresponding observation in comparison with its neighbors in the time series. In the case of sunspot time series, the contributions of local minimum values to the network is of interest – something that has been largely overlooked by the traditional VGs. One simple solution is to study the negatively inverted counterpart of the original time series, namely, $-x(t_i)$, which quantifies the properties of the local minima. Therefore, we use $k_{-x}$ and $p(k_{-x})$ to denote the case of $-x(t_i)$. This simple inversion of the time series allows us to create an entirely different complex network.

Figure 32(a,b) show $p(k)$ of the VGs derived from the ISN series $\{x_i\}$ with heavy-tails corresponding to hubs of the graph, which clearly deviates from Gaussian properties. In contrast, $p(k^{-x})$ of the negatively inverted sunspot series $\{-x_i\}$ shows a completely different distribution, consisting of a bimodal property (Fig. 32c,d), extra large degrees are at least two orders of magnitude larger than most of the vertices (Fig. 32(d)). Since well-defined scaling regimes are absent in either $p(k)$ or $p(k^{-x})$ (nor do they appear in the cumulative distributions, see more details of the statistical tests in [267]), the hypothesis of power laws is rejected.

Based on the degree sequences $k_x$ and $k_{-x}$, we further investigate the long term variations of local maxima/minima of the sunspot series. We find that the positions of strong maxima are largely homogeneously distributed over the time domain, while that of the strong minima are much more clustered in the time axis. These results of the difference between maxima and minima could be used for evaluating models for solar activity because they reflect important properties that are not included in other measures reported in the literature. Furthermore, VGs for sunspot series show rich community structures, each of which mainly consists of the temporal information of two consecutive solar cycles. The solar cycle of approximately 11-years yields that most of the temporal points of the decreasing phase of one solar cycle are connected to those points of the increasing phase of the next cycle in the resulting VGs [267]. When the sunspot number reaches a stronger but more infrequent extreme maximum, we have inter-community connections, since they have a better visibility contact with more neighbors than other time points – hence, forming hubs in the graph.
The inter-community connections extend over several consecutive solar cycles encompassing the temporal cycle-to-cycle information. In Fig. 33(a), some hubs of large degrees ($k_i > 15$) are highlighted, which have been suggested to identify solar cycles [267]. In addition, there are strong positive correlations between large degrees $k_i$ and high betweenness $b_i$, which further characterizes the node’s ability to transport information from one place to another along the shortest path (Fig. 33(b)).

![Network representations of the VG constructed from the annual sunspot numbers of the entire series. Highlighted visible nodes are: (A) large degrees ($k_i > 15$), and (B) high betweenness centrality ($b_i > 0.2$). Modified from [267].](image)

**Asymmetry of sunspots.** Another important feature of sunspots is the presence of a marked, time-varying hemispheric asymmetry, which have not yet been completely resolved [449–451]. The hemispheric asymmetry of solar activity manifests itself in the statistical properties of a variety of activity indicators such as sunspot numbers, areas and spatial distribution, the numbers of flares and coronal mass ejections, solar radio and X-ray flux, etc., and has been recognized to vary on multi-decadal time scales (see, e.g., [449–456], and references therein). Notably, it is commonly believed that the observed distinct hemispheric asymmetry is an intrinsic property associated with the underlying solar magnetic field dynamics, which in turn serves as the driver of solar activity responsible for particle and electromagnetic emissions directly affecting the Earth. However, even despite these methodological advances, properly quantifying the North–South asymmetry is a challenging problem by itself. Specifically, the complex dynamics of the entire solar activity cycles calls for replacing traditional linear statistical approaches by methods originated in the field of nonlinear dynamics [451, 453]. In [233], Zou et al. proposed (H)VGs analysis to study the asymmetric distributions of the sunspots over the solar surface. They have argued that (H)VGs provide complementary information on hemispheric asymmetries in dynamical properties.

More specifically as we discussed in Sec.4.4.2, the excess degree $\Delta k(t)$ (Eq. (102)) and the relative excess degree $\Delta_{rel}k(t)$ (Eq. (103)) have been proposed to characterize the possible asymmetric properties for (H)VGs that are reconstructed from bivariate time series, which are resulted from two interacting layers $\alpha$ and $\beta$. These two measures are based on the computations of joint degree $k_{joint}(t)$ (Eq. 98) and the conditional degree sequences $k_{\alpha|\beta}(t)$ (Eq. 101). We emphasize that the absolute excess degree can be easily interpreted in terms of inter-hemispheric differences, whereas the relative excess degree partially corrects for the skewness effect and allows quantitatively assessing the relevance of differences between the degree sequences of both hemispheres. When analyzing sunspot time series, it has been demonstrated in [233]...
that absolute and relative excess degrees exhibit qualitatively the same long-term variability. Therefore, we
review some results based on $\Delta_k(t)$ only and further results of $\Delta_{rel,k}(t)$ can be found in [233].

First we construct the (H)VGs for monthly hemispheric sunspot area series $A_N(t)$ and $A_S(t)$, yielding
the degree sequences $k_N(t)$ and $k_S(t)$, respectively. The long-term asymmetric distribution behavior of the
sunspots has been captured by utilizing a sliding window technique that averages the degree sequence over
some time period. In all following considerations the window size has been chosen as $w = 270$ months, with
a mutual overlap of 12 months between subsequent time windows. This specific choice of the window size
covers about one full period of the solar magnetic field polarity cycle (approximately 22 years). There are no
marked changes in the long-term variability of the (H)VG-based characteristics for $w$ being between about
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Figure 34: (a) Absolute excess degrees $\Delta_k$, obtained from the VGs of $A^{N,S}$ computed over the sliding windows with
a width of $w = 270$ months and a mutual overlap of 12 months. Error bars display mean values and standard
deviations within a given time window centered at the respective point in time. Gray areas mark those time intervals
where the sign of the excess degree changes. (b) $\Delta_{rel,k}$ from HVG. Reproduced from [233].

Figure 34 shows the mean features associated with the degree sequences for our sliding windows, together
with the associated window-wise standard deviations. In the VG analysis (Fig. 34(a)), our results reveal two
transitions between periods of positive and negative mean absolute excess degrees, which take place at about
1925–1935 (from higher degrees in the Northern Hemisphere to those in the Southern one) and 1985–1995
(vice versa). Furthermore, positive (negative) excess degrees imply higher mean degrees in the Northern
(Southern) Hemisphere. These observations have been partially explained by the strong asymmetry of the
probability distributions of sunspots over the north and south hemispheres, for instance, very high positive
skewness [233]. The corresponding analysis by mean of HVGs (Fig. 34(b)) reveals some interesting facts:
first of all, all degree-related quantities obey considerably lower values and weaker overall variability than
for the VG. This is to be expected since the HVG is a subgraph of the VG. However, while the absolute
dergree values in the HVG typically reduce by a factor of about 2–4 in comparison with the VG, the absolute
excess degrees are by more than one order of magnitude smaller (Fig. 34(b)).

Moreover, for the HVG-based excess degree $\Delta_{rel,k}$ we do not find comparably clear indications for transi-
tions between time periods with clear hemispheric predominance as for the VG (Fig. 34(a)). The only notable
exception is the time period between about 1925 (corresponding to the formerly identified first transition
in the VG) and 1930, where the excess degree of the HVG is significantly negative (as also observed before
for the VG). Specifically, the transition in the hemispheric predominance reflected by the VGs' conditional
dergree sequences coincides with a sharp drop in the corresponding series for the HVG at about 1925, whereas
the end of the period of significantly negative excess degrees in the HVG at about 1950 accompanies the
termination of the gradual downward trend of the excess degree obtained from the VGs (Fig. 34(b)). Taken
together, we interpret these findings such that the effect of the asymmetry of the hemispheric sunspot area
values mostly dominates possible variations in dynamical characteristics. However, to this end we tentatively conclude that parts of the observed long-term changes of the VG-based excess degree cannot be explained by combining the corresponding changes in skewness and HVG-based excess degree (i.e., distribution and dynamics, respectively). One possible reason for this could be complex changes in the PDF of the sunspot areas, which go beyond fluctuations in skewness, but yet have a significant effect on the resulting VGs’ properties.

In summary, we conclude that temporal changes in the hemispheric predominance of the graph properties lag those directly associated with the total hemispheric sunspot areas. These findings open a new dynamical perspective on studying the North–South sunspot asymmetry, which needs to be further explored in future work.

### 6.3. Transition networks

Depending on the particular symbolic representations of time series, there are various applications of transition network approaches to real time series. For instance, co-movement time series of economic growth and high-end talent development efficiency [428]. Here we focus on the application of ordinal pattern transition network approach as proposed by McCullough et al. [41], where they applied this analysis to experimental time series generated by a diode resonator circuits. They argue that the network size, mean shortest path length, and network diameter are highly sensitive to the interior crisis captured in this particular data set. Meanwhile, the ordinal pattern partition networks have been reconstructed from Electrocardiogram (ECG) data from patients with a variety of heart conditions [66]. Network measures of mean degrees, entropies of the set of ordinal patterns and the number of non-occurring ordinal patterns have been computed for the resulting transition network, showing statistically significant difference between healthy patients and several groups of unhealthy patients with varying heart conditions.

#### Ordinal pattern networks for externally driven diode resonator circuit

In [41], McCullough et al. constructed ordinal pattern transition networks for experimental time series from an externally driven diode resonator circuit. In this experiment, each time series of the circuit output voltage \( U_0 \) were recorded for 65536 observations. The amplitude of the driving sinusoidal voltage \( U_0 \) serves as a control parameter. When this control parameter \( U_0 \) is changed systematically in the range of \( 3V \leq U_0 \leq 5V \), the system presents rich bifurcation scenarios from periodic to chaotic dynamics. Our motivation of this example is to show that structural network measures of the reconstructed ordinal pattern transition networks can track different routes to chaos. More visualizations of attractors in the corresponding phase space and their associated ordinal networks have been well demonstrated in [41]. In addition, we focus on three main network measures, the mean out-degree \( \langle k_{\text{out}} \rangle \), the mean shortest path length \( L \) and network diameter \( D \) (maximum shortest path length).

The full bifurcation spectrum of the data set is characterized by the largest Lyapunov exponent \( \lambda_1 \) and network measures (Fig. 35). The system begins in period-3 oscillations and undergoes a period doubling bifurcation into period-6 when the control parameter approaches \( U_0 \approx 3.6 \). The period doubling cascade to chaos is observed for the control parameter approximately \( 0.38 \leq U_0 \leq 0.405 \), and further undergoes a step change at the interior crisis, reflecting the filling of the attractor. Each ordinal network is generated for each time series with \( \tau = 8 \) and \( D = 8 \). The period-3 and period-6 time series are mapped to ring structures.

The network measures capture the bifurcation scenarios successfully (Figs.35(b-d)).

More specifically, the periodic regime is captured by zero Lyapunov exponent \( \lambda_1 \). Note that \( \lambda_1 \) is computed by the \texttt{lyap} function of the TISEAN package [6]. The small range of the control parameter \( U_0 \) for which \( \lambda_1 \) becomes negative around the first period doubling bifurcation is a numeric error due to poor parameter selection for those particular corresponding time series [41]. The size of the network exhibits sensitivity to both the period doubling bifurcation at \( U_0 = 3.6 \), the period doubling cascade to chaos for \( 0.38 \leq U_0 \leq 0.405 \), and undergoes a step change at the interior crisis, reflecting the filling of the attractor. Furthermore, the mean out-degree \( \langle k_{\text{out}} \rangle \) provides robust tracking of dynamical change similar to \( \lambda_1 \), and also appear sensitive to the period doubling bifurcation and the interior crisis. The mean shortest path length \( L \) and network diameter \( D \) both undergo a clearly discernible step change at the interior crisis, with the latter also exhibiting a peak value at the change point. Both of these results are easily understood.
Figure 35: Bifurcation diagram of the diode resonator data which are characterized by (a) the largest Lyapunov exponent $\lambda_1$ for the range $3V \leq U_0 \leq 5V$, (b) the mean out degree, (c) network diameter, and (d) mean shortest path length. Networks were generated for each time series with $\tau = 8$ and $D = 8$. Modified from [41] with permission by AIP Publishing.
in terms of the relationship between the networks and phase space as follows: additional nodes and edges are created immediately after the crisis, corresponding to the intermittent chaotic trajectories that begin to fill the space between the bands of the pre-crisis attractor in phase space. These new nodes and edges become shortcuts in the network. The spike in diameter corresponds to the small number of time series which have only a limited number of trajectories in between the bands of the pre-crisis attractor because they are in the immediate vicinity of the crisis and we are dealing with finite non-stationary data. These trajectories will form new strands in the network which are only connected to the main structure where they leave and rejoin the bands of the pre-crisis attractor, and hence these trajectories will have a significant impact on the network diameter. Moreover, these strands or subgraphs will have a far lower degree and degree variance than the remainder of the network, hence why the value for mean out degree and degree variance also dips at the interior crisis.

In summary, this set of results demonstrates that while \( k_{out} \), mean shortest path length \( L \) and diameter \( D \) all share the deficiency that they do not provide an absolute criteria for discriminating between periodic and chaotic dynamics, they have the potential to be useful as an indicator for dynamical discrimination in a relative sense, and for detecting change points [41].

**Ordinal pattern networks for electrocardiograms.** In [352], McCullough et al have introduced to compute both local and global out-link entropies of ordinal transition networks to quantify the complexity of temporal structure in the networks from time series. The numerical comparative investigation in the Rössler system has demonstrated that these complexity measures track dynamical changes through period doubling and periodic windows over a range of the bifurcation parameter. Furthermore, the analysis has been applied to time series of electrocardiograms (ECGs). More specifically, complexity measures are able to capture the unique properties, discriminating between short-time ECG recordings characterized by normal sinus rhythm (NSR), ventricular tachycardia (VT) and ventricular fibrillation (VF). The global node out-link entropy of each time series is computed for both a short and a long time embedding lag and the resulting two-dimensional vector constitutes a measure of multiscale complexity description.

More specifically, the dataset comprises 81 ECGs that were measured to observe different cardiac dynamics, including 31 records of NSR, 30 records of VT, and 20 records of VF [352]. Each time series consists of 10000 points in length and have been sampled at 500 Hz with 10 bits resolution. Then, the global node out-link entropy (Eq. (117)) has been used to quantify transitional complexity of the resulting ordinal pattern network which has been reconstructed for each ECG record.

As we have discussed in Section 5.3.1, the choice of embedding delay \( \tau \) has certain effects on the resulting ordinal pattern networks. For the particular dataset of ECGs, McCullough et al used a simple assumption that the mean resting heart rate is 80 beats per minute, which is about 375 samples per cycle. Therefore, the short embedding lag is chosen as \( \tau = 20 \) which is approximately a quarter period of the complete cycle. Furthermore, a long embedding lag is chosen to be one order of magnitude larger \( \tau = 200 \) which will capture dynamics over segments of two to six cycles and encoding inter-cycle variability of the ECG in the resulting ordinal networks. The embedding dimension \( m \) has been suggested as \( 5 \leq m \leq 10 \). The transitional complexity \( S_{GNE} \) has been computed for both a short and a long time embedding lag and the resulting two-dimensional figure constitutes a measure of multiscale complexity.

Figure 36 illustrates the two-dimensional multiscale plot of \( S_{GNE} \) and the corresponding box plot, which shows clear discrimination between the pathological groups. Therefore, ordinal networks present different level of transitional complexity corresponding to different networks.

In addition, the ordinal network analysis is performed to characterize age-related effects in interbeat interval dynamics from ECGs. In [352], the authors further showed that the standard permutation entropy is unable to discriminate between age groups. In contrast, the global node out-link transitional complexity \( S_{GNE} \) generally is higher for elderly subjects on short time scales and lower on long time scales, and \( S_{GNE} \) has significantly greater variability than that can be observed for young subjects.
7. Software implementation – pyunicorn

In this chapter, we briefly introduce the Python software package pyunicorn, which implements methods from both complex network theory and nonlinear time series analysis, and unites these approaches in a performant, modular and flexible way [73]. Here, we mainly present a brief introduction of pyunicorn and a discussion of software structure and related computational issues. More details of the illustrative examples have been presented in [73]. Although in the tutorial of [73], the work flow of using pyunicorn is mainly illustrated drawing upon examples from climatology, we have to emphasize that the package is applicable to all fields of study where the analysis of (big) time series data is of interest, e.g. in neuroscience [43, 183, 402], hydrology [457] or economics and finance [411].

pyunicorn is intended to serve as an integrated container for a host of conceptionally related methods which have been developed and applied by the involved research groups for many years. Its aim is to establish a shared infrastructure for scientific data analysis by means of complex networks and nonlinear time series analysis and it has already greatly taken advantage from the backflow contributed by users all over the world. The code base has been fully open sourced under the BSD 3-Clause license.

First of all, we emphasize that pyunicorn covers rather general topics of complex network studies. The pyunicorn library consists of five subpackages: (1) core, which contains the basic building blocks for general network analysis and modeling. For instance, it is capable for analyzing and modeling general complex networks, spatial networks, networks of interacting networks or multiplex networks and node-weighted networks. (2) funcnet, which contains advanced tools for construction and analysis of general functional networks [43, 93]. For instance, this module calculates cross-correlation, mutual information, mutual sorting information and their respective surrogates for large arrays of scalar time series. (3) climate, which focuses on the construction and analysis of climate network [46, 47, 458, 459] and coupled climate network analysis [91]. (4) timeseries, which provides various tools for the analysis of non-linear dynamical systems and uni- and multivariate time series. This subpackage covers all aspects of RNs (Section 3) and (H)VGs (Section 4) that have been reviewed in this report, except ordinal pattern transition networks. Furthermore, pyunicorn also presents methods for generating surrogate time series [460], which are useful for both functional networks and network-based time series analysis. (5) utils, which includes MPI parallelization support and an experimental interactive network navigator.

pyunicorn is conveniently applicable to research domains in science and society as different as neuroscience, infrastructure and climatology. Most computationally demanding algorithms are implemented
in fast compiled languages on sparse data structures, allowing the performant analysis of large networks and time series data sets. The software’s modular and object-oriented architecture enables the flexible and parsimonious combination of data structures, methods and algorithms from different fields. For example, combining complex network theory and RPs yields RN analysis (Section 3) [73].

Along these lines, pyunicorn has the potential to facilitate future methodological developments in the fields of network theory, nonlinear time series analysis and complex systems science by synthesizing existing elements and by adding new methods and classes that interact with or build upon preexisting ones. Nonetheless, we urge users of the software to ensure that such developments are theoretically well-founded as well as motivated by well-posed and relevant research questions to produce high-quality research.

Besides pyunicorn, some other software packages are available, for instance, the MATLAB toolbox CRP Toolbox that allows to get the adjacency matrix of a RN (i.e., the recurrence matrix). Furthermore, this toolbox provides the computation of several network measures as well, for instance, the node degree $k$ (corresponds to the recurrence rate), the clustering coefficients $C$ and transitivity $T$. Some basic elements of recurrence network analysis have been published as Mathematica demonstrations [461, 462]. While we are not aware of further comprehensive software packages in the style of pyunicorn or CRP Toolbox, other groups have sometimes published code implementing specific methods of network-based nonlinear time series analysis, such as for example visibility graph analysis developed by the group of Lacasa et al. (http://www.maths.qmul.ac.uk/~lacasa/Software.html). In addition, we recommend some network visualization toolboxes, including Gephi (http://gephi.org) or Networkx (http://networkx.github.io) which can be used to analyze the networks once the adjacency matrix is available.

8. Conclusions and future perspectives

8.1. Conclusions

Time series analysis by means of complex networks is an innovative and powerful approach with many ramifications and applications. In this report, we have reviewed several major algorithms for transforming a time series into a network representation, depending on the definitions of vertices and edges. The network approach makes use of different established methods, such as Markov chains or recurrences, but also of more abstract concepts, as visibility graphs, which form three main classes of methods, namely, recurrence network (RN), visibility graphs (VG) and transition network (TN) that have been discussed in detail throughout this report.

These methods complement available approaches with alternative measures, e.g., describing geometrical properties of the system under study in its phase space, but also broadening the applicability of time series analysis to short, complex, and multivariate data. As such, network based time series analysis can be used to characterize systems dynamics from a single time series, to distinguish different dynamics, to identify regime shifts and dynamical transitions, to test for time series reversibility, or to predict the future system states.

8.2. Future perspectives

As shown in this review, applying complex network approaches in the context of time series analysis has already gained a number of valuable insights from both, a theoretical dynamical systems and/or stochastic processes perspective and in the context of various types of applications. However, as for any emerging field, there is a large body of relevant questions and upcoming developments that may further increase the relevance of the discussed frameworks. For example, in the particular case of RNs, there are some evident questions, the most relevant being about the invariance of findings under variation of the threshold value $\varepsilon$ since this value determines the link density of the network and all network characteristics become trivial in the limit of full connectivity [17]. Therefore, future work needs to further demonstrate the wide applicability of existing as well as newly developed methods for transforming time series into complex networks by considering additional applications from various disciplines, particularly regarding the methods’ capabilities to provide deeper insights beyond the already existing knowledge of the respective topics. Depending on the particular working subject, it will be crucial to use network analysis to extract some features that are not easily
captured by most of standard methods of linear and nonlinear time series analysis, thereby demonstrating the added value of the network methods.

To this end, we would like to highlight some particularly prospective directions for future research, being aware of the fact that this selection will be necessarily incomplete and subjective.

### 8.2.1. Evolving and temporal network analysis for time series

In their basic formulations as discussed in this review, most existing approaches for transforming and analyzing time series from a complex network perspective have been designed primarily to cope with stationary systems. However, generalizations are desirable that account for the fact that real-world time series often exhibit changing dynamical patterns as a hallmark of nonstationarity.

While many complex network approaches traditionally assume static network structures, there are natural extensions of evolving network analysis, i.e., the consideration of complex networks that change as a function of time. For proximity networks as well as visibility graphs and related concepts, a generalization to evolving networks appears straightforward if we consider both node and edge sets being time-dependent. In turn, for transition networks, one may keep the underlying node set but consider the transition frequencies between patterns encoded in the weights of the directed edges as changing with time.

In this context, the most common way to generate evolving time series networks would be employing a sliding windows analysis. Here, evolving networks can be understood as successive snapshots of static networks obtained for individual, mutually overlapping time windows. As a result, we may trace changes in the resulting network properties over time and use them as proxies for dynamical changes in the underlying time series, thereby revealing non-stationarity of the system or even distinct episodic events such as regime shifts. However, the sliding windows approach brings about some natural limitation, that is, the necessity of making empirical choices for the temporal window length and the mutual window overlap, for which there are no optimal strategies but rather heuristics depending on the individual case study. In general, using extremely small window sizes between two consecutive snapshot networks allows for a high resolution of tracked changes in the network properties, but could obscure slower trends which only become visible over longer time-scales. Conversely, using larger window sizes integrates information over considerably large time intervals and thus loses both, resolution and information on the effects of individual events within each window. Therefore, objective strategies for choosing an appropriate time-scale for dividing the evolution of a network into static snapshots are required, which are likely to have positive effects on proper interpretations of the obtained results [142, 233, 422, 463].

Even with such optimal and objective choices of time windows, a sliding window technique as described above by definition cannot cover all potentially relevant aspects associated with the temporal structures in the underlying time series that should be captured by their network representations [464]. For this purpose, we need to include an additional time dimension to take the detailed information on the temporal succession of network structures (emergence and/or disappearance of nodes and links) into account in the context of quantitative analyses. In this spirit, there have been attempts to analyse visibility graphs as temporal networks [256]. Furthermore, there might be cases in transition networks where transitions between patterns do exist at certain times but not at others, i.e., times with active versus inactive links (so-called blinking links [465]). In such a situation, the time ordering of observations in the underlying time series can have important effects that cannot be captured by static network representations. In the context of time series analysis, Weng et al. [339] proposed to transform time series into temporal networks [464] by encoding temporal information into an additional topological dimension of the graph, which captures the “lifetime” of edges. We note that a proper modification of the ordinal pattern transition network approach (for instance, considering short-term transition networks) may provide the necessary temporal information for this problem since the transition matrix describes the probability of future evolution directions of the observed trajectory.

### 8.2.2. Multilayer and multiplex network analysis for multiple time scale time series

In this work, we have provided a review on existing methods for reconstructing multilayer and multiplex networks from time series, for instance, multiplex recurrence networks, multiplex visibility graphs, inter-system recurrence networks, and joint recurrence networks. However, most of these methods are only appropriate for stationary time series as we have discussed in Section 3.6. When monitoring complex physical
systems over time, one often finds multiple phenomena in the data that work on different time scales. For example, observations are collected on a minimal (short) time scale, but also reflect the time series’ behavior over larger time scales, which is rather typical for real-world climate data. Another prominent example from neuroscience is the recording of spiking activity of individual neurons (discrete event series) and local field potentials (time continuous measurement). Higher-frequency variability of such data can obscure the time series behavior of the data at larger scales, making it more difficult to identify the associated trends. If one is interested in analyzing and modeling these individual phenomena, it is crucial to recognize the multiple time scales in the construction of multilayer and multiplex networks from time series. One corresponding way could be applying successive scale-sensitive filters prior to network generation, with the choice of a particular method depending on the specific data set and research question, such as empirical mode decomposition [404] or some type of wavelet transform [466].

8.2.3. The inverse problem of time series regeneration from networks

Most of the existing works focus on investigating proper transformation methods for mapping time series into network representations. To study the inverse question of how much information is encoded in a given network model of a time series [178], some studies have been undertaken to recover the original time series from the network, to use the network to reconstruct the phase space topology of the original system, or to generate new time series from the networks and compare these with the original [126, 467–469]. This inverse problem of getting back from the network adjacency matrix to time series of the underlying dynamical system remains a big challenge, which certainly has many applications [470]. In general, transformations of complex networks to time series are not straightforward. Specifically, without having additional node labels informing about the temporal succession of vertices, the order of vertices in a complex network can be arbitrarily exchanged without affecting the network topology. In turn, for reconstructing the trajectory from a network representation, the temporal order of the nodes needs to be known.

A few algorithms have been proposed so far to reconstruct time series from networks. For instance, under a certain condition for reconstructability, Thiel et al. proposed an algorithm to reconstruct time series from their recurrence plots [125, 471]. In this case, the reconstructed attractor shows topological equivalence with the original attractor [472]. Furthermore, based on recurrence plots with fixed number of recurrences per state (equivalent to $k$-nearest neighbor networks), the topological properties of the underlying time series have been reconstructed by multidimensional scaling [126]. Recently, it has been shown that $k$-nearest neighbor and $\varepsilon$-recurrence networks can be viewed as identical structures under a change of (equivalent) metrics [130]. Based on this fact, an improved inversion algorithm has been proposed in [130], which further supports the use of complex networks as a means of studying dynamical systems, while also revealing an equivalence between $\varepsilon$-recurrence and $k$-nearest neighbor classes of complex networks. In addition, algorithms based on random walks have been proposed in the literature. For instance, a random walk algorithm has been used in [473], which further compares the performance of RNs and adaptive $k$-nearest neighbor networks. The performances of these algorithms have been compared in [474]. Recently, a constrained random walk algorithm has been proposed to regenerate time series from ordinal transition networks [469].

For all these different algorithms, there are several important algorithmic parameters that have to be chosen empirically in order to guarantee consistent topology between the reconstructed time series and the original system. The general performance and applicability of each algorithm has to be evaluated in future work. One application of such regeneration algorithms is to perform surrogate analysis, for example, to test for the statistical significance of the results obtained from analyzing the original time series. Therefore, we also have to take into account the proper choice of null hypothesis while proposing algorithms for regenerating time series from networks.

8.2.4. Combining data mining tools with time series network approaches

In the framework of time series mining [10], some fundamental tasks include dimension reduction by introducing proper indexing mechanisms, similarity comparison between time series subsequences and segmentation. The final goal of mining tools is to discover hidden information or knowledge from either the original or the transformed time series, for instance, using a proper clustering method to identify patterns. Note that the interesting pattern to be discovered here relate to rather general categories, including patterns
that appear frequently versus such that occur rather surprisingly in the datasets [10, 11]. From the perspective of time axis, time series clustering can be classified into three categories, whole time series clustering, subsequence clustering and time point clustering [11]. Several algorithms have been proposed to perform time series clustering based on shapes of raw time series, feature vectors of dimension reduced time series, and distances between parametric model outputs and raw time series. These conventional mining algorithms have found various applications to time series of different origins, which, however, are challenged by practical issues like high dimensionality, very high feature correlations, and large amount of noise.

Despite the rapid increase in size and complexity of datasets in the era of big data, a proper combination of data mining tools with the complex network approaches for time series analysis has largely remained untouched so far. Such a joint research effort should combine methodologies and techniques from different fields, such as statistics, data mining, machine learning and visualization. It has been recently demonstrated that complex network approaches and data mining tools can indeed be integrated to provide novel insights for the understanding of complex systems [12]. From the viewpoint of nonlinear time series analysis, both sides of data mining and nonlinear time series analysis can benefit from each other, which will be one important topic for future research.

8.2.5. Building network models for time series prediction

Time series modeling and forecasting has attracted a great number of researchers’ attention and provides the core of nonlinear time series analysis [6, 17]. To this end, we can build a proper model to forecast the system’s future behavior, given a sequence of observations of one or a few time variable characteristics. Most existing methods originating from nonlinear dynamics are state-space models, which build local models in “patches” of a reconstructed state space and then use these models to predict the next point on the system’s trajectory, which remains an active area of research [17]. We note that most existing network approaches to nonlinear time series analysis have been focusing on characterizing network features of phase space (and, hence, diagnosing rather than forecasting the observed dynamics). Examples for using network approaches for time series modeling and prediction have not been reported in the literature yet to our best knowledge, but could provide another exciting future research avenue.
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Appendix A. Mathematical models

Here we list the mathematical models used in the examples of this paper:

1. The Lorenz system [475]
\[
\begin{pmatrix}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{pmatrix} =
\begin{pmatrix}
\sigma(y - x) \\
x(r - y) \\
xy - \beta z
\end{pmatrix},
\]
with the parameters \( r = 28, \sigma = 10 \) and \( \beta = 8/3 \).

2. The Rössler system [476]
\[
\begin{pmatrix}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{pmatrix} =
\begin{pmatrix}
-\frac{y}{z} \\
x + ay \\
b + z(x - c)
\end{pmatrix},
\]
where \( a, b, \) and \( c \) are parameters.

3. Auto-regressive process \( p \) order
\[
x_t = \sum_{j=1}^{p} \varphi_j x_{t-j} + \varepsilon_t,
\]
where \( \varphi_j, j \in [1,p] \), are real-valued coefficients of the model, and \( \varepsilon_t \) is white noise. We further assume that the error terms \( \varepsilon_t \) follow a Gaussian distribution with zero mean and unit variance.

4. The Hénon map
\[
\begin{cases}
x_t = x_{t-1}^2 + By_{t-1}, \\
y_t = x_t - 1,
\end{cases}
\]
with \( A = 1.4 \) and \( B = 0.3 \).

5. Two Rössler systems that are diffusely coupled via the second \( y \)-component:
\[
\begin{align*}
\dot{x}^{(1)} &= -(\nu + \nu) y^{(1)} - z^{(1)} \\
\dot{y}^{(1)} &= (1 + \nu) x^{(1)} + ay^{(1)} + \mu_{21} (y^{(2)} - y^{(1)}) \\
\dot{z}^{(1)} &= -z^{(1)} (x^{(1)} - c) \\
x^{(2)} &= -(1 - \nu) y^{(2)} - z^{(2)} \\
\dot{y}^{(2)} &= (1 - \nu) x^{(2)} + ay^{(2)} + \mu_{12} (y^{(1)} - y^{(2)}) \\
\dot{z}^{(2)} &= b + z^{(2)} (x^{(2)} - c),
\end{align*}
\]
where \( \nu \) is the frequency mismatch and \( \mu_{12} \) and \( \mu_{21} \) are coupling strength. Symmetric coupling is achieved if \( \mu_{12} = \mu_{21} \).

6. Three diffusely coupled Rössler systems via the \( x \) component [119]:
\[
\begin{pmatrix}
\dot{x}_k \\
\dot{y}_k \\
\dot{z}_k
\end{pmatrix} =
\begin{pmatrix}
-\omega_k y_k - z_k + \sum_{l \neq k} \mu_{k,l} (x_l - x_k) \\
\omega_k x_k + 0.165 y_k \\
0.4 + z_k (x_k - 8.5)
\end{pmatrix},
\]
where \( k = 1, 2, 3 \) and \( \mu \) is the coupling strength.
7. The standard map

\[ v(t) : \begin{align*}
    y_{n+1} &= y_n + \frac{\kappa}{2\pi} \sin(2\pi x_n), \\
    x_{n+1} &= x_n + y_{n+1},
\end{align*} \quad \text{mod 1} \]  

(A.7)

with \( \kappa \) denoting the system’s single control parameter.
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