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ABSTRACT
In wireless sensor networks, the dynamic network topology and the limitation of communication resources may lead to degradation of the estimation performance of distributed algorithms. To solve this problem, we propose an event-triggered adaptive partial diffusion least mean-square algorithm (ET-APDLMS). On the one hand, the adaptive partial diffusion strategy adapts to the dynamic topology of the network while ensuring the estimation performance. On the other hand, the event-triggered mechanism can effectively reduce the data redundancy and save the communication resources of the network. The communication cost analysis of the ET-APDLMS algorithm is given in the performance analysis. The theoretical results prove that the algorithm is asymptotically unbiased, and it converges in the mean sense and the mean-square sense. In the simulation, we compare the mean-square deviation performance of the ET-APDLMS algorithm and other different diffusion algorithms. The simulation results are consistent with the performance analysis, which verifies the effectiveness of the proposed algorithm.

I. INTRODUCTION
In recent years, wireless sensor networks (WSNs) have been widely used in different fields, such as power grids and environmental detection. For WSNs, there are many methods for estimating unknown network parameters. Centralized solutions and distributed solutions are concerned because of their better estimation performance. In the centralized strategy, every node in the network transmits its data to the center node for processing. In this method, the central node has to undertake many computing tasks. Once the
central node is damaged, or its energy is exhausted, it may cause the entire sensor network to collapse. Fortunately, in the distributed strategy, local nodes cooperate to complete the estimation task of the network, which solves the problem of centralized strategy.

Distributed solutions can be divided into three categories: incremental,\textsuperscript{11,12} consensus,\textsuperscript{13–15} and diffusion.\textsuperscript{16–19} For the diffusion strategy, nodes communicate with each other through a broadcast. The strategy does not rely on any central control mechanism or protocol, which makes the diffusion strategy more robust to the communication link damage or node damage. Due to these advantages, diffusion strategies have been widely used in WSNs. Cattivelli and Sayed conducted a comprehensive and pioneering study based on diffusion and proposed the Adapt Then Combine (ATC) and Combine Then Adapt (CTA) strategies and carried out a detailed theoretical analysis in the literature\textsuperscript{20} and made a detailed theoretical analysis in the paper. In order to deal with impulsive noise, Chen and his co-workers conduct in-depth research and propose novel and efficient diffusion correntropy algorithms in the literature.\textsuperscript{21–23}

In WSNs, nodes are often limited by computing capability and electrical power. When a node performs a distributed task, most of the power consuming action is data transmission. Therefore, long-term network stability must decrease internode communication. Many algorithms try to reduce internode communication, such as partial diffusion\textsuperscript{24–27} and data-selective.\textsuperscript{28}

The literature\textsuperscript{29} proposes a data-selective strategy based on an estimate error, which reduces the data redundancy by setting appropriate thresholds, thereby achieving the purpose of saving communication resources. In the literature,\textsuperscript{30} a partial diffusion strategy based on the LMS algorithm is proposed, in which nodes use a subset of the intermediate estimate for parameter estimation, thereby reducing the communication cost of the network. However, the traditional partial diffusion algorithm does not consider the impact of dynamic network topology on estimation performance, and the waste of communication resources is caused by data redundancy.

In a real-world environment, the topology of the network may change at any time (e.g., the marine environment). Dynamic network topology means that the neighbor nodes of each node are changing every moment (As shown in Fig. 1, node 2 starts as the neighbor node of node 5, and with the change of environment, node 2 becomes the neighbor node of node 6), which often affects the estimation performance of the traditional partial diffusion strategy. In order to solve this problem, this paper proposes an adaptive partial diffusion strategy. It makes the algorithm adapting to the dynamic network topology. At the same time, in order to reduce network data redundancy, an event-triggered mechanism is designed in the adaptive partial diffusion strategy, and the ET-APDLMS algorithm is proposed.

In the performance analysis, we study the communication cost of the ET-APDLMS algorithm and prove that the algorithm is stable in the mean and mean-square sense. In the simulation, we compare the estimation performance of the ET-APDLMS algorithm, the PDLMS algorithm, and the DLMS algorithm. The agreement between the simulation results and the performance analysis results confirms the effectiveness of the ET-APDLMS algorithm.

The main contributions of this paper are as follows:

A. An adaptive partial diffusion strategy is designed for dynamic network topology environments.
B. In order to reduce the network data redundancy, an event-triggered mechanism is designed in the adaptive partial diffusion strategy, and the ET-APDLMS algorithm is proposed.
C. The stability and communication cost of the proposed algorithm is given in the performance analysis.

The system model and preparatory work are introduced in Sec. II. We describe the ET-APDLMS algorithm in Sec. III, the performance analysis of the algorithm is given in Sec. IV, the simulations of the proposed algorithm are presented in Sec. V, and the conclusions are given in Sec. VI.

There are many abbreviations and symbols in the paper, which are listed in Table I for easy reading.

<table>
<thead>
<tr>
<th>TABLE I. Abbreviations and symbols in the paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>LMS</td>
</tr>
<tr>
<td>CTA</td>
</tr>
<tr>
<td>ATC</td>
</tr>
<tr>
<td>DLMS</td>
</tr>
<tr>
<td>ET-APDLMS</td>
</tr>
<tr>
<td>$</td>
</tr>
<tr>
<td>$F$</td>
</tr>
</tbody>
</table>

II. SYSTEM MODEL AND A REVIEW OF TRADITIONAL ALGORITHMS

In this section, we describe the data model of the algorithm and review the traditional distributed algorithm and the traditional partial algorithm.

A. Data model

The communication between nodes is described by an undirected graph $\mathbb{G} = (N, \xi)$, which consists of the set of nodes $N$ and the set of edges $\xi \subseteq N \times N$. There is an edge $(i, j) \in \xi$, which means node $i$ exchanges information with node $j$. The neighbor node of the node $i$ is represented by $\mathcal{N}_i \triangleq \{ j \in N | (i, j) \in \xi \}$.

Each node has an input vector, $x_{k,n} \in \mathbb{R}^{1 \times 1}$, and an output signal, $d_{k,n} \in \mathbb{R}$, which can be related via a linear model,

$$d_{k,n} = x_{k,n}^T w^* + v_{k,n},$$

where $v_{k,n}$ is spatially independent zero-mean Gaussian noise, whose variance is expressed as $\sigma^2_{v_k} = E\left\{ v_{k,n}^2 \right\}$, $n$ is the time index, and $T$
denotes matrix/vector transposition. The optimal solution of the network is represented by \( w^* \).

**B. Distributed LMS**

We seek the optimal estimate \( w^* \) by minimizing the global cost function,

\[
J_l(w) = \sum_{k=1}^{N} E[d_{kn} - x_{kn}^T w]^2.
\]

(2)

In the distributed estimation, the global optimal estimate is obtained by finding the local optimal estimate. It can be related to the following linear relationship:

\[
J_l(w) = \sum_{k=1}^{N} J_l(w).
\]

(3)

The local cost function of the network can be expressed as

\[
J_l(w) = \sum_{k \in N_k} c_{l,k} E[d_{kn} - x_{kn}^T w]^2.
\]

(4)

where \( c_{l,k} \) are non-negative real entries for a \( N \times N \) matrix \( C \),

\[
c_{l,k} = 0 \text{ if } l \notin N_k, C1=1, 1^T C = 1^T,
\]

(5)

where \( \mathbb{1} \) denotes the \( N \times 1 \) vector, with unit entries.

In order to solve the cost function equation (4), the Adapt-then-Combine (ATC) diffusion LMS algorithm is proposed in the literature. ATC is as follows:

\[
\begin{align*}
\psi_{l,k} &= w_{l,n-1} + \mu_k \sum_{l \in N_k} c_{l,k} x_{l,k}(d_{ln} - x_{ln}^T w_{l,n-1}) \\
w_{l,n} &= \sum_{l \in N_k} a_{l,k} \psi_{l,n} \\
\end{align*}
\]

(6)

where \( a_{l,k} \) are non-negative real entries for an \( N \times N \) matrix \( A \),

\[
a_{l,k} = 0 \text{ if } l \notin N_k, A1=1, 1^T A = 1^T.
\]

(7)

The implementation of the ATC is given in Fig. 2.

The traditional distributed LMS algorithm achieves a higher estimation accuracy. However, in the process of transmitting data, a large amount of redundant data is transmitted, which causes the waste of communication resources.

**C. Traditional partial diffusion algorithm**

In order to reduce the communication cost of the distributed diffusion algorithm, a partial diffusion algorithm was proposed in the literature. Each node uses a subset of the intermediate estimate of neighbor nodes for the parameter estimation, and the implementation process of the algorithm is

\[
\begin{align*}
\psi_{l,k} &= w_{l,n-1} + \mu_k \sum_{l \in N_k} c_{l,k} x_{l,k}(d_{ln} - x_{ln}^T w_{l,n-1}) \\
w_{l,n} &= a_{l,k} \psi_{l,n} + \sum_{l \in N_k / (l,k)} a_{l,k} [x_{l,n} - \psi_{l,n}] + (1 - a_{l,k}) \psi_{l,n} + (1 - a_{l,k}) w_{l,n-1}
\end{align*}
\]

(8)

Here, the \( L \times L \) diagonal entry-selection matrix \( A_{1,0} \) has \( M \) ones and \( L - M \) zeros on its diagonal. The matrix \( A_{1,0} \) selects the \( M \) entries of the intermediate estimate that the node \( k \) transmits at the time instant \( n \). The traditional partial algorithm reduces the communication cost of the algorithm, but the estimation accuracy of the algorithm is low. Moreover, the traditional partial algorithm does not consider the effect of a dynamic topology environment.

The traditional distributed partial diffusion algorithm does not consider the influence of dynamic network topology on the estimation performance and the impact of data redundancy on the communication costs. Considering the shortcomings of the traditional distributed LMS algorithm and traditional local algorithms, we propose the ET-APDLMS algorithm.

**III. ET-APDLMS ALGORITHM**

**A. Dynamic network topology model**

In a real environment (such as the ocean, atmosphere, etc.), the position of the sensor moves as the environment changes, which leads to the change of the network topology. In this paper, we design a dynamic topology model to simulate topology changes in a real environment. There are \( N \) nodes in the network, and the location of each sensor node is expressed as \( (a_{kn}, b_{kn}) \), \( k \in [1, 2, \ldots, N] \), and \( n \) is the time index. The dynamic network topology model is defined as

\[
a_{kn} = a_{kn-1} + m^a_{kn},
\]

\[
b_{kn} = b_{kn-1} + m^b_{kn},
\]

where \( m^a_{kn}, m^b_{kn} \) represent the moving distance of \( (a_{kn-1}, b_{kn-1}) \) relative to \( (a_{kn-1}, b_{kn-1}) \). The dynamic network topology model is shown in Fig. 3.

**B. Algorithm design**

The ET-APDLMS algorithm considers the impact of dynamic network topology. According to the dynamic network model
designed above, we find that the number of neighbor nodes of each node changes with the movement of nodes. Therefore, we add the constraint $\mathbb{H}$ to the cost function and design the new cost function as follows:

$$f_k^{\text{inter}}(w) = \sum_{l \in N_k} c_{lk}^e |d_{lk} - x_{lk}^T w|$$

subject to $(M, [N_l]) \in \mathbb{H}$, \hspace{1cm} (9)

$$c_{lk}^e = 0 \text{ if } l \notin N_k, \hspace{1cm} C_n^1 = \mathbb{1}, \hspace{1cm} 1^T C_n = \mathbb{1}^T.$$ \hspace{1cm} (10)

Here, $M$ denotes the dimension of the intermediate estimate subset of neighbor nodes. We use $[N_l]$ to denote the number of neighbor nodes of the node $k$. $(M, [N_l])$ need to satisfy the condition $\mathbb{H}$, and $c_{lk}^e$ are time-varying non-negative real entries for an $N \times N$ matrix $C_n$.

To minimize the cost function in Eq. (9), the diffusion algorithm can be implemented in two scenarios (ATC and CTA). In the literature, it has been proved that the ATC algorithm makes more effective use of data than the CTA algorithm; therefore, the ATC algorithm is superior to the CTA algorithm. In this paper, we mainly consider the ATC algorithm.

### 1. Adaptation step

The intermediate estimate $\psi_{k,n}$ of the system can be obtained by the adaptive step, and the process is

$$\psi_{k,n} = w_{k,n-1} + \mu_k \sum_{l \in N_k} c_{lk}^a x_{lk}(d_{lk} - x_{lk}^T w_{k,n-1}).$$ \hspace{1cm} (11)

In this step, information is transmitted between neighbor nodes to obtain the intermediate estimate of the nodes. However, there is a large amount of data redundancies in this step, which will increase the communication cost of the system.

### 2. Event-triggered mechanism

To avoid waste of communication resources caused by data redundancies, we design an event-triggered mechanism, which decides for each node whether the current intermediate estimate is sent out to its neighbors or not.

The trigger event $E_{k,n}$ is designed as

$$E_{k,n} : \| \psi_{k,n} - \psi_{k,n-1} \| > \frac{1}{(n+1)\rho},$$ \hspace{1cm} (12)

where $\rho$ is a positive scalar, while $0 < \rho < 1$ and $n_0$ is the latest triggering time. According to $E_{k,n}$, the intermediate estimates that the node $k$ transmits at the time instant $n$ as

$$\psi_{k,n} = \gamma_{k,n} \psi_{k,n_0} + (1 - \gamma_{k,n}) \psi_{k,n};$$ \hspace{1cm} (13)

here,

$$\gamma_{k,n} = \begin{cases} 0 & \text{if } E_{k,n} \text{ occurs,} \\ 1 & \text{otherwise.} \end{cases}$$ \hspace{1cm} (14)

When Eq. (12) is not satisfied, $\psi_{k,n_0}$ will be used as the intermediate estimator of the node to complete the estimation task of the algorithm and to reduce the network communication cost. The implementation process is shown as Eqs. (13) and (14).

In Fig. 4, the implementation process of the event trigger mechanism is given. After the algorithm completes the adaptive process, the intermediate estimation of the algorithm is obtained. We use $E_{k,n}$ to determine whether the current intermediate estimate is meaningful and then decide to use the current intermediate estimate $\psi_{k,n}$ or the event-triggered intermediate estimate $\psi_{k,n_0}$ to complete the estimate.

### 3. Combination step

In order to adapt to the dynamic changes of the network topology, we design an adaptive partial strategy, which is implemented by

$$w_{k,n} = a_{lk}^n \psi_{k,n} + \sum_{l \in N_k} a_{lk}^n [H_{lk} \psi_{lk} + (I_l - H_{lk}) \psi_{k,n}]$$

subject to $(M, [N_l]) \in \mathbb{H}$, \hspace{1cm} (15)

$$a_{lk}^n = 0 \text{ if } l \notin N_k, \hspace{1cm} A^0 \mathbb{1} = \mathbb{1}, \hspace{1cm} 1^T A^0 = \mathbb{1}^T.$$ \hspace{1cm} (16)

![Fig. 4. The event-triggered mechanism.](image-url)
Here, the $L \times L$ diagonal entry-selection matrix $H_{l,n}$ has $M$ ones and $L - M$ zeros on its diagonal. $[a_{l,n}^0]$ are time-varying non-negative real entries for an $N \times N$ matrix $A^*$. The matrix $H_{l,n}$ selects the $M$ entries of the intermediate estimate that the node $k$ transmits at the time instant $n$. $(M, [N_k])$ needs to satisfy the condition $\mathbb{H}$, which is designed by

$$
\mathbb{H} : M = \left[ \frac{th}{\lceil N_k \rceil} \right],
$$

where $th$ is a threshold designed according to the network scale and $\lceil \rceil$ means taking the upper bound.

The matrix $H_{l,n}$ is expressed as follows:

$$
H_{l,n} : = \begin{bmatrix}
1, 0, 0, 0, \ldots, 0 \\
0, 1, 0, 0, \ldots, 0 \\
0, 0, 1, 0, \ldots, 0 \\
0, 0, 0, 1, \ldots, 0 \\
\vdots \\
0, 0, 0, 0, \ldots, 0
\end{bmatrix}_{M \text{ ones and } 1-M \text{ zeros on its diagonal}}
$$

This paper combines the event-triggered mechanism and the adaptive partial diffusion strategy to propose the ET-APDLMS algorithm. The implementation process of the algorithm is shown in Table II and Fig. 5.

### IV. PERFORMANCE ANALYSIS

In this section, we will analyze the mean and mean-square performance and communication cost of the ET-PDLMS algorithm. To facilitate the analysis, we use the following assumptions:

**TABLE II.** ET-APDLMS algorithm.

<table>
<thead>
<tr>
<th>Initialize:</th>
<th>Start with ${w_{k,0} = 0}$, for all $k$, given non-negative real coefficients $[c_{k,n}^0, a_{k,n}^0]$ satisfying Eqs. (10) and (16), presetting $\rho$, $0 &lt; \rho &lt; 1$, set thresholds $th$ the network scale nodes, for each time $n &gt; 0$, repeat:</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Adaptation:</strong></td>
<td>$\psi_{k,n} = w_{k,n-1} + \mu_k \sum_{l \in N_k} c_{l,k}^0 x_{l,n} (\hat{d}<em>{l,n} - x</em>{l,n}^2) w_{k,n-1}$</td>
</tr>
<tr>
<td><strong>Event-trigger:</strong></td>
<td>$E_{k,n} : = \left| \psi_{k,n} - \psi_{k,n-1} \right| &gt; \frac{1}{\mu_k + \rho}$</td>
</tr>
<tr>
<td></td>
<td>$\gamma_{k,n} = 1,$ if $E_{k,n}$ occurs</td>
</tr>
<tr>
<td></td>
<td>$\psi_{k,n} = \gamma_{k,n} \psi_{k,n} + (1 - \gamma_{k,n}) \psi_{k,n-1}$</td>
</tr>
<tr>
<td><strong>Combination:</strong></td>
<td>Setting matrix $H_{l,n}$ according to $\mathbb{H}$</td>
</tr>
<tr>
<td></td>
<td>$w_{k,n} = a_{l,n}^0 \psi_{l,n} + \sum_{l \in N_k \cap {k}} a_{l,n}^0 [H_{l,n} \psi_{l,n} + (I_l - H_{l,n}) \psi_{l,n}]$</td>
</tr>
</tbody>
</table>

A1. The elements of the input vector $x_{k,n}$ are spatially and temporally independent, and their covariances are expressed as

$$
E[\psi_{k,n}, \psi_{k,n}] = \mathbb{R}_k \in \mathbb{R}^{L \times L} \quad \forall k, n.
$$

A2. The elements of the noise vector $v_{k,n}$ are spatially and temporally independent,

$$
E[v_{k,n}] = 0 \quad \text{and} \quad E[v_{k,n}^2] = \zeta_k^2 \in \mathbb{R} \quad \forall k, n.
$$

A3. The step size parameter $\mu_k$ is small enough so that its squared value can be ignored.

**A. Estimate-error equation**

Define the intermediate estimate-error vector as

$$
\tilde{\psi}_{k,n} = w^r - \psi_{k,n}
$$

and the estimation-error of node $k$ as

$$
\tilde{w}_{k,n} = w^r - w_{k,n}.
$$

Bring Eqs. (1)–(11) and then subtract $w^r$ from both sides to get the intermediate estimate-error vector,

$$
\tilde{\psi}_{k,n} = \left( I_L - \mu_k \sum_{l \in N_k} c_{l,k}^0 x_{l,n} x_{l,n}^2 \right) \tilde{w}_{k,n-1} - \mu_k \sum_{l \in N_k} c_{l,k}^0 x_{l,n} v_{k,n} \quad \forall k.
$$

According to Eqs. (10) and (16), rewrite the estimate of node $k$ as

$$
w_{k,n} = \left( I_L - \sum_{l \in N_k \cap \{k\}} a_{l,k}^0 H_{l,n} \right) \psi_{k,n} + \sum_{l \in N_k \cap \{k\}} a_{l,k}^0 H_{l,n} \psi_{l,n}.
$$
Replace the estimate in Eq. (24) with \( w' \) to get

\[
\hat{w}_k = \left( I_L - \sum_{l \in N_k} a_{lk} H_{lk} \right) \hat{w} + \sum_{l \in N_k} a_{lk} H_{lk} w'.
\]

The estimate-error vector can be obtained by subtracting Eq. (24) from Eq. (25),

\[
\tilde{w}_k = \left( I_L - \sum_{l \in N_k} a_{lk} H_{lk} \right) \hat{w}_k + \sum_{l \in N_k} a_{lk} H_{lk} \psi_{lk}.
\]

If the intermediate estimate \( \psi_{lk} \) of the node \( k \) satisfies \( \| \psi_{lk} - \hat{w}_k \| < \delta \) at the time \( n \), the intermediate estimate of node \( k \) is expressed as

\[
\psi_{lk} = \psi_{lk,n}.
\]

Therefore, we define the stacking vector of the intermediate estimate-error vectors for all nodes as

\[
\tilde{\xi}_n = \begin{bmatrix}
\tilde{\psi}_{1,n} \\
\vdots \\
\tilde{\psi}_{k,n} \\
\vdots \\
\tilde{\psi}_{N,n}
\end{bmatrix}.
\]

To facilitate subsequent analysis, we represent the intermediate estimate-error stacking matrix \( \tilde{\xi}_n \) as

\[
\tilde{\xi}_n = (I_{LK} - MX_n) \tilde{\omega}_n - Mg_n.
\]

For Eq. (29), we define

\[
M = \text{blockdiag}(\mu_1 I_1, \ldots, \mu_L I_L),
\]

\[
g_n = \begin{bmatrix}
\sum_{l \in N_1} c_{l,n} x_{l,n}^T n_1 \\
\vdots \\
\sum_{l \in N_K} c_{l,n} x_{l,n}^T n_K \\
\sum_{l \in N_N} c_{l,n} x_{l,n}^T n_N
\end{bmatrix},
\]

and

\[
X_n = \text{blockdiag} \left\{ \sum_{l \in N_1} c_{l,n} x_{l,n}^T x_{l,n}^T, \ldots, \sum_{l \in N_K} c_{l,n} x_{l,n}^T x_{l,n}^T, \ldots, \sum_{l \in N_N} c_{l,n} x_{l,n}^T x_{l,n}^T \right\}.
\]

We can verify that

\[
\tilde{\omega}_{n+1} = B_n \tilde{\xi}_n,
\]

while

\[
B_n = \begin{bmatrix}
B_{1,n,1}, \ldots, B_{1,n,L} \\
\vdots \\
B_{K,n,1}, \ldots, B_{K,n,K}
\end{bmatrix},
\]

\[
B_{l,n} = \begin{cases}
I_L - \sum_{k \in N_l \setminus \{l\}} a_{lk} H_{lk} & \text{if } j = l, \\
a_{lj} H_{lj} & \text{if } j \in N_l \setminus \{l\}, \\
O_L & \text{otherwise},
\end{cases}
\]

where \( O_L \) is the \( L \times L \) zero matrix.

Bring Eq. (29) into Eq. (30), we get the estimate-error vector,

\[
\tilde{\omega}_{n+1} = B_n (I_{LK} - MX_n) \tilde{\omega}_n - B_n Mg_n.
\]

**B. Mean performance**

\( \tilde{\omega}_n, X_n, \) and \( B_n \) are independent of each other, in view of A1 and A2. Taking the expectation of both sides of Eq. (31). We get

\[
\mathbb{E} \left[ \tilde{\omega}_{n+1} \right] = Q (I_{LK} - M\mathbb{E}) \mathbb{E} \left[ \tilde{\omega}_n \right],
\]

where

\[
\mathbb{E} = \text{blockdiag}(R_1, \ldots, R_N)',
\]

and

\[
Q = \mathbb{E} [B_n].
\]

According to Eq. (32), if the algorithm is required to be stable in the mean sense, the matrix \( \mathbb{E} (I_{LK} - M\mathbb{E}) \) is required to be stable. All the rows of \( Q \) add up to unity. Therefore, when the matrix \( (I_{LK} - M\mathbb{E}) \) is stable, Eq. (32) is stable as well, and we have

\[
|\lambda_{\max} (I_{LK} - M\mathbb{E})| < 1,
\]

and \( \lambda_{\max} \) represents the largest eigenvalue of the matrix. The eigenvalue of the matrix \( I_{LK} - M\mathbb{E} \) is the union of the eigenvalues of the matrix \( I_{LK} - \mu_k R_k \). Therefore, Eq. (33) is satisfied when

\[
|1 - \mu_k \lambda_{\max} (R_k)| < 1 \quad \forall \, k.
\]

By analysis, if the algorithm is required to be stable in the mean sense, the step size range is

\[
0 < \mu_k < \frac{2}{\lambda_{\max} (R_k)} \quad \forall \, k.
\]

**C. Mean-square performance**

The squared weighted Euclidean norm of a vector \( b \) with a weighting matrix \( A \) is

\[
\| b \|_A^2 = b^T A b.
\]

Using this Euclidean norm, we analyze the mean-squared stability of the ET-APDLMS algorithm. Taking the squared Euclidean norm on
both sides of Eq. (31) and applying the expectation operator while considering A1 and A2, we have
\[
E\left[\|\hat{\omega}_{n+1} - \hat{\omega}\|^2 \right] = E\left[\|\hat{\omega}_n - \hat{\omega}\|^2 \right] + E\left[\frac{\mathbf{g}_n^T \mathbf{M} \mathbf{B}_u\Sigma \mathbf{B}_u^T \mathbf{M} \mathbf{g}_n}{\Sigma}\right],
\]
(36)
where \(\Sigma\) is a random symmetric nonnegative-definite matrix.

Under A1 and A2, \(\hat{\omega}_n\) and \(\Gamma\) are independent of each other. Thus, we get
\[
E\left[\|\hat{\omega}_n - \hat{\omega}\|^2 \right] = E\left[\|\hat{\omega}_n - \hat{\omega}\|^2 \right] + E\left[\frac{\mathbf{g}_n^T \mathbf{M} \mathbf{B}_u\Sigma \mathbf{B}_u^T \mathbf{M} \mathbf{g}_n}{\Sigma}\right].
\]
(38)
By defining
\[
\gamma = \text{vec}\{E[\Gamma]\}
\]
and
\[
\delta = \text{vec}\{\Sigma\},
\]
according to Eq. (38), we modify Eq. (36) to
\[
E\left[\|\hat{\omega}_{n+1} - \hat{\omega}\|^2 \right] = E\left[\|\hat{\omega}_n - \hat{\omega}\|^2 \right] + E\left[\frac{\mathbf{g}_n^T \mathbf{M} \mathbf{B}_u\Sigma \mathbf{B}_u^T \mathbf{M} \mathbf{g}_n}{\Sigma}\right].
\]
(39)
\(\text{vec}\{\cdot\}\) is a vectorization operator, which can stack the columns of a matrix into a single column vector and \(\text{vec}\{\cdot\}^T\) represents the transpose of this operation. According to the relationship between the vector matrix operation and the Kronecker product, we express \(\text{vec}\{\cdot\}\) as
\[
\text{vec}\{\mathbf{A}\mathbf{B}\mathbf{C}\} = (\mathbf{C}^T \otimes \mathbf{A})\text{vec}\{\mathbf{B}\}.
\]
(40)
Meanwhile, we rewrite \(\gamma\) as
\[
\gamma = \Lambda\delta,
\]
(41)
where
\[
\Lambda = E[(\mathbf{I}_{LK} - \mathbf{M}\mathbf{x}_n) \otimes (\mathbf{I}_{LK} - \mathbf{M}\mathbf{x}_n)]\mathbf{D}
\]
(42)
and
\[
\mathbf{D} = E[\mathbf{B}_u^T \otimes \mathbf{B}_u^T].
\]
(43)
The derivation process of \(\mathbf{D}\) is given in the literature.\(^{30}\) Considering A3, we approximate Eq. (40) as
\[
\Lambda \approx (\mathbf{I}_{LK} - \mathbf{M}\mathbf{x}_n) \otimes (\mathbf{I}_{LK} - \mathbf{M}\mathbf{x}_n)\mathbf{D}.
\]
(44)
According to the relationship between the vector operation \(\text{vec}\{\cdot\}\) and the matrix trace proposed in the literature,\(^{7}\) we have
\[
\text{tr}(\mathbf{A}^T \mathbf{B}) = \text{vec}^T(\mathbf{B})\text{vec}(\mathbf{A})
\]
(45)
and
\[
E[\|\hat{\omega}_{n+1} - \hat{\omega}\|^2] = \text{vec}^T(\mathbf{H})\mathbf{D}\delta,
\]
(46)
\[
\mathbf{H} = \text{blockdiag}[\mu_1^2 \hat{\gamma}_1^2 R_1, \ldots, \mu_N^2 \hat{\gamma}_N^2 R_N].
\]
(47)
Bringing Eqs. (41) and (46) to Eq. (39) yields
\[
E[\|\hat{\omega}_{n+1} - \hat{\omega}\|^2] = E[\|\hat{\omega}_n - \hat{\omega}\|^2] + \text{vec}^T(\mathbf{H})\mathbf{D}\delta.
\]
(48)
When \(\Lambda\) is stable, Eq. (48) is stable in the mean-square sense, and \(\Lambda\) can be approximated as
\[
\Lambda \approx [(\mathbf{I}_{LK} - \mathbf{M}\mathbf{x}_n) \otimes (\mathbf{I}_{LK} - \mathbf{M}\mathbf{x}_n)]\mathbf{D}.
\]
(49)
Therefore, the stability of Eq. (49) has the same condition as the stability of \((\mathbf{I}_{LK} - \mathbf{M}\mathbf{x}_n)\). Therefore, choosing the step size \(\mu_t\) satisfying Eq. (34) makes the algorithm stable in the mean-square sense.

### D. Communication cost analysis

In this section, we analyze the communication cost of different algorithms from the adaption step and the combination step.

(a) Communication cost analysis of the DLMS algorithm
Adaption: In this step, each node receives \(\{x_{in}, d_{in}\}\) from the neighbor nodes. \(x_{in}\) is an L-dimensional vector and \(d_{in}\) is a scalar. Suppose that each node in the network has an average of
\[
F = \frac{1}{N} \sum_{k=1}^{N} \left[\mathfrak{N}_k\right] \text{neighbor nodes}.
\]
Combination: In this step, each neighbor node shares its intermediate estimation \(\psi_{in}\), which is an L-dimensional vector. Therefore, the data quantity transmitted in this step is \(NFL\).

(b) Communication cost analysis of the PDLMS algorithm
Adaption: The communication cost of the PDLMS algorithm in this step is the same as that of DLMS. Therefore, the amount of data transferred in the adaption step is \(NFL(L + 1)\).
Combination: In this step, a subset of intermediate estimations of neighbor nodes of the node \(k\) is used for the parameter estimation. It is assumed that the data used are an M-dimensional vector, and the remaining \(L - M\) dimensional data are replaced with the intermediate estimation of node \(k\); therefore, the data quantity transmitted in the combination step is \(NFM\).

(c) Communication cost analysis of the ET-APDLMS algorithm
Adaption: The communication cost of the ET-APDLMS algorithm in this step is the same as that of DLMS. Therefore, the amount of data transferred in the adaption step is \(NFL(L + 1)\).
Combination: In this step, a subset of intermediate estimations of neighbor nodes of the node \(k\) are used for the parameter estimation. It is assumed that the data used are an M-dimensional vector (The choice of \(M\) is related to \(\mathfrak{N}_k\)), and the remaining \(L - M\) dimensional data are replaced with the intermediate estimation of node \(k\); therefore, the data quantity transmitted in the combination step is \(NFM\).

Considering the event-triggered mechanism, we assume that the number of iterations that will transmit the intermediate estimate is \(I(1 < I)\).

The sum of the communication costs of the \(I\) iterations of these algorithms is shown in Table III.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Communication costs</th>
</tr>
</thead>
<tbody>
<tr>
<td>DLMS</td>
<td>([NFL(L + 1) + NFL]I)</td>
</tr>
<tr>
<td>PDLMS</td>
<td>([NFL(L + 1) + NFM]I)</td>
</tr>
<tr>
<td>ET-APDLMS</td>
<td>(NFL(L + 1) I + NFM)</td>
</tr>
</tbody>
</table>

TABLE III. Communication cost analysis.
V. SIMULATIONS

To illustrate the performance of the algorithm in the network, we design a wireless sensor network with 50 nodes. The input $x_{kn}$ and noise $v_{kn}$ of each node are given in Fig. 6.

The ET-APDLMS algorithm is used in dynamic topological networks. In this paper, a dynamic network topology model is designed to simulate the actual use environment (such as the ocean and atmosphere). When nodes are connected, it means that nodes can communicate with each other. We randomly placed 50 nodes in the $200 \times 200$ area. To observe the change of the dynamic topology, we present the network topology at four moments ($n = 1$, $n = 50$, $n = 100$, and $n = 150$). According to Fig. 7, we find that the network topology changes with time, and the most direct manifestation is that the number of neighbors of nodes changes.

ET-APDLMS is an adaptive algorithm to select a subset of the dimensions of the intermediate estimator according to the number of neighbor nodes. In this paper, simulation is designed to prove the effectiveness of changing the dimension of the intermediate estimate subset for improving the estimation accuracy. In Fig. 8, $M$ represents the dimension of a subset of the intermediate estimate. The step size used in the simulation is $\mu_k = 0.05$, and each node has an average of $F = 4$ neighbor nodes. By analyzing the average of 50 independent simulation values, we find that when the number of neighbors of nodes is the same, the estimation performance of the algorithm improves with the increase of $M$.

Previous simulations have verified the influence of the dimension of the subset of the intermediate estimate ($M$) on the estimation performance when the number of neighbor nodes ($F$) is the same. In this simulation, we verify that if the subset dimension ($M$) of the intermediate estimator is the same, the number of neighbor nodes ($F$) will affect the estimation performance of the algorithm. Each node has an average of $F$ neighbor nodes, the step size used in the simulation is $\mu_k = 0.05$, and the dimension of the subset of the intermediate estimate is $M = 4$. According to Fig. 9, by analyzing the average of 50 independent simulation values, we found that the estimation performance of the algorithm improved with the increase of the number of adjacent nodes.

The traditional partial algorithm mainly aims at the case of high communication costs but does not consider the effect of dynamic topology networks on the estimated performance. The PDLMS algorithm in the dynamic and non-dynamic network topology is analyzed by 50 independent simulation values. According to Fig. 10,
it is found that the estimation performance of the PDLMS algorithm is low in a dynamic network environment.

Figure 11 compares the estimate performance of the ET-APDLMS algorithm, the DLMS algorithm, and the PDLMS algorithm. The step size used in the simulation is $\mu_k = 0.05$, and the threshold $\theta = 25$. The simulation results show that the ET-APDLMS algorithm is more adaptive to the dynamic network topology than the PDLMS algorithm. Compared with the DLMS algorithm, the estimation performance of the ET-APDLMS algorithm is slightly lower, but the previous analysis shows that the communication cost of the ET-APDLMS algorithm is significantly reduced.

VI. CONCLUSION

In this paper, we find that a dynamic network topology affects the estimation performance of partial diffusion strategies. Therefore, an adaptive partial-diffusion strategy is designed in this paper. Meanwhile, in order to reduce the communication resource waste caused by data redundancies in the adaptive partial diffusion strategy, we designed the event-triggered mechanism and proposed the ET-APDLMS algorithm. Through simulation, we find that the ET-APDLMS algorithm is more adaptive to a dynamic network topology than the PDLMS algorithm. Compared with the DLMS algorithm, the ET-APDLMS algorithm uses the subset of intermediate estimation to complete parameter estimation; therefore, the estimation performance is slightly lower, but the communication cost can be effectively reduced. The simulation results are consistent with the performance analysis, which proves the effectiveness of the proposed algorithm.
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