First-passage-time distribution in a moving parabolic potential with spatial roughness
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In this paper, we investigate the first-passage-time distribution (FPTD) within a time-dependent parabolic potential in the presence of roughness with two methods: the Kramers theory and a nonsingular integral equation. By spatially averaging, the rough potential is equivalent to the combination of an effective smooth potential and an effective diffusion coefficient. Based on the Kramers theory, we first obtain Kramers approximations (KAs) of FPTD for both smooth and rough potentials. As expected, KA is valid only for high barriers and small external forces, and generally applicable for high barriers in rough potentials. To overcome the shortcoming of KA, a probability asymptotic approximation (PAA) based on an integral equation is proposed, which uses the transient probability density function (PDF) of the natural boundary conditions instead of the absorbing boundary conditions. We find that PAA fits very well even for large external forces. This enables us to analytically solve the FPTD for large external forces and low barriers as a strong extension to KA. In addition, we show that in the presence of a rough potential, the PAA of FPTD is in good agreement with numerical simulations for low barrier potentials. The PAA makes it possible to investigate the first-passage problem with ultrafast varying potentials and short exiting time. Thus, KA and PAA are complementary in determining the FPTD both for various barriers and external forces. Finally, the mean first-passage time (MFPT) is studied, which illustrates that the PAA of MFPT is effective almost in the whole range of external forces, while the KA of MFPT is valid only for small external forces.
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I. INTRODUCTION

The first-passage problem describes that a system escapes from a certain area for the first time to other states. This problem has found applications in various fields, such as critical transitions in ecosystems, climate, structural reliability, target searching, financial market, and protein dynamics [1–6]. First-passage-time distribution (FPTD), mean first-passage time (MFPT), and transition paths are typically used to quantify and measure such first-passage processes in different systems [6–11]. Mathematically, these terms can be derived directly or indirectly from transient probability density functions (PDFs) by solving the corresponding Fokker-Planck equation (FPE) with absorbing boundary conditions [10,11]. However, it is generally difficult to derive the transient PDF for such boundary conditions, even for the very simple parabolic potential cases [10–12]. This is why there are surprisingly few analytical results of FPTD. Thus, different methods and theories have been developed to approximate FPTD, such as the Kramers escape theory, the path integral method, and weak noise limit theory [13–27].

The Kramers theory is one of the most popular methods to solve the MFPT, transition rate, and net flux on theoretical approaches and applications to experimental systems. Hänggi et al. [14] and Mel’nikov [15] have presented a detailed development of the Kramers theory including applications in their reviews. Recently, it was applied to analyze bond rupture in molecule pulling experiments, where the FPTD and the mean of the rupture force are obtained [16–20]. However, due to the high barrier assumption of the Kramers theory, a good fitting between analytical results and experimental data has only been found for slow pulling speeds, which restricts the analysis of fast pulling speeds and large external forces. Moreover, the path integral method, a powerful semi-analytical and seminumerical method, can also be used to estimate the FPTD for different kinds of noises, such as Gaussian noise and Lévy noise [21,22]. Despite its high accuracy, it is not explicit and intuitive to evaluate the influences of different factors directly. This is also the shortcoming of the integral equation, which sets up a relationship between FPTD and PDFs under natural and absorbing boundary conditions. For this method, explicit results are limited to simple potentials when the absorbing boundary locates at the bottom of the potentials, such as linear and parabolic potentials [13]. Recently, Bullerjahn et al. took a further step based on the integral equation and got a first-order approximation of the net flux, and applied this to the analysis of rapid force spectroscopy [23]. They found that this approximation could fit well for large external forces and fast pulling rates which is quite different from the Kramers results. Besides, there is another form of a nonsingular integral equation given by Buonocore et al. establishing a relationship...
between FPTD and PDF under natural boundary conditions by two unknown functions to be determined [24]. Based on this relationship, Giorno provided a way to determine the unknown functions resulting in a simple equation [25]. In this paper, we take advantage of this method, and extend it to a moving parabolic potential with roughness.

Rough potential is universal in various systems, such as structural glasses, ion channel, supercooled liquid, and especially in protein or molecular dynamics [28–35]. Compared to classic smooth potentials, rough potential has not yet been widely and deeply investigated either theoretically or numerically, despite its enormous practical applications. Zwanzig modeled the roughness by superimposing a fast changing trigonometric function to the background potential, and stated a conjecture which is applicable for specific cases [36]. Pollak et al. studied the rate theory for rugged energy landscapes with a master equation [37], while Ansari directly used a robust numerical approach to solve the Smoluchowski equation in the presence of roughness [38]. Mondal et al. found that roughness slowed down the current in a ratchet potential subject to Gaussian noise [39]. However, under Lévy noise, we have shown recently that roughness could accelerate the barrier crossing process and increase the current [40–42]. This phenomenon indicates that roughness has diverse influences on the transport of particles, which can be either positive or negative. Thus, it is essential to analyze how roughness affects the barrier crossing process.

In this paper, we intend to investigate the FPTD in a rough parabolic potential with external forces. By superimposing a fast varying trigonometric function on the parabolic potential, we introduce the rough model and give a brief analysis of the first-passage problem in Sec. II. Two approximations of the FPTD are presented with detailed procedures via the Kramers theory and Giorno’s equation, respectively, in Sec. III. Numerical results are calculated to verify the validity of both approximations, and discussions of their valid areas are provided in Sec. IV. Besides, two approximations of MFPTs are obtained for small external forces in Sec. V. Conclusions are given in Sec. VI.

II. MODEL DESCRIPTION AND FPTD

A. Model description

We consider the first-passage problem in a time-dependent parabolic potential. In a molecule rupture experiment, the first-passage problem can be seen as the break of polymer chains under moving pulling forces. Due to the complex and irregular structure of polymer chains, their energy potential surfaces are reasonably regarded as rough or rugged, so in this paper, we superimpose a rough factor, modeled by a fast changing trigonometric function from Zwanzig, on the classic smooth parabolic potential to obtain a rough potential. The corresponding Langevin equation of the model can be written as

$$\dot{x} = -\frac{D}{k_BT} \frac{\partial}{\partial x} U(x,t) + \sqrt{2D\eta(t)},$$

where the overdot above the variable $x$ means the derivative of time. $D$ is the diffusion coefficient. $k_T$ and $T$ are the Boltzmann’s constant and temperature, respectively. For simplicity, we assume $k_BT = 1.0$. $\eta(t)$ is the standard Gaussian white noise. $U(x,t)$ is a time-dependent parabolic potential with rough factor, satisfying

$$U(x,t) = U_0(x) + U_1(x) + F(x,t), \quad U_0(x) = \frac{\Delta}{x_b^2},$$

$$U_1(x) = \varepsilon \cos(\omega x), \quad F(x,t) = -F_0 \delta t.$$ (2)

$U(x,t)$ consists of three parts: the basic parabolic potential $U_0(x)$, the rough part $U_1(x)$, and the time-dependent part $F(x,t)$. The absorbing boundary locates at $x = x_b$. $\Delta$ is the barrier height of the potential $U_0(x)$ at $x_b$. In the presence of an external force, the parabolic potential $U_0(x) + F(x,t)$ will change with time, and the bottom $\frac{\Delta}{x_b^2} + F_0 \delta t$ moves to the right direction with the speed $\frac{\Delta}{x_b^2} F_0 \delta t$ as shown in Fig. 1. In the absence of noise excitations and roughness, the system can immediately adjust its position and mainly stays at the equilibrium point with a slowly varying external force. Hence, it will take about $\frac{2\Delta}{\Delta^2 F_0} \delta t$ time to exit the boundary $x_b$. This is the influence of external forces. In the presence of thermal fluctuations, influences of noises on the passage time are non-negligible. As expected, we show that the contributions to the MFPT come from two parts: the external force and thermal noise, respectively. This result is stated in Eq. (39) in Sec. V. $U_1(x)$ is to model the rough potential surface, in which $\varepsilon$ is the amplitude of roughness, and $\omega$ is assumed to be a large number to ensure that $U_1(x)$ is a fast changing function. $\omega$ can control the density of the roughness, such that for a small $\omega$ the potential is a multistable potential rather than a rough one. To make sure that roughness acts as perturbations, $\varepsilon/\Delta \ll 1$ is assumed.

B. Analysis of FPTD

The first-passage can be described as the evolution of a particle initially starting from $x_0$ and passing over the boundary $x = x_b$ at some time $t$. This process corresponds to the FPE with an absorbing boundary at $x_b$, whose solution $p_{0b}(x,t)$ satisfies $p_{0b}(x > x_b, t|x_0, 0) = 0$, which means that the PDF is zero if a particle passes over the boundary $x = x_b$. The
FPE of Eq. (1) can be written as
\[
\frac{\partial}{\partial t} p_a(x, t) = -\frac{\partial}{\partial x} [A(x, t)p_a(x, t)] + D \frac{\partial^2}{\partial x^2} p_a(x, t),
\]
for which the initial and boundary conditions are set as
\[
p_a(x, 0) = \delta(x - x_0), \quad p_a(x, t)|_{x=\pm\infty} = 0.
\]
Thus, the key to get the FPTD is to determine the escape rate \(k(t)\) as
\[
S(t) = \int_{-\infty}^{t_0} p_a(x, t)dx.
\]
Then the survival probability that a particle does not pass over \(x = x_0\) at time \(t\) can be generated by a spatial integral on \(p_a(x, t)\) as
\[
\langle \cdots \rangle = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{t_0} e^{-\frac{(x-x_0)^2}{\Delta t}} dx.
\]
So in the case of a free-energy potential surface \(U_0(x)\), the escape rate is a constant, which is given as
\[
k_0^{-1} = \frac{1}{D} \int_{x_b} e^{U_0(x)} dx \int_{well} e^{-U_0(y)} dy.
\]
To simplify the calculation of \(k_0\) and avoid an overlap of the numerical simulation for the exponential part, we approximate the escape rate by an algebraic formula:
\[
k_0 = N_1 \frac{D \Delta^{1.5}}{\sqrt{\pi} x_b^2} e^{-\Delta},
\]
where \(N_1\) is a coefficient to modulate the approximation (see details in the Appendix) [13]. We take \(N_1 = 1.5\) in this paper. When we consider a practical system, such as the single-molecule rupture experiment, an external pulling force on the polymer chain should be added. In this case, the energy potential moves with time. For such a time-dependent potential, Hummer and Szabo [17] gave the corresponding escape rate as
\[
k^R_F^{-1}(t) = \frac{1}{D} \int_{x_b} e^{U_0(x) + F(x, t)} dx \int_{well} e^{-U_0(x) + F(y, t)} dy.
\]
The result can be written in an algebraic form:
\[
k_F(t) = N_1 \frac{D \Delta^{1.5}}{\sqrt{\pi} x_b^2} \left[1 - x_b F(t)/2 \Delta\right] e^{-\Delta(1-x_b F(t)/2 \Delta)}.
\]
Substituting Eq. (15) into Eq. (11), one gets the FPTD
\[
f_F(x_b, t) = k_0 \left(1 - \frac{x_b F(t)}{2 \Delta}\right) \exp\left(-\Delta - \frac{1 - x_b F(t)}{2 \Delta} \right)
\]
In the presence of roughness, the explicit expression of Eq. (14) is even complex and hard. In principle, we could solve it numerically to get the escape rate. However, it will not be intuitive to show the influences of roughness. To highlight the effects of roughness, we adopt the spatial averaging from Zwanzig’s paper [36]. Because the rough part is assumed to be a small disturbance on the background potential, the integral can be approximated by
\[
\int e^{U_0(x) + F(x, t)} dx \approx \int e^{U_0(x) + F(x, t)} e^{U_1(x)} dx,
\]
in which \(\langle \cdots \rangle\) is the spatial average over a length scale \(\Delta x\). When \(U_1(x) = \varepsilon \cos(\alpha x)\) and \(\Delta x = \pi / \omega\), the spatial averaging \(\langle e^{U_1(x)} \rangle\) reduces to a modified Bessel function taking the form \(\langle e^{U_1(x)} \rangle = \pi^{-1} \int_0^{\pi} e^{\varepsilon \cos \omega} d\omega\). Therefore we see \(\langle e^{U_1(x)} \rangle = \langle e^{-U_1(x)} \rangle = h_0(\varepsilon)\), which is a function of \(\varepsilon\) independent of \(x\).
Thus, the escape rate in the rough case takes the form

$$k_R^{-1}(t) = \frac{1}{D^*} \int_b e^{U^*(x,t)} dx \int_{\text{well}} e^{-U^*(y,t)} dy,$$

(18)

where $U^*(x,t) = U_0(x) + F(x,t) + \ln[I_0(e)]$ is the effective potential, and $D^* = D/I^2_0(e)$ is the effective diffusion coefficient. Therefore Eq. (18) is simplified to

$$k_R(t) = I_0^{-2}(e) k_F(t).$$

(19)

Accordingly, we could get the FPTD under the rough potential $f_R(x_b,t)$.

### B. Probability asymptotic approximation

The FPTD depends highly on the time evolution of the transient PDF. Thus the quasistationary and high barrier assumptions of the Kramers theory will probably make KA lose its effectiveness for low barriers and fast changing potentials. To overcome this shortcoming, basing on a nonsingular integral equation [24], we approximate the FPTD with the transient PDF of FPE with natural boundary conditions. This enables us to get a good approximation of FPTD applicable even to low barriers and fast changing potentials. From the results of Eq. (26), we see that the FPTD can be approximated by a transient PDF of natural boundary conditions via continuous iteration, so we here call this probability asymptotic approximation.

For convenience, to distinguish the PDF $p_R(x,t)$ of the absorbing boundary case, we denote $p_n(x,t)$ as the PDF of the natural boundary case; i.e., $p_n(x,t)|_{x=\pm \infty} = 0$. Under natural boundary conditions, we note that particles at the point of $x = x_b$ come from two sources: One is the contribution from the domain $x < x_b$ which are real survival particles; the others are the backflow of particles from $x > x_b$ which passed over $x = x_b$ at some time $\tau < t$. This can be described by the following equation:

$$p_{m}(x,t) = p_{m}(x,t) - \int_0^t f(r) p_n(x,t|x_b,r) dr, \quad x \leq x_b.$$

(20)

This integral equation is widely used [13,23] to describe the first-passage problem. However, it is difficult to analytically get either two of $p_l(x,t)$, $f(t)$ and $p_n(x,t)$. So in this paper, we use another form of integral equation. Buonocore et al. gave such an integral equation for a time-independent drift [24],

$$f(x_b,t) = -2\varphi(x_b,t) + 2 \int_0^t \int_0^r \varphi(x_b,t|x_b,r) dr, \quad \varphi(x_b,t) \text{ takes the following form:}$$

$$\varphi(x_b,t) = J_n(\kappa \varphi(t), \tau) + m(t)p_n(x,t|\tau)$$

$$+ r(t)[1 - S(x_b, t|\tau)].$$

(22)

$J_n$ and $p_n$ are the probability flux and PDF under natural boundary conditions. $m(t)$ and $r(t)$ are two functions to be determined. Giorno et al. [25] gave a regime to handle this pair of unknown functions. They simplified the process by assuming $r(t) = 0$. Then $m(t)$ can be uniquely determined by the condition

$$\lim_{\tau \to \infty} \varphi(x_b,t|x_b,\tau) = 0.$$ 

(23)

The solution of $m(t)$ is given under the condition of a time-independent drift term; i.e., $m(t) = \frac{1}{2} A(x,t)$. For a time-dependent drift, we find that this also holds; i.e.,

$$m(t) = \frac{1}{2} A(x,t).$$

(24)

Combining Eqs. (22) and (24) yields

$$\varphi(x_b,t) = -\frac{1}{2} A(x_b,t)p_n(x_b,t) + D \frac{\partial}{\partial x} p_n(x,t)|_{x=x_b}.$$

(25)

Substituting Eq. (25) into Eq. (21), one obtains the formally solvable equation with one unknown factor $f(x_b,t)$. However, even so, Eq. (21) is an integral equation and it is difficult to solve. Alternatively, $f(x_b,t)$ can be explicitly generated by iterating Eq. (21), i.e.,

$$f(x_b,t) = 2\varphi(x_b,t) - 2 \int_0^t \int_0^r \varphi(x_b,t|x_b,r) dr$$

$$- 2 \int_0^t \int_0^r \int_0^{\tau-1} \varphi(x_b,t|x_b,r) dr$$

$$- \cdots - (-2)^n \int_0^t \int_0^r \int_0^{\tau-1} \int_0^{\tau-2} \cdots \int_0^{\tau-1} \varphi(x_b,t|x_b,r) dr,$$

(26)

where $0 < \tau_n < \tau_{n-1} < \cdots < \tau_1 < t$, and $f(x_b, \tau_n)$ will vanish for $n \to \infty$ and $\tau_n \to 0$. For simplicity, we take the first term of the right-hand side (r.h.s) of Eq. (26) as an approximation of $f(x_b,t)$; thus

$$f(x_b,t) \approx A(x_b,t)p_n(x_b,t) - \frac{2D}{\sigma^2} p_n(x_b,t)|_{x=x_b}.$$ 

(27)

Next, the only term left is $p_n(x_b,t)$. In this part, we take a smooth potential as an example. Under natural boundary conditions, the corresponding FPE of Eq. (1) can be written as

$$\frac{\partial}{\partial t} p_n(x,t) = -\frac{\partial}{\partial x} [A(x,t)p_n(x,t)] + D \frac{\partial^2}{\partial x^2} p_n(x,t).$$

(28)

The transient PDF can then be solved analytically [23],

$$p_n(x,t) = \frac{1}{\sqrt{2\pi\sigma}} \exp \left\{ -\frac{(x - \bar{x}(t) - x_0C_t)^2}{2\sigma^2} \right\},$$

(29)
where $\bar{x}(t)$ is the mean position of particles taking the form

$$\bar{x}(t) = x_0 C_t + \frac{x_b^2}{2\Delta} F_0 t - \frac{x_b^2 F_0}{4D^* \Delta^2} (1 - C_t),$$

with

$$\sigma^2 = x_b^2 \left(1 - C^2\right)/2\Delta, \quad C_t = e^{-2D\Delta t/\sigma^2}.$$

Combining Eqs. (27) and (29)–(31), we get the explicit PAA of FPTD as

$$f(x_b, t) \approx D \left\{ -\frac{2\Delta}{x_b} + F_0 t + \frac{2}{\sigma^2} \left[ x_b - \bar{x}(t) \right] \right\} p_b(x_b, t).$$

Then the final $f(x_b, t)$ is obtained in the smooth potentials case. Accordingly, $f(x_b, t)$ in rough potentials can be derived by replacing $D$ by $D^*$, and substituting $p_b(x_b, t)$ of the rough case in Eq. (32).

### IV. SIMULATIONS AND DISCUSSIONS

In this part, we try to test and analyze the effectiveness of KA and PAA. Due to the superposition of a rough potential, when numerically simulating Eq. (1), the time step should be sufficiently small to evaluate the influences of roughness, so in this paper, the numerical time step is taken as $10^{-4}$, and each curve in the following figures is averaged over $10^9$ trajectories. Because when $\omega$ is small the phase of $U_1(x)$ directly affects the directions of the first proceeding step, the frequency $\omega$ in $U_1(x)$ should be large enough to eliminate the influence of the phases. Therefore we choose $\omega = 93$ in this paper. As shown in Eqs. (16) and (32), with time going on, $f(x_b, t)$ will change from positive to negative. Ensuring the non-negativity of probability, only the positive part of $f(x_b, t)$ is valid, so in the following figures, we only show the positive part with normalization except as otherwise noted.

#### A. Validity of KA

As is known, the Kramers theory is based on the high barrier limit to guarantee that the probability flux over the top of the barrier is sufficiently small. In Fig. 2, we choose a high barrier parameter $\Delta = 1600$ at $x_b = 2.0$. The diffusion constant is set as either $D = 0.05$ or $D = 0.005$ to illustrate its influences on the accuracy of the KA. The solid lines refer to KA [Eq. (16)], and the cycles are numerical results for smooth potentials. When $D = 0.05$ in Fig. 2(a), the analytical results and the numerical simulations are in better agreement for smaller $F_0$. For large $F_0$, although the fitting is not so good, the shapes of numerical and analytical FPTDs have some common ground, e.g., almost the same position of the maximum and a good agreement on the left tails. In this case, the analytical MFPT will probably have little difference with numerical results. However, in Fig. 2(b) when $D = 0.005$, the KA breaks down for large external forces. Comparing Figs. 2(a2)–2(a4) and 2(b1)–2b(3), we find that for fixed $F_0$, KA becomes relatively bad for smaller $D$. So both $F_0$ and $D$ affect the effectiveness of KA. Next we discuss how they affect it.

In the presence of the external force, the original static potential starts to move with time. Thus, the barrier at the boundary $x_b$ becomes lower and lower, and eventually vanishes when $t_c = 2\Delta/x_b F_0$, after which $k_f(t)$ will be negative. It can be seen in Fig. 2 that KA fails to match numerical results when the rhs tail of $f(x_b, t)$ has a nonzero derivative with respect to $t$. To explain this, we write the FPTD as $f(x_b, t) = k(t)S(t)$. It is clear that the nonzero derivative is caused by
Fig. 3. Comparisons of KA and numerical simulations FPTDs in the presence of roughness, $D = 0.05$. (a) $\Delta = 200$, $N_1/N_2 = 0.5$; from left to right symbols and lines correspond to $\epsilon = 0.5$, 1.0, 1.5; (b) $\Delta = 40$, $\epsilon = 1.5$; (c) $\Delta = 400$, $\epsilon = 1.5$; (d) $\Delta = 2000$, $\epsilon = 1.5$. From left to right in (b)–(d) $N_1/N_2 = 0.05, 0.1, 0.15, 0.25, 0.5, 0.8, 1.2, 2.0$.

When we want to have a high accuracy, we need to choose a rather large $N_2$, say, $N_2 = 7$, but a relatively moderate $N_2$, say, $N_2 = 3.0$, is also applicable when high accuracy is not seriously required. So for fixed $\Delta$, a larger $D$ will generate a larger range of effective pulling external forces. From inequality (33), the effectiveness of KA is not only restricted by $\Delta$, but also strongly affected by $D$. This is why for small $D$ the valid range of $F_0$ decreases. In Fig. 2, when we set $N_1/N_2 = 0.5$, for $D = 0.05$ the critical external force is around $F_0 \approx 113$, and for $D = 0.005$ it is around $F_0 \approx 11.3$, which coincides with the figures.

In the presence of roughness, to ensure the effectiveness of KA, we restrict $F_0$ to be small; i.e., $N_1/N_2$ is small. In Fig. 3(a), the barrier height is set $\Delta = 200$, which shows that the fitting is good for small roughness, while it is bad for large roughness. Due to the important influences of $\Delta$ on KA, we discuss here the effectiveness of KA in the rough cases for different $\Delta$. For the convenience of simplicity, the fittings in Figs. 3(b)–3(d) are conducted for $\epsilon = 1.5$. In Fig. 3(b) when $\Delta$ is small, we see that the fitting is not good for either large or small $F_0$, but when $N_1/N_2 \approx 0.5$, the fitting is rather good. This phenomenon is also found for higher barriers in Figs. 3(c) and 3(d) for $\Delta = 400$ and $\Delta = 2000$; i.e., no matter whether decreasing or increasing $F_0$, the fitting gets worse in the two extremes. Thus generally, the KA of FPTD for rough potentials is valid for high barriers and moderate external forces only.

B. Validity of PAA

In clear contrast to the Kramers theory, PAA is directly based on a transient evaluation of probability rather than on quasistationary assumptions. Due to the difficulty of obtaining the PDF of a conditionally bounded FPE, this approximation uses a relationship between the FPTD and the natural boundary FPE, from which the FPTD can be precisely derived by an iterationlike procedure as shown in Eq. (26).
However, for simplicity, we take the first-order approximation. Figure 4 shows the comparisons of the analytical approximation Eq. (32) and numerical simulations in the absence of roughness.

Being opposite to the KA, in Fig. 4(a), the analytical results have better agreement with numerical results for large $F_0$, while KA fits better for smaller $F_0$. But it is similar that the analytical $f(x_b, t)$ may also have negative values at the rhs tail (e.g., $F_0 = 70$ and 50) and it induces nonoverlapping symbols and the solid line near the maximum and rhs tail. Obviously, the negative part greatly influences the validity of the approximation. Besides, in Fig. 4(b) when $F_0$ is fixed, we find that for larger $D$ this approach breaks down. Therefore to guarantee the validity of the approximation, it is essential to get the effective region of $F_0$, $D$, and $\Delta$. For convenience, we denote $f(x_b, t) = D g(x_b, t) p_a(x_b, t)$, where $g(x_b, t) = -2 \Delta / x_b + F_0 t - 2 \sigma^{-2} [x_b - \bar{x}(t)]$. In fact, the failure of the approximation is caused by a nonsynchronous variation of $g(x_b, t)$ and $p_a(x_b, t)$. If $g(x_b, t)$ changes from positive to negative at time $\bar{t}$, but $p_a(x_b, t) \gg 0$ at the same time, $f(x_b, t)$ will exhibit directly the coexistence of positive and negative parts, and will break down. Thus, it should require $p_a(x_b, \bar{t})$ to be very small or even zero. To process this, firstly, we need to get $\bar{t}$. Because $e^{-2D \bar{t}} \rightarrow 0$ with time going on, it yields

$$ F_0 \bar{t} = \frac{2 \Delta}{x_b} + \frac{F_0 \Delta}{D x_b^2}. \quad (34) $$

To guarantee $p_a(x_b, \bar{t}) \approx 0$, we use the 3$\sigma$ principle that for a normal distribution $P(x \notin [\mu - 3\sigma, \mu + 3\sigma]) \approx 0.3\%$, so we have

$$ |x_b - \bar{x}(\bar{t})| > 3\sigma, \quad (35) $$

which leads to

$$ F_0 > 6 \sqrt{2} D \Delta^{1.5} / x_b^3. \quad (36) $$

In Fig. 4(a), $6 \sqrt{2} D \Delta^{1.5} / x_b^3 \approx 150$, the inset figure shows that the rhs tail of $F_0 = 150$ almost disappears, while $F_0 = 100$ has a small negative tail, which coincides with the prediction inequality (36). However, sometimes a small negative part does not seriously break the validity of the analytical approximation, e.g., the shape and the maximum of FPTDs. Therefore we can extend the restriction of the 3$\sigma$ principle to 2$\sigma$ if one is not concerned much with highly precise fitting. For the 2$\sigma$ rule, $F_0 > 4 \sqrt{2} D \Delta^{1.5} / x_b^3$. In Fig. 4(b), for fixed $F_0 = 100$, as expected, with the increasing of $D$ the fitting becomes worse and worse. Besides, for larger $D$ it needs less time to pass over $x_b$.

For KA, smaller $F_0$ generates better performances, while for PAA the larger the pulling force $F_0$ the better the fitting. These two methods are complementary to solving the first-passage problem. Next we will check the effectiveness of the analytical approximation for rough potentials.

In the presence of roughness, by spatial averaging we transfer the rough potential problem to a corresponding smooth potential $U^+(x, t)$ and a diffusion coefficient $D^*$. Figure 5 shows the analytical results of Eq. (32) and the corresponding numerical simulations. In Fig. 5(a), when $\Delta$ and $F_0$ are small, the analytical and the numerical results are almost overlapping even for large roughness $\epsilon = 1.5$. Besides, we see that with increasing $\epsilon$, the FPTD moves to the right direction as a whole; i.e., the roughness delays the first-passage process. Besides, the most probable passage time, i.e., the maximum of FPTD, increases with $\epsilon$. Figures 5(b)–5(d) show the FPTD with respect to $\epsilon = 0.5, 1.0$, and 1.5, for different $\Delta$. To guarantee the validity of the analytical approximation, the external force is set $F_0 = 4 \sqrt{2} D \Delta^{1.5} / x_b^3$. It shows that for a small roughness $\epsilon = 0.5$ the overlap between the symbols and the solid lines confirms the efficiency of the analytical approximation. For large $\epsilon$, when $\Delta$ is small the agreement is still good. However, when $\Delta$ gets larger the fitting becomes worse. In fact, when $\Delta$ is large, the rough part $U_r(x) = \epsilon \cos(ax)$ is so small compared to the parabolic potential $U_0(x) = \Delta x^2 / x_b^2$ that rough wells almost disappear for large $x$. At this time, the roughness $\epsilon$ actually affects slightly. Thus under this condition, PAA loses accuracy but remains applicable, but for a low barrier, the analytical approximation is of high efficiency.

Finally, we give the effective regions of both approximations of FPTD for smooth potentials. In region 1 of Fig. 6, one gets a precise PAA of FPTD which corresponds to larger...
external forces, while in region 2, the PAA is also applicable but with small differences in the numerical results. Similarly, for KA of FPTD, region 4 generates a precise fitting and region 3 is valid with loose fitting. In the white area with a gap width \((2\sqrt{2} - \pi \approx 0.5)D^{1.5}/\lambda^3\) both approximations are not good enough to fit the FPTD. It is obvious that the effective area of KA is extremely limited by low barriers and small \(D\), while that of PAA is much broader. Thus the two approximations are complementary for FPTD, but there is still a gap between both approximations to be solved.

V. MEAN FIRST-PASSAGE TIME

The probability expectation is an important indicator in experiments because it is easy to conclude and represents the mean level of experimental data. In this part, we try to test the effectiveness of KA and PAA of MFPT, and the influences of roughness on MFPT. To calculate the MFPT, we have to eliminate the inevitable negative value of \(f(xb, t)\) by setting

\[
\bar{f}(xb, t) = \begin{cases} f(xb, t), & f(xb, t) > 0 \\ 0, & \text{otherwise} \end{cases}
\]

(37)

Thus the MFPT can be obtained by

\[
\langle T \rangle = N_1 \int_0^\infty t \bar{f}(xb, t) dt,
\]

(38)

where \(N_1 = 1/\int \bar{f}(xb, t) dt\) is the normalized coefficient.

For the KA Eq. (16), when the external force is sufficiently small, i.e., \(F \ll D^{1.5}/\lambda^3\), the KA of FPTD exhibits good fitting, i.e. \(N_K^x \approx 1.0\). In this case, Garg [43] has given a detailed procedure to get \(\langle T \rangle_K\) and the corresponding variance. The MFPT can be approximated as

\[
\langle T \rangle_K = \frac{2\Delta}{x_0 F} - \frac{2\sqrt{\Delta}}{x_0 F} \sqrt{\gamma + \ln \frac{\Delta^{1.5}}{\sqrt{\pi F x_0^4}}},
\]

(39)

FIG. 5. In the presence of roughness, comparisons of analytical results and numerical simulations of FPTDs with respect to different roughness \(\varepsilon\) for \(D = 0.01\). (a) \(\Delta = 20\), \(F_0 = 1.0\) for different roughness from left to right. \(\varepsilon = 0\), 0.5, 1.0, 1.5. (b) \(\varepsilon = 0.5\). (c) \(\varepsilon = 1.0\). (d) \(\varepsilon = 1.5\). Panels (b)–(d) are in log-log plots for \(\Delta = 2000\), 800, 400, 200, 80, 40, and \(F_0 = 4\sqrt{2D^{1.5}/\lambda^3}\).

FIG. 6. Illustration of valid areas of KA and PAA of FPTD with \(D = 0.01\). Region 1 is separated by the line \(F_0 = 6\sqrt{2D^{1.5}/\lambda^3}\), Region 2 and the white area are separate by the line \(F_0 = 2\sqrt{2D^{1.5}/\lambda^3}\). The line between region 3 and the white area is \(F_0 = \pi^{-0.5}D^{1.5}/\lambda^3\). Region 4 is limited by the line \(F_0 = 0.25\pi^{-0.5}D^{1.5}/\lambda^3\).
in which \( \gamma = 0.577 \) is the Euler-Mascheroni constant. For intermediate external forces, we directly integrate Eq. (37) with numerical methods.

For PAA [Eq. (32)], when \( F_0 \) is relatively small, \( e^{-2Dk\xi} \to 0 \) before exiting. We arrive at a result with the form of

\[
\langle T \rangle_P = \frac{2}{4D\Delta^{1.5} + \sqrt{\pi}x_0^3F} \left\{ \frac{4D\Delta^{2.5}}{x_0F_0} - x_0^2\sqrt{\Delta} + \left( 2x_0^2\Delta + \frac{F_0x_0^5}{2D\Delta} - \frac{4D\Delta^2}{x_0F_0} \right) \text{erf}(2\Delta) \right\},
\]

where \( \text{erf}(x) \) is the error function, and can be approximated by an algebraic formula as \( \text{erf}(x)^2 = 1 - \exp(-4x^2/\pi)[1 + 8x^2/\pi(1/3 - 1/\pi)] \). When the external force is sufficiently large, \( F_0 \gg D\Delta^{1.5}/x_0^2 \), particles will exit quickly. Thus, it is not proper to set \( e^{-2Dk\xi} \) as zero. Due to the complexity of the formula, for large \( F_0 \) we derive the MFPT by directly computing Eq. (37).

In Fig. 7, solid lines are the PAA of MFPT, dashed lines are the KA of MFPT, and the symbols are corresponding numerical results.

We find that the PAA is in good agreement with numerical results for the whole range of \( \Delta \), and the fitting gets better and better as \( \Delta \) increases.

FIG. 7. The MFPTs in the absence of roughness, and the numerical simulations with different \( F_0 \) and \( \Delta \) when \( \epsilon = 0 \), \( D = 0.01 \). The insets are corresponding absolute differences between theoretical results and numerical results, in which blue stars are for PAA and black squares are for KA. The dashed lines are KA of MFPT, the solid lines are PAA of MFPT, and the circles are numerical results. (a) \( \Delta = 40 \); (b) \( \Delta = 200 \); (c) \( \Delta = 400 \); (d) \( \Delta = 800 \).

FIG. 8. The MFPTs in rough potentials with different \( F_0 \) and \( \Delta \) with \( \epsilon = 0.05 \). (a) \( \Delta = 40 \); (b) \( \Delta = 200 \). The solid lines are PAA of MFPT, the dashed lines are KA of MFPT, and the symbols are corresponding numerical results with different \( \epsilon \).
better with increasing $F_0$, while KA fails on small $\Delta$ even with small $F_0$ in Fig. 7(a). With increasing $\Delta$, the effective region of $F_0$ for KA becomes larger. The insets in Fig. 7 calculate the absolute differences between analytical approximations and numerical simulation. As shown, the differences between PAA and numerical results decrease with $F_0$, and tend to zero for large $F_0$ which indicates the effectiveness of PAA. However, for KA the differences are negligible only for small $F_0$. Thus, the two methods can be complementary, that is, if one considers sufficiently small $F_0$, it is better to use KA, otherwise PAA is preferred.

Considering rough potentials, we see that the roughness can increase the MFPT. In Fig. 8(a), it is apparent that KA is able to fit the numerical results for relatively small $F_0$, while KA is invalid in the whole range of $F_0$. For a higher barrier in Fig. 8(b), although KA is close to the numerical results for small $F_0$, it quickly loses efficacy with increasing $F_0$, while PAA has a larger effective region of $F_0$. As shown, both KA and PAA break down when $F_0$ is large. In fact, for large $F_0$, the external force $F_0$ is dominant to make particles exit the boundary, while the effect of diffusion is subordinate. So particles are forced by a large $F_0$ to pass over the boundary before they have sufficiently long time to diffuse in rough potentials. Thus in our approximation the effective diffusion coefficient is actually meaningless for large $F_0$. In this case, we suggest to use $D$ instead of $D^*$ even for rough potentials.

VI. CONCLUSION

In this paper, we have provided two approximate methods to obtain analytical solutions of the first-passage-time distribution and the mean first-passage time in a moving parabolic potential for the cases with and without roughness. In the absence of a rough potential, we have obtained the KA of FPTD. However, due to the assumptions of high barriers and quasistationarity, KA fails for large external forces and the fitting becomes better with increasing the barriers. On the contrary, the PAA of FPTD is in better agreement with numerical simulations for a low barrier. With increasing the roughness, the fitting becomes worse, and it is even worse for higher barriers. However, the PAA of MFPT is valid on the whole ranges of barriers and external force, which indicates that although PAA of FPTD loses accuracy, it differs slightly from the exact results. Besides, the superposition of the rough potential will shift the FPTD to the right. Thus, the roughness leads to longer time for particles to pass over the boundary.
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APPENDIX

Here we explain how to derive the approximations of rates $k_0$ and $k_F(t)$. Firstly, for a simple parabolic potential $U_b(x) = \frac{1}{2} x^2$, the integral over the potential well $\int_{-\infty}^{+\infty} e^{-U_b(y)} dy$ can be approximated as follows.

\begin{equation}
\frac{1}{2} \sqrt{\frac{\pi}{\Delta}} x_b = \int_0^x e^{-\frac{4}{3} x^2} dx \leq \int_{\text{well}} \frac{4}{3} \sqrt{\frac{\pi}{\Delta}} x_b \, dx \leq \int_{-\infty}^{+\infty} e^{-\frac{4}{3} x^2} dx = \frac{1}{\sqrt{\frac{\pi}{\Delta}} x_b}. \tag{A1}
\end{equation}

For the integral $\int_b e^{U_b(y)} dy$, we can get its value interval as

\begin{equation}
\int_b e^{\frac{1}{2} y^2} dy = e^\Delta \int_0^{x_b} e^{\frac{1}{2} [2(x-x_b)]} dx = x_b \Delta^{-1} e^\Delta (1 - e^{-\Delta}), \tag{A2}
\end{equation}

and

\begin{equation}
\int_{-\infty}^{b} e^{\frac{1}{2} y^2} dy = e^\Delta \int_0^{x_b} e^{\frac{1}{2} [2(x-x_b)]} dx = e^\Delta \int_0^{x_b} e^{\frac{1}{2} [2(x-x_b)]} dx = \frac{1}{2} x_b \Delta^{-1} e^\Delta (1 - e^{-\Delta}). \tag{A3}
\end{equation}

Combining Eqs. (A1)–(A3) yields

\begin{equation}
\frac{1}{4} \sqrt{\pi x_b^2 \Delta^{-1.5}} e^\Delta (1 - e^{-\Delta}) \leq Dk_0^{-1} \leq \sqrt{\pi x_b^2 \Delta^{-1.5}} e^\Delta (1 - e^{-\Delta}). \tag{A4}
\end{equation}
When $\Delta \gg 1$, we can get the escape rate

$$D \frac{\Delta^{1.5}}{\sqrt{\pi N b^2}} e^{-\Delta} \ll k_0 \ll 4D \frac{\Delta^{1.5}}{\sqrt{\pi N b^2}} e^{-\Delta}. \quad (A5)$$

Thus $k_0 = N_1 D \frac{\Delta^{1.5}}{\sqrt{\pi N b^2}} e^{-\Delta}$. For time-dependent potentials,

$$U_0(x) + F(x, t) = \frac{\Delta}{x^2} x^2 - F_0 x t = \frac{\Delta}{x_b} \left( x - \frac{x_b}{2\Delta} F_0 t \right)^2 - \frac{x_b^4}{4\Delta} F_0^2 t^2. \quad (A6)$$

Substituting Eq. (A6) to Eqs. (A1)–(A4), and repeating the process, one can get the approximation of $k_F(t)$ as

$$k_F(t) = N_1 D \frac{\Delta^{1.5}}{x_b^2} \left[ 1 - x_b F_0 t / 2\Delta \right] e^{-\Delta \left( 1 - x_b F_0 t / 2\Delta \right)^2}. \quad (A7)$$

---