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ABSTRACT
The steady state motion visual evoked potential (SSMVEP)-based brain computer interface (BCI), which incorporates the motion perception capabilities of the human visual system to alleviate the negative effects caused by strong visual stimulation from steady-state VEP, has attracted a great deal of attention. In this paper, we design a SSMVEP-based experiment by Newton’s ring paradigm. Then, we use the canonical correlation analysis and Support Vector Machines to classify SSMVEP signals for the SSMVEP-based electroencephalography (EEG) signal detection. We find that the classification accuracy of different subjects under fatigue state is much lower than that in the normal state. To probe into this, we develop a multiplex limited penetrable horizontal visibility graph method, which enables to infer a brain network from 62-channel EEG signals. Subsequently, we analyze the variation of the average weighted clustering coefficient and the weighted global efficiency corresponding to these two brain states and find that both network measures are lower under fatigue state. The results suggest that the associations and information transfer efficiency among different brain regions become weaker when the brain state changes from normal to fatigue, which provide new insights into the explanations for the reduced classification accuracy. The promising classification results and the findings render the proposed methods particularly useful for analyzing EEG recordings from SSMVEP-based BCI system.

I. INTRODUCTION
A brain-computer interface (BCI) allows a human brain to interact with an external device and empowers individuals who have trouble interacting mechanically with the world. The steady-state motion visual evoked potentials (SSMVEPs), which are used in brain computer interface (BCI)-based systems, have an advantage of alleviating the negative effects on the brain system. We here use the traditional canonical correlation analysis (CCA) and Support Vector Machines (SVM) to classify the collected SSMVEP-based EEG signals. As an unavoidable problem, the mental fatigue state that occurs after a long time use of the BCI-based system directly affects the efficiency of the BCI system. Without a high classification accuracy, users cannot control external devices accurately. Investigating fatigue behavior from the perspective of brain network may contribute to the improvement of classification accuracy under fatigue state. Therefore, we develop a multiplex limited penetrable horizontal visibility graph (MLPHVG) method to characterize normal and fatigued behavior. The results indicate that our method allows probing into the fatigued behavior resulting from a long duration of SSMVEP-based BCI systems.

The brain computer interface (BCI), also known as brain machine interface (BMI), is a system that allows a human brain to interact directly with the surrounding environment using electroencephalography (EEG) as a control signal. Over the past few decades, EEG-based BCI analysis has attracted more and more attention. Neuper et al. proposed an EEG-based BCI to train a completely paralyzed patient with severe cerebral palsy for verbal communication.
Lopez-Gordo et al. presented a novel fully auditory EEG-BCI system that could provide a clinically useful communication to the visually problematic user. Moctezuma et al. evaluated the feasibility of the EEG-recorded imagined speech for subject identification. Ang et al. investigated the efficacy of an EEG-based MI BCI system coupled with MIT-Manus shoulder-elbow robotic feedback (BCI-Manus) for subjects with chronic stroke with upper-limb hemiparesis.

A large number of studies have demonstrated that the EEG signals stimulated by experimental paradigms can be used as control signals for BCI systems. Common adopted paradigms include visual evoked potentials (VEPs), slow cortical potentials (SCPs), P300 evoked potentials, Motor Imagery (MI), and sensorimotor rhythms (SRs). Among them, VEPs are the brain regulating activities that occur in the visual cortex when visual stimuli appear, and these modulations are relatively easy to detect. According to the stimulation frequency, VEPs can be divided into transient VEP (TVEP) and steady-state VEP (SSVEP). Compared with TVEP, SSVEP has a higher information transfer rate, more stable signal quality, simpler system configuration, and shorter training time. In addition, SSVEP is less affected by eye movements and other noises, which makes it more commonly used in BCI system. In recent years, many SSVEP paradigms based on changes in flicker or contrast have been proposed. However, a long-term flickering of visual stimulator can easily lead to visual and mental fatigue, which in turn reduces the accuracy of BCI systems. Fortunately, researchers have developed steady state motion visual evoked potential (SSMVEP)-based BCI systems to mitigate this negative impact. The SSMVEP is a periodic response to a visual stimulus modulated, although there is some loss in classification accuracy, it has effectively improved the discomfort caused by the long-term use of the BCI system.

Recently, the complex network theory has been applied to analysis of complex systems. In particular, time series analysis using the complex network theory have achieved fruitful results in interdisciplinary fields, such as multiphase flow, brain function, and climatic networks. Brain, as the control center of the nervous system, is a complex system composed of a mass of neurons. The underlying mechanisms of brain are still elusive and remain a challenging problem. Complex network provides a new way to characterize changes in the function and behavior of brain networks from EEG. Kong et al. analyzed the different mental states of drivers and found a neurometric measure that can detect driver fatigue. Supriya et al. used a weighted visibility graph to analyze epileptic EEG signals. However, few people have applied the complex network method to explore changes of the brain function network in the SSMVEP-based experiment, especially how the brain function network changes after a long time of operation. The visibility graph (VG) theory, which has been proved to be an efficient method, allows characterizing complex systems from time series. Lacasa et al. proposed the horizontal visibility graph (HVG) and the multiplex visibility graph (MVG), which allow mapping a time series into a complex network. The limited penetrable visibility graph (LPVG) method, that can effectively filter out noise interference, has been successfully applied to the analysis of univariate time series. But the applicability of the visibility graph methods has been limited to the study of univariate time series to a large extent. Recently, we have developed a novel Multiplex Limited Penetrable Horizontal Visibility Graph (MLPHVG) method, which allows analyzing multivariate EEG signals. In this study, we further develop the MLPHVG method to characterize the fatigue and normal brain behavior underlying SSMVEP-based EEG signals.

In this paper, we first design a SSMVEP-based experiment to explore the fatigued brain behavior. We use the canonical correlation analysis (CCA) and Support Vector Machines (SVMs) to probe the influence of fatigue on the SSMVEP classification accuracy. During the experiment, we find that a long-term continuous operation can cause unavoidable fatigue problems, thus reducing classification accuracy. Hence, it is necessary to seek for an efficient method to explain the brain behavior under fatigue state to reveal this difference. In this study, a MLPHVG method is applied to analyze the EEG signals generated by the SSMVEP stimulation paradigm. The results indicate that our methods enable to greatly improve the classification accuracy of SSMVEP-based EEG signals and allow characterizing the difference of the brain network process between normal and fatigue states.

II. EXPERIMENTAL SETUP
A. Experimental environment
In our experiment, EEG data are acquired by a Neuroscan EEG system (SynAmps2) with a sampling frequency of 1 kHz. A 64-channel EEG cap is used to collect EEG signals with electrodes assigned according to the "International 10–20 electrodes position system" method. The locations of the electrodes are shown in Fig. 1.

The visual stimulator refers to the Newton’s ring paradigm, which is controlled by the Psychophysics Toolbox 3.0 and presented on a 24-in. LCD screen with a screen refresh rate of 60 Hz. Newton’s ring motion stimulation is composed of the same black and white ring of 4 groups of centers. Actually, repetitive visual stimuli with a low frequency (6–15 Hz) have been widely used in high performance BCI systems due to their strong response. However, the steady state method has certain limitations, especially due to the disappearance of the response signal caused by the further superposition of the signal. Therefore, we select some frequencies in low and medium frequency bands (6 Hz, 8 Hz, 10 Hz, 12 Hz, 14 Hz, 16 Hz, 18 Hz, 20 Hz) as the stimulation frequency of 8 stimulators. In fact, each of these 8 stimulation frequencies can induce a corresponded EEG signal, which can be used as a control signal for controlling external devices. The visual stimulator of the SSMVEP experiment and its corresponding flicker frequency and image size parameters are shown in Fig. 2.

B. Participants and experimental procedure
10 healthy adults (5 males, 5 females, ages 22–25) are recruited in the experiment, who are right-handed, with a normal or corrected to normal visual acuity, no history of brain diseases, and have lunch breaks. Prior to the experiment, the reference electrodes M1 and M2 are placed at the mastoids of the left and right ears of the subject, REF is placed at the top zone, and the ground electrode FPZ is placed at the forehead. The electrode impedance of all channels is below 5 KΩ.

All experiments are carried out in a quiet room, and the subject sits relaxed on a chair with a field of view approximately 70 cm from the center of the visual stimulator. Each SSMVEP-based experiment
lasts for about 36 min, which consists of 3 sessions, and there is a
4 min break after each session. Before the experiment, eight stimulus
targets (Newton’s ring paradigms) will be presented simultaneously
on the LCD screen at different oscillation frequencies in a fixed order.
When the experiment starts, a digital sound prompt will appear to
remind the subject to start the experiment and to increase the atten-
tion. During each session, eight stimulus targets are placed in the
order of the frequency from small to large and corresponded to the
sound prompts from 1 to 8. For each session, subjects need to steer
his (her) eyes on the stimulus target of the corresponding number for
4 s when hearing the sound prompts, one by one during a trial. Then,
an end sound will prompt the subject to have a 2 s break away from
the stimulation interface, while waiting for the next sound prompt to
arrive. In this way, traversing 8 different frequency visual stimulators
in the order from 1 to 8 is called a trial, and one session includes 10
trials.

During the whole experiment, the subjects are required to keep
quiet, focus on watching the excitation interface, and try to avoid a
rapid motion of the head. Before and after each session, all partic-
ipants need to fill out a fatigue status questionnaire which contains
5 dimensions and 20-item self-report instrument. The score of each
dimension reflects the severity of fatigue, the higher the score, the
more severe the fatigue. We use the Multidimensional Fatigue Inven-
tory (MFI) to estimate the score of each participant to measure
their fatigue level. The subjects take the experiments in normal and
fatigue state. Each experiment consists of 3 sessions, so there are 6
sessions for each subject. The structure of the BCI system is given in
Fig. 3.
C. Experiment data processing

All acquired 62-channel EEG data are preprocessed by using EEGLAB. A band-pass filtering of 1–40 Hz is performed for filtering the EEG signals. A 50 Hz notch filter is applied to the EEG data to eliminate AC power supply noise. Finally, noise and EOG (electric eye) artifacts are removed by using the Independent Component Analysis (ICA). After that, there are 62 channels for the preprocessed EEG signals.

III. CLASSIFICATION OF SSMVEP SIGNAL

We select O1, OZ, O2, PO3, PO4, PO7, PO8, and POZ for classification calculation. These 8 EEG channels are in the occipital region and parietal occipital region, which have commonly been selected for SSVEP-based BCI studies.

We apply the canonical correlation analysis (CCA) to extract features from the processed data. CCA is a multivariate statistical analysis method, which can be used to extract a linear combination of data with the greatest correlation. Also, CCA has a wide range of applications in frequency analysis under the SSVEP paradigm. Here, we analyze the preprocessed data as a set of variables, the reference signal comprised of sine-cosine waves at the stimulus frequency, and use CCA to calculate their correlation.
Specifically, we define a group of variables as $X$,

$$X = \begin{bmatrix} \text{channel(1)} \\ \text{channel(2)} \\ \vdots \\ \text{channel(8)} \end{bmatrix},$$

where $X$ contains 8 channels of EEG signals, each channel contains data of 4 s length.

The reference signal is defined as $Y$,

$$Y = \begin{bmatrix} \sin(2\pi f_1 t) \\ \cos(2\pi f_1 t) \\ \vdots \\ \sin(2\pi f_8 t) \\ \cos(2\pi f_8 t) \end{bmatrix}. \tag{2}$$

In this paper, we do not consider harmonic components, $f_1 \sim f_8$ are 6 Hz, 8 Hz, 10 Hz, 12 Hz, 14 Hz, 16 Hz, 18 Hz and 20 Hz, respectively. Each signal in $Y$ has the same length as signal in $X$.

CCA seeks two weight vectors, $W_x$ and $W_y$, by maximizing the correlation coefficient $\rho(x, y)$ between $x = W_x^T X$ and $y = W_y^T Y$. That is, $W_x$ and $W_y$ can be obtained by maximizing the following functions:

$$\max_{W_x, W_y} \rho(x, y) = \frac{E[x^T y]}{\sqrt{E[x^T x] \cdot E[y^T y]}},$$

$$= \frac{E[W_x^T X Y^T W_y]}{\sqrt{E[W_x^T X X^T W_x] \cdot E[W_y^T Y Y^T W_y]}},$$

$$= \frac{W_y^T C_{xy} W_x}{\sqrt{W_x^T C_{xx} W_x \cdot W_y^T C_{yy} W_y}}, \tag{3}$$

where $E$ is the sample expectation, $C_{xy}$ is the cross covariance matrix between $X$ and $Y$, $C_{xx}$ and $C_{yy}$ represent the covariance matrices of $X$ and $Y$, respectively.

Via setting SSMVEP signals as $X$, we can utilize CCA to get one-dimensional variable $x = W_x^T X$. Then, the fast Fourier transform (FFT) is applied to calculate $x$ and the spectrum energy sequence $u_f$ is obtained,

$$u_f = |\text{FFT}(x)|. \tag{4}$$

Then, we extract the spectral energy $u_f$ at 8 stimulation frequency points $f_1 \sim f_8$ to build the feature vector $P$,

$$P = [u_{f_1}, u_{f_2}, u_{f_3}, u_{f_4}, u_{f_5}, u_{f_6}, u_{f_7}, u_{f_8}]. \tag{5}$$

Support Vector Machine (SVM),\textsuperscript{3,4} as a supervised learning method, is ideal for analyzing multichannel EEG signals because of its good generalization capability. It separates the two categories of samples by constructing a hyperplane, which minimizes the empirical classification error and the geometric margin in the classification task. Here, we feed above-obtained feature vector into SVM to classify the SSMVEP signals. For each subject, we calculate the classification accuracy of EEG signals recorded under normal and fatigue states, respectively. The results obtained by CCA + SVM algorithm for each subject under two mental states are shown in Fig. 4. We find that the CCA + SVM performs well in the SSMVEP classification. The results demonstrated that the mental fatigue states can lead to a decrease in SSMVEP classification accuracy. In addition, we calculate the average accuracy of 10 subjects under the two mental states, respectively. In the normal state, the average classification accuracy is 87.88%, while it decreases to 68.31% in the mental fatigue state. The decreased classification accuracy caused by fatigue will directly affect the control performance of the SSMVEP-based BCI system. Therefore, we probe into the fatigue mechanism in terms of the brain network analysis by using the MLPHVG method in Sec. IV.

IV. CHARACTERIZING FATIGUE BEHAVIOR VIA MULTILAYER COMPLEX NETWORKS

For each subject participating in the experiment, we collect two types of mental states within the 320 s experiment under the SSMVEP stimulation paradigm: normal state and fatigue state. Then, we divide each EEG signal into 4 s non-overlapped segments (80 EEG segments are obtained). We then randomly select 20 EEG segments for the subsequent complex network analysis.

A. Methodology

For univariate time series $\{x_i\}_{i=1}^n$ of length $N$, the corresponding Limited Penetrable Horizontal Visibility Graph (LPHVG) can be constructed as follows:

1. Vertical bars are constructed for the univariate time series, and the height of the straight column is in accordance with each time point as shown in Fig. 5(a); (2) for any paired nodes $a$ and $b$, when the horizontal connection between the two straight columns does not intersect any of the straight columns between the nodes, then a connection between these two nodes is set (black lines in Fig. 5(b)); (3) if
we define the limited penetrable distance to $L$, a connection between two nodes exists if the number of in-between nodes that block the horizontal connection does not exceed $L$ [red lines in Fig. 5(b)].

For a multivariate time series $\{x_\alpha,i\}_{i=1}^N$, $\alpha = 1, 2, \ldots, M$, containing $M$ channels of EEG signals of equal length $N$, a LPHVG can be constructed for each EEG signal with penetrable distance $L = 1$. Then, we obtain an $M$-layer complex network $\{A_\alpha\}_{\alpha=1}^M$, where we define each layer of the network as a node, then we calculate an interlayer correlation between layers $\alpha$ and $\beta$ as the functional connectivity as follows:

$$I_{\alpha,\beta} = \sum_{k_\alpha} \sum_{k_\beta} p(k_\alpha, k_\beta) \log \frac{p(k_\alpha, k_\beta)}{p(k_\alpha)p(k_\beta)}, \quad (6)$$

where $p(k_\alpha)$ is a probability that a node has a degree of $k_\alpha$ at layer $\alpha$, which can be used to express the degree distribution of the $\alpha$-th layer. The degree of the node $i$ in the layer $\alpha$ network is expressed as $k_i^\alpha$,

$$k_i^\alpha = \sum_{j=1}^N a_{ij}^\alpha. \quad (7)$$

The joint probability of finding a node having degree equal to $k_\alpha$ and $k_\beta$, respectively, at layer $\alpha$ and at layer $\beta$ can be computed by

$$p(k_\alpha, k_\beta) = \frac{N_{k_\alpha, k_\beta}}{N}, \quad (8)$$

where $N_{k_\alpha, k_\beta}$ is the number of nodes having degree equal to $k_\alpha$ and $k_\beta$ in layer $\alpha$ and layer $\beta$, respectively.

We then construct a brain network by regarding each layer as a node and determining the functional connectivity by calculating the interlayer correlation of all paired layers. In this paper, we apply a MLPHVG method to perform a SSMVEP-based fatigue investigation using the 62-channel EEG data collected in our experiment. The three main steps of the method are shown in Fig. 6.

**B. Charactering fatigue behavior from EEG signals**

The brain networks corresponding to normal and fatigue states can be derived from MLPHVGs. The generated brain network is a fully-connected weighted network with 62 nodes. The integrals of the network measures over the sparsity range (corresponding to the areas of the network measure curve within the sparsity range) are taken into account. For each generated brain network, a wide range of sparsity ($10\% \leq S \leq 35\%$) with an interval of 1% will be utilized. This way for determining the connections has been widely used in the network construction. Sparsity ($S$) is defined as the ratio of the number of existing edges to the maximum possible edge number in the network. Then, we calculate the average weighted clustering coefficient ($C^w$) and the weighted global efficiency ($E^w_{gl}$) to investigate the topology of the brain network. The network measures can be calculated as follows:

$$\begin{cases} C^w = \sum_{\alpha \in N} C^w_\alpha, \\ C^w_i = \frac{n}{\sum_{j \neq i \in N} (w_{ij}w_{ji}w_{ik}w_{ki})^{1/3}} \frac{1}{k_i(k_i-1)}, \end{cases} \quad (9)$$

**FIG. 5.** (a) A time series and (b) its corresponding LPHVG with the limited penetrable distance being 1.

**FIG. 6.** The MLPHVG method construction process.
FIG. 7. The average weighted clustering coefficient under normal and mental fatigue states for different subjects.

\[
E_{wc}^i = \frac{1}{N(N - 1)} \sum_{i \neq j \in N} (d_{ij})^{-1},
\]

where \( N \) is the set of all nodes in the network; \( n \) is the number of nodes; \( C_w^i \) is the average weighted clustering coefficient of nodes \( i \); \( k_i \) is the degree of node \( i \); \( w_{ij} \), \( w_{il} \), and \( w_{lj} \) represent the weight between node \( i \) and \( j \), \( i \) and \( l \), and \( l \) and \( j \), respectively; \( d_{ij} \) is the shortest weighted path length between nodes \( i \) and \( j \).

For each subject participating in the experiment, we collect 20 sets of multichannel EEG signal samples in the normal state and 20 sets of multichannel EEG samples in the fatigue state and construct the MLPHVGs network for each sample. Then, the average weighted clustering coefficient and the weighted global efficiency are calculated for each epoch and the average results for each subject are shown in Figs. 7 and 8. In addition, the \( t \)-test is employed to evaluate the \( p \)-value of the network measurements between normal and fatigue states. We find that there is a significant difference between the two sets of samples when the \( p \)-values are much less than 0.05. From Figs. 7 and 8, we can see that the subjects under mental fatigue state have lower average weighted clustering coefficient and weighted global efficiency.

In the SSMVEP experiments, the subjects need to focus on the stimulation target to complete the cognitive work, so they will bear a greater cognitive workload under fatigue state compared with normal state. Also, their cognitive ability is consequently reduced. The average global efficiency is a measure of the global information transfer efficiency of the whole brain network. In particular, cognitive function has a connection with the global efficiency of information transfer. A decreased global efficiency reflects a worse performance of cognitively effortful tasks which is associated with less integration of processing in brain networks. Through the integrals of the network measures, we discover that each subject’s average weighted clustering coefficient and global efficiency decrease under the fatigue states. This finding also suggests that the brain network presents lower global information transfer efficiency in the fatigue states during the SSMVEP experiments. The reduction in global efficiency leads to a reduction in classification efficiency, which reveals the difference in classification accuracy between normal state and fatigue state from the perspective of a brain network.

V. CONCLUSION

In this study, we have designed a SSMVEP-based experiment and use the CCA + SVM algorithm to classify the SSMVEP signals in both normal and fatigue states. The results of 10 subjects show that the classification accuracy under normal states is generally higher than that under fatigue states. In order to explore the reasons for the difference in classification accuracy under normal and fatigue states, we have developed a MLPHVG-based multilayer complex network model to characterize brain behavioral changes using SSMVEP signals. Through the construction of brain networks and the analysis of network measures, we discover that each subject’s average weighted clustering coefficient and global efficiency decrease under the fatigue states. This finding also suggests that the brain network presents lower global information transfer efficiency in the fatigue states during the SSMVEP experiments. The reduction in global efficiency leads to a reduction in classification accuracy, which reveals the difference in classification accuracy between normal state and fatigue state from the perspective of a brain network. Our method allows an effective characterization of the normal and fatigue behavior of brain and ensures a broad application in the SSMVEP-based BCI system.
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