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We conceive a new recurrence quantifier for time series based on the concept of information entropy, in which the probabilities are associated with the presence of microstates defined on the recurrence matrix as small binary submatrices. The new methodology to compute the entropy of a time series has advantages compared to the traditional entropies defined in the literature, namely, a good correlation with the maximum Lyapunov exponent of the system and a weak dependence on the vicinity threshold parameter. Furthermore, the new method works adequately even for small segments of data, bringing consistent results for short and long time series. In a case where long time series are available, the new methodology can be employed to obtain high precision results since it does not demand large computational times related to the analysis of the entire time series or recurrence matrices, as is the case of other traditional entropy quantifiers. The method is applied to discrete and continuous systems. Published by AIP Publishing. https://doi.org/10.1063/1.5042026

A large number of quantifiers of complexity based on data can be found in the literature. In general, all these quantities were developed to distinguish regular, chaotic, and random properties of a time series. The knowledge of these properties is fundamental since it has been reported that complexity is an important characteristic of data of heart and brain signals, stock market, climatology, seismology, etc. The main types of complexity measures are entropies, Lyapunov’s exponents, and fractal dimensions. Here, we develop a new entropy based on recurrence properties of a time series. The new recurrence entropy has a good correlation with the maximum Lyapunov exponent of the system and a weak dependence on the vicinity threshold parameter, a critical parameter on recurrence analysis. Furthermore, the new method works adequately even for small segments of data, bringing consistent results for short and long time series.

I. INTRODUCTION

Nonlinear time series analyses try to extract information from the underlying dynamics of the data. In this way, nonlinear techniques supply new tools for data diagnostics using a whole set of quantities such as divergence rates, predictability, scaling exponents, and entropies in symbolic representation.1,2 All these methods are based on more general phase space properties like trajectory recurrences. Nonlinear time series analysis is a practical by-product from complex dynamical systems theory since nonlinear concepts allow extracting information that cannot be resolved using classical linear techniques, e.g., power spectrum or spectral coherence.2,3 These analyses have influenced many areas of science, from physics, chemistry, and engineering to life science and ecology; from economics to linguistics, and more recently, neuroscience.3–8 Time series analysis has turned out to be a key issue providing the most direct link between nonlinear dynamics and the real world.2

In this work, we explore a new entropy quantifier of nonlinear time series based on more general properties of the recurrence space than just its periodicities in time or space. It intends to be useful in the analysis of nonlinear properties of the signal, particularly its (dis)order and/or chaoticity levels, concepts closely related to the Lyapunov exponent of the system, a more familiar nonlinear quantifier of time series, but harder to estimate.2

The concept of recurrence dates back to the work of Poincaré9 and it is a fundamental attribute of dynamical systems. A visualization method known as recurrence plot (RP) was introduced later on by Eckmann et al.10 The RP is a graphical tool to identify recurrence of a trajectory \( \mathbf{x}_i \in \mathbb{R}^d \) phase space, \( i = 1, 2, \ldots, K \), and it is based on the recurrence matrix \( R_p \),

\[
R_p = \begin{cases} 
1 & \text{if } ||\mathbf{x}_i - \mathbf{x}_j|| \leq \varepsilon, \\
0 & \text{if } ||\mathbf{x}_i - \mathbf{x}_j|| > \varepsilon, 
\end{cases} \quad i, j = 1, 2, \ldots, K, \tag{1}
\]

where \( || \cdot || \) is an appropriate norm. \( \varepsilon \) is the vicinity threshold parameter consisting of a maximum distance among two points in a trajectory such that both can be considered recurrent to each other, and \( K \) is the length of the analyzed time series. The RP is a matrix of “ones” and “zeros,” where one (zero) indicates a recurrent (non-recurrent) pair of points in phase space.
An example of RP is depicted in Fig. 1, where a “one” (“zero”) is represented by a black (white) pixel. The recurrence analysis technique is conceptually simpler than spectral linear (Fourier) or nonlinear (Wavelets) analyses and numerically easier to perform since it does not have to decompose the signal within a basis. Instead, the RP is computed using repetitions (or recurrences) of segments of the signal which produce a time mosaic of the recurrence signal, an imprinting of signal time patterns.

Based on the statistical properties of the RP, a large number of quantifiers have been developed to analyze its details. Many of them deal with statistical properties like mean lengths and frequency of occurrence of diagonal/vertical/horizontal recurrence lines. An important class of recurrence quantifiers are those that try to capture the level of disorder of a signal. As an example, we mention the entropy based on diagonal line statistics. This quantity has been correlated with other dynamical quantifiers such as the largest Lyapunov exponent since both capture properties of the disorder level of the dynamics.

Nevertheless, at this point, it is important to emphasize that sometimes the diagonal entropy (ENTR) as originally defined behaves in an unexpected way: indeed, a well known problem occurs in the recurrence quantification of the dynamics of the logistic map, namely, ENTR decreases despite the increase of nonlinearity and chaoticity (evaluated by the increase of the Lyapunov exponent). In fact, to deal with that, an adaptive method has been presented to compute recurrences and to conciliate the behavior of a decreasing ENTR with the increasing disorder of the logistic map.

Another important method for recurrence-based entropies has been built based on the concept of weighted recurrence plots. The restriction of unweighted RPs imposes a strong dependency on the vicinity threshold parameter, a free parameter in recurrence analyses. A weighted variant of the RP allows one to relax the condition of defining the vicinity threshold parameter and its sensitive dependence on the results. Using the concept weighted recurrence, the associated Shannon entropy also correlates with the largest Lyapunov exponent enabling the computation of the Shannon entropy of weighted recurrence plots based on the distances between the points in the phase space.

Out of the recurrence based methods to compute entropy and evaluate the complexity of a time series, other promising methods can be found. One of the most qualified methods is the permutation entropy, a method based on comparisons of neighboring values in real time series. Permutation entropy transforms raw time series into a corresponding sequence of symbols. The diversity observed in the set of symbols can be used to quantify data complexity. In fact, a large number of other methods to measure complexity and correlated topics such as fractal or correlation dimensions, Lyapunov’s exponents, and mutual information have been widely developed to compare time series and distinguish regular, chaotic, and random behaviors as well as serving as a tool to quantify complexity.

Here, we develop a new entropy recurrence quantifier based on the formal definition of system entropies and making use of small square matrices of $N \times N$ elements (we show results for matrix sizes up to $4 \times 4$) defined as recurrence microstates. In order to introduce this new quantifier, we consider a RP selecting on it random samples of microstates. The extraction of microstate samples of the RP allows us to define an ensemble of microstates. As we shall see, a sufficiently large ensemble of microstates reflects well the dynamical recurrent patterns of the time series. Indeed, the definition of an entropy quantifier based on the frequency that each microstate appears on RP provides a quantifier that correctly captures the relation between the entropy and the level of disorder and/or chaoticity of the time series, fixing the behavior displayed by the former diagonal entropy quantifier ENTR. As we will show, making use of just one time series, e.g., one variable of a dynamical system, it also provides substantial results for the identification of major dynamical changes that occur in dynamical systems, including a close correlation with the maximal Lyapunov exponent of the system. The new methodology can also be faster compared to other computed entropies such as permutation and recurrence matrix based methods.

The rest of this paper is organized as follows: in Sec. II, we briefly show the recurrence technique and present our methodology. In Sec. III, we apply the new methodology to three well-known time series, namely, a white noise signal, a discrete logistic map time series, and a time series of the well known nonlinear flux described by the Lorenz equations. Finally, in Sec. IV, we discuss our results and point out future perspectives.

II. METHODOLOGY

The methodology section is divided into two parts. First, we introduce the recurrence analysis technique based on the recurrence matrix $R_{ij}$, as defined in Eq. (1), and in Sec. II B,
we define a way to represent microstates extracted from the recurrence matrix, which is used to calculate our proposed entropy.

A. Recurrence plots and recurrence quantification analysis

A complete compilation in the literature of this issue is given in Ref. 12, and a particular use of recurrence plots for spatial profiles is developed in Refs. 19 and 20. An example of a recurrence plot for a short six element time series is depicted in Fig. 1, where a (white) black pixel denotes a (non) recurrence between two points \((i,j)\) of the time series. An accurate extraction of specific features of a time series based on the RP can be obtained by using a set of tools developed initially by Zbilut and Webber.13,14 These tools are called recurrence quantification analysis (RQA) or just recurrence quantifiers and measure dynamical properties of a signal based on the recurrence matrix.

The RQA studies different aspects of the RP, from the density of recurrent (non-recurrent) points to the statistics of vertical, horizontal, or diagonal lines.12 An important question in recurrence analysis is the measure of diagonal lines that represent recurrence segments of trajectories as the one composed by elements \(x(4), x(5), \) and \(x(6)\) in Fig. 1. Diagonal lines are \(R_{ij}\) structures parallel to the line of identity [the main diagonal of the \(\mathbb{R}^p\) defined as \(R_{i+k,j+k} = 1 \ (i,j \in 1, 2, \ldots, K - \ell; k \in 1, 2, \ldots, \ell)\) and \(R_{ij} = R_{i+j+k+1} = 0, \) where \(\ell\) is the length of the diagonal line]. Two pieces of a trajectory following a diagonal line undergo for a certain time (the length of the diagonal) a similar evolution once they have visited the same region of phase space at different times. This is the key idea behind recurrence and thus a clearcut signature of a deterministic behavior in the time series. Accordingly, \(P(\ell), \) \(\ell \in 1, 2, \ldots, K,\) can be defined as the distribution of the lengths of diagonal lines, \(\ell_i,\) and it is used to compose a recurrence quantifier based on the Shannon entropy.

\[
S = -\sum_{i=1}^{Q} p(i) \ln p(i), \tag{2}
\]

where \(p(i)\) measures the probability of occurrence of a specific state \(i, \) \(Q\) is the number of accessible states such that \(S\) captures, in this sense, how much information resides on a collection of states. The Shannon entropy is an open tool that can be adapted to any probability distribution \(p(i).\) The RP space of probability offers many different possibilities, e.g., the probability distribution of diagonal lines \(p(\ell) = P(\ell)/\sum_{\ell=0}^{K} P(\ell).\) In that context, Eq. (2) assumes the form: \(\text{ENTR} = -\sum_{\ell=0}^{K} p(\ell) \ln p(\ell).\) Despite the use of this tool in the literature, \(10, \) it presents some inconsistency as reported by Letellier.15 While the entropy was primarily conceived as a quantification of disorder, this first approach based on entropy when applied to the chaotic logistic map provides an unsatisfactory result, sometimes indicating a more organized regime for an arising chaoticity level.

B. A new recurrence entropy

In this paper, we developed a novel methodology to extract information from the recurrence matrix to properly define an entropy. Particularly, we introduce a new concept of microstates for a RP that is associated with features of the dynamics of the time series. These microstates are defined as small matrices of dimension \(N \times N\) that are randomly sampled on the RP. These so called recurrence microstates allow several configurations, as exemplified in Fig. 1 as dashed red squares, for the simplest situation of \(N = 2.\) Since the RP is a binary matrix, where recurrences are graphically depicted by black pixels assuming a value 1, while non-recurrences are displayed by white pixels assuming a value 0, the three microstates shown in Fig. 1 are \(1001, 0001,\) and \(1110\) for the upper left, middle right, and down right squares, respectively. In general, the number of microstates for a given \(N\) is \(N^* = 2^{N^2},\) such that \(N^* = 16\) for \(N = 2.\)

Defining \(n_i\) as the number of times that a microstate \(i\) is observed in \(N\) samples, then \(P_i = n_i/N\) is the probability related to the microstate \(i\) and we define an entropy of the RP associated with the probabilities of occurrence of microstates as

\[
S(N^*) = -\sum_{i=1}^{N^*} P_i \ln P_i. \tag{3}
\]

Although \(N^*\) grows quickly as a function of \(N,\) for all examples explored here and probably for many other examples, just a small number of microstates are effectively populated. We have observed that for all deterministic systems treated here, for \(N = 3\) just \(\sim 30\) (5\% of \(N^*\)) different microstates effectively exist in the distribution of randomly selected microstates. For \(N = 4\) only 0.3\% of \(N^*\) are populated. For a stochastic signal where we expect the largest number of populated microstates, numerical simulations show that this number does not grow significantly, reaching \(\sim 20\%\) of \(N^*\) for \(N = 3\) and just \(\sim 1.5\%\) of \(N^*\) for \(N = 4.\) So, the effective set of microstates needed to compute adequately the entropy can be populated by just \(N\) random samples obtained from the recurrence matrix, and a fast convergence of Eq. (3) is expected. In general, we found that \(N \ll N^*\) for \(N > 3\) such that \(N \sim 10\ 000\) is enough for all cases treated here, and probably it is enough for many other situations, turning the method extremely fast even for moderate values of microstate sizes \(N.\) This observation also points out that a microstate size \(N = 4\) is sufficient for many dynamical and stochastic systems.

As defined, the microstates are representative of all possible short time recurrence patterns of the system. Nevertheless, a particular time series is characterized by a reduced set of populated microstates reflecting the diversity of possible sequence of values (trajectories or projections of trajectories) departing from a given value of the time series.

A clear advantage of the new methodology to compute the entropy using Eq. (3) over the former diagonal entropy is the possibility of computing information over all possible microstates. In addition, it is possible to estimate analytically the maximum value of the entropy \(S(N^*)\) corresponding to the case in which all populated microstates are equally probable.
For this case \( P_t = 1/N^* \) and we have
\[
S(N^*) = \ln N^* = N^2 \ln 2. \tag{4}
\]

Analogously, the minimum value of the entropy corresponds to the situation in which all sampling matrices are at the same microstate and \( S(N^*) = 0 \). We will show next that our approach offers advantages when compared to the more traditional recurrence entropy quantifier, ENTR of non-recurrent points as defined by Letellier.\(^{15}\) In particular, we show that \( S \) computed using Eq. (3) leads to a similar behavior of the entropy of non-recurrent points, but our method is faster for time series length \( K > 500 \) and more precise results can be acquired when applied to short length time series \( (K < 100) \). On the other hand, the new methodology also facilitates an analysis using longer time series lengths, since the computational effort does not depend on the length of the time series analyzed but only on the number of samples \( (N) \) extracted from the time series.

III. RESULTS

To explore in detail the results obtained by the novel methodology to compute the recurrence entropy, we apply this tool to three illustrative data: white noise, logistic map, and the Lorenz system time series. We test the robustness of entropy against (i) the vicinity parameter \( \varepsilon \) and the microstate sizes \( N \), (ii) the length \( K \) of the time series, and (iii) the number of randomly selected samples \( \bar{N} \) used to populate the set of possible microstates. Moreover, we compare the novel methodology against other well studied recurrence quantification entropy methods.

A. White noise

First, let us use a white noise time series case to construct a model for the maximal entropy in the recurrence plot methodology. The lack of correlation of the white noise is implicated in a theoretical maximum entropy. This result is straightforward, but we have to take into account the border effects of the recurrence space in the methodology to compute a correct result of \( S \). In this simple model, it is possible to extract the exact value of \( \varepsilon \) for which the entropy is a maximum. Consider a random data signal \( x \), being \( 0 \leq x \leq 1 \). It is clear that for the vicinity parameter \( \varepsilon = 1 \), the recurrence rate (RR) is maximum and equal to 1, independently of the point where \( \varepsilon \) is centered on the time series. In this case, all points in phase space are recurrent. Nevertheless, when the vicinity parameter is less than 1, \( \varepsilon = 0.5 \), for example, the particular position in the time series where the vicinity is computed is important due to the boundaries of the recurrence space. Suppose that we are computing the recurrence points of the first value in the time series, in this case there are no recurrence points on the left side and just half of the phase space is recurrent. In another circumstance, for the same value of \( \varepsilon = 0.5 \) but considering the central point of the time series, the same methodology results that the entire phase space will be recurrent to this point.

In the case of white noise, we expect that the entropy will be maximal for \( RR = 0.5 \) for which all populated states are equally populated. However, the computation of RR must take into account that the threshold \( \varepsilon \) needs to be considered for all points of the data, even those close to the first value of the time series where it captures less recurrent points. We explore in more detail this situation in Fig. 2, where we take into consideration the position for which \( \varepsilon \) is computed in the time series. Figure 2 depicts a graphical view of the recurrence space border effect. The figure illustrates the percentage of the recurrence phase space that will be recurrent versus the position for which the threshold of the vicinity parameter \( \varepsilon \) is computed, for different values of \( \varepsilon \). We emphasize that this uniformity can be assumed only for white noise. For simplicity, we use a normalized phase space. In Fig. 2, RR is computed as the area below each trapezoidal curve. Figure 2 also highlights a particular case for which \( \varepsilon = 0.1 \) (dashed line), showing explicitly that it does not correspond to 10% or 20% of the phase space as recurrent but an intermediate amount. The general expression for the value of RR as a function of \( \varepsilon \) can be written as
\[
RR = 2\varepsilon - \varepsilon^2. \tag{5}
\]

Finally, since we expect RR = 0.5 for a maximal entropy of the white noise case, Eq. (5) gives us the optimum value of the threshold, namely, \( \varepsilon \approx 0.293 \). In fact, despite some numerical inaccuracy, Fig. 3 confirms this maximum for three different microstate sizes, \( N \).

To understand better the behavior of the entropy \( S \), Fig. 3 depicts the behavior of \( S \) normalized by its maximum possible value \( S_{max}(N) = N^2 \ln 2 \) as a function of the vicinity threshold \( \varepsilon \). We employ three values of \( N = 2, 3, 4 \), as indicated in the legend. Considering an infinite set of data, a uniform distribution of all extracted microstates and a situation where \( RR = 0.5 \), the entropy should present a maximum \( S_{max} = N^2 \ln 2 \) when applied to random data. It occurs for a unique \( \varepsilon \) value. Nevertheless, Fig. 3 shows that for finite time series, we observe that starting in a vanishing value, an

![FIG. 2. Graphical representation of the recurrence rate as trapezoidal areas in the (normalized) recurrence phase space for white noise. The trapezoidal shape is expected since points on the left (right) borders of the phase space do not have recurrences on the left (right) sides. Here, the y axis gives the recurrence percentage of the phase space for different values of \( \varepsilon \).](Image 365x134)
increasing $\varepsilon$ leads the entropy $S$ to reach a maximum value decreasing for larger $\varepsilon$. In this general case, we define a conceivable interval of validity of the analyses using $S$, namely, an interval around its maximum. This result puts in evidence the resilience of the methodology against the vicinity threshold. As observed, a large interval of values of $\varepsilon$ exists, spanning from approximately $0.14 \lesssim \varepsilon \lesssim 0.45$, independently of the microstate size, $N$, used.

**B. The logistic map**

To explore further the new entropy methodology, we test the behavior of $S$ as a function of system parameters considering a case of chaotic dynamics. We also compare our results against other more traditional entropies, namely, the non-recurrence points entropy, the entropy of weighted recurrence plots, and the permutation entropy. To do so, we employ the paradigmatic logistic map defined by

$$x_{n+1} = r x_n (1 - x_n).$$

The parameter $r$ controls the non-linearity of the system and is responsible for the bifurcation cascade route to chaos and windows of periodic behavior as shown in the well known bifurcation diagram [Fig. 4(f)].

Figure 4(a) shows the normalized (by its maximum) entropy $S$ plotted against $r$ for a microstate size $N = 4$ and for time series of length $K = 1000$, $\bar{N} = 10 000$ random samples, and $\varepsilon = 0.13$. Figures 4(b)–4(d) depict results for normalized entropies computed as in Refs. 15–17. For panels (c) and (d), both entropies are evaluated in the interval $(3.5 < r < 4.0)$ since the methods do not give acceptable results for periodic orbits. Visually, all methodologies to compute the system entropy lead to similar results. To explore further the behavior of the entropy $S$, Fig. 4(e) plots the Lyapunov exponent of the logistic map as a function of $r$ and Fig. 4(f) depicts its bifurcation diagram. As it is the case of the entropies computed in Refs. 15–17, one of the main results of the entropy $S$ defined here is its strong correlation to the Lyapunov exponent for all values of the nonlinear parameter $r$. Notwithstanding, we would like to call attention for the fact that $S$ captures good results even for extreme short time series. To show that, Table I summarizes results of the maximum Pearson correlation between the signals $S$ as well as results for the non-recurrence points entropy, the permutation entropy, and the entropy of weighted recurrence plots against the Lyapunov exponent, for all values of the nonlinear parameter $r$. Notwithstanding, $S$ correlates with the Lyapunov exponent almost independently of the time series length, for time series lengths as low as $K = 20$. For large $K$ length time series, a larger value of sample $\bar{N}$
can be used. In these cases, a better correlation between $S$ and the Lyapunov exponent can be expected. Although the results of Table I show that $\bar{N} = 10,000$ is enough to acquire a high value for the correlation. Besides, $S$ is much faster than the traditional methods when longer time series are necessary. For example, for $K = 2000$, $S$ is 10 times faster than the entropy defined in Ref. 15. If we consider $K = 16,000$, the entropy $S$ is $\approx 10^3$ times faster. When compared with the methods proposed in Refs. 16 and 17, $S$ is also faster and turn to be much faster for larger time series since $S$ is dependent only on the number of random samples $\bar{N}$ in contrast with the evaluation of large RP matrices or large number of possible permutations.

To explore further the robustness of the methodology, we compute $S$ against the length of the time series. In Figs. 5(a)–5(f), we plot the normalized entropy $S$ of the logistic map, for 6 different time series lengths using 3 values of microstate sizes, $N = 2$ (green lines), $N = 3$ (blue lines), and $N = 4$ (black lines). For each considered size of microstates and for the value of $r$ in the interval $3.3 < r < 4.0$, we consider time series of length $K$ and compute its entropy using $\bar{N} = 10,000$ randomly sampled microstates on the recurrence matrix. We have set $\varepsilon = 0.13$. Error bars of different simulations are not shown since they are smaller than the natural dispersion of the data. Observe that, despite the larger dispersion of computed values obtained for smaller $K$, all curves are similar. In panel (f), we explicitly plot the Lyapunov exponent (red curve) for visual correlation between $S(r)$ and $\lambda(r)$. We call attention for Figs. 5(e) and 5(f) that show results for time series lengths larger than usually used in recurrence analysis, explicitly showing that the new methodology to compute the entropy $S$ can be applied to longer time series. This particular characteristic of the methodology can be useful in extreme cases, where even a minimal dispersion on computed values has to be avoided. In fact, dispersions observed for smaller values of $K$, mainly in Figs. 5(a) and 5(b) are exclusively due to the length of the time series. Short time series result on a, relatively, poorer distribution of randomly selected microstates (including the possibility of repeated samples) leading to larger dispersion of computed values of $S$. The smallest value of the microstate size ($N = 2$) does not capture all features of the dynamics, for example, the gradual increases of the chaoticity level near the onset of chaos, $r \approx 3.57$, and for $r > 3.9$. Results for $N = 3$ (blue lines) and $N = 4$ (black lines) show a clear convergence to the correct behavior. Moreover, the convergence to the correct behavior is very quick when we consider larger microstate sizes, as can be observed for the $N = 3$ and $N = 4$ results.

Another important issue is the quantity of randomly chosen microstate sample ($\bar{N}$) needed to obtain reliable results. Since already mentioned in Sec. II B, the number of microstates that is, effectively, populated by the dynamics of the systems is much smaller than $N^*$, so the number of samples necessary to obtain a good distribution of microstates can be drastically reduced. To test this point, Figs. 6(a)–6(f) display results for the logistic map considering different sampling sizes and 3 values of microstate sizes, $N = 2$ (green lines), $N = 3$ (blue lines), and $N = 4$ (black lines). Observe that for a number of samples as small as $\bar{N} = 1000$, the new methodology to compute the entropy is already in good agreement with the logistic dynamics, even using the smallest microstate size $N = 2$, for almost the entire interval of $r$

### Table I. Maximum Pearson’s correlation of $S$, $S$ (Ref. 15), $S$ (Ref. 16), and $S$ (Ref. 17) against the Lyapunov exponent $\lambda(r)$ for different time series lengths, $K$.

<table>
<thead>
<tr>
<th>Entropy</th>
<th>$K = 20$</th>
<th>$K = 60$</th>
<th>$K = 100$</th>
<th>$K = 300$</th>
<th>$K = 500$</th>
<th>$K = 1000$</th>
<th>$K = 2000$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>0.8701</td>
<td>0.8939</td>
<td>0.8973</td>
<td>0.8998</td>
<td>0.9004</td>
<td>0.9006</td>
<td>0.9007</td>
</tr>
<tr>
<td>$\sigma(S)$</td>
<td>$\pm 0.0026$</td>
<td>$\pm 0.0012$</td>
<td>$\pm 0.0009$</td>
<td>$\pm 0.0003$</td>
<td>$\pm 0.0002$</td>
<td>$\pm 0.0001$</td>
<td>$\pm 0.0001$</td>
</tr>
<tr>
<td>$S$ (Ref. 15)</td>
<td>0.8208</td>
<td>0.8836</td>
<td>0.8983</td>
<td>0.9086</td>
<td>0.9094</td>
<td>0.9096</td>
<td>0.9098</td>
</tr>
<tr>
<td>$\sigma(S)$ (Ref. 15)</td>
<td>$\pm 0.0074$</td>
<td>$\pm 0.0017$</td>
<td>$\pm 0.0015$</td>
<td>$\pm 0.0003$</td>
<td>$\pm 0.0004$</td>
<td>$\pm 0.0003$</td>
<td>$\pm 0.0002$</td>
</tr>
<tr>
<td>$S$ (Ref. 16)</td>
<td>0.7426</td>
<td>0.8266</td>
<td>0.8411</td>
<td>0.8536</td>
<td>0.8558</td>
<td>0.8571</td>
<td>0.8571</td>
</tr>
<tr>
<td>$\sigma(S)$ (Ref. 16)</td>
<td>$\pm 0.0049$</td>
<td>$\pm 0.0011$</td>
<td>$\pm 0.0008$</td>
<td>$\pm 0.0003$</td>
<td>$\pm 0.0002$</td>
<td>$\pm 0.0002$</td>
<td>$\pm 0.0003$</td>
</tr>
<tr>
<td>$S$ (Ref. 17)</td>
<td>0.7196</td>
<td>0.8855</td>
<td>0.8939</td>
<td>0.8960</td>
<td>0.8960</td>
<td>0.8970</td>
<td>0.8970</td>
</tr>
<tr>
<td>$\sigma(S)$ (Ref. 17)</td>
<td>$\pm 0.0101$</td>
<td>$\pm 0.0012$</td>
<td>$\pm 0.0002$</td>
<td>$\pm 0.0003$</td>
<td>$\pm 0.0003$</td>
<td>$\pm 0.0003$</td>
<td>$\pm 0.0003$</td>
</tr>
</tbody>
</table>

![FIG. 5. Normalized entropy quantifier $S$ for the logistic map versus the parameter $r$. Each panel from (a) to (f) corresponds to a different time series length, $K$, used to compute $S$. For all time series lengths, $S$ extract similar information about the system. Notice that, for longer time series, the dispersion of $S$ turn to be small as we should expect. All simulations have used $N = 2$ (green lines), $N = 3$ (blue lines), and $N = 4$ (black lines).](image-url)
exceeding a small interval around the onset of chaos occurring for \( r > 3.57 \). For smaller time series, \( \hat{N} = 100 \) [panel (a)] and \( \hat{N} = 500 \) [panel (b)], for example, the results for the microstate size \( \hat{N} = 2 \) start to degrade, mainly near the onset of the chaotic behavior. For larger microstate sizes (\( N = 3 \) and \( N = 4 \)), all results are in agreement with the logistic dynamics.

We call attention to other properties of the new methodology to compute entropy of time series. Figure 7(a) depicts the computational effort to obtain \( S \) as a function of the number of collected microstate samples in a time series of size \( K = 1000 \). As expected, the time to compute \( S \) scales linearly with the number of sampling \( \hat{N} \) for all microstate sizes \( \hat{N} \), contrarily to the traditional recurrence analysis that scales as \( N^2 \). Finally, and perhaps one of the most important results of the new methodology to compute the entropy is depicted in Fig. 7(b), which shows that more precise results, obtained from the analysis of longer time series, can be acquired without any additional computational time, as far as \( \hat{N} \) is kept fixed (data computed using \( \hat{N} = 10000 \) microstate samples in this example). This characteristic directly results from the methodology to compute \( S \) since the computational time is not sensitive to the size of time series, but only the number of collected microstate samples, contrarily to traditional methods that scale quadratically with the size of the analyzed time series.

Nevertheless, we emphasize that the size of the time series is important. We can say that if the time series size \( K \) is large enough, it is expected that it captures all important properties of the phenomenon. So, \( \hat{N} \) microstate samples collected, randomly, into the entire time series acquire a good characterization of all these properties. For the case, the time series is not large enough to characterize all properties of the system underlying the data, the same \( \hat{N} \) microstate samples still bring useful information about the distribution of microstates. In these cases, due to the short time series length used to collect the ensemble of microstates, the results obtained from the collected microstates can be noisier. A good example of this relation is observed in Fig. 5(a) where an extreme short time series \( K = 100 \) is analyzed using a large number of microstates \( \hat{N} = 10000 \). For such a short time series, the dispersion in \( S \) values is relatively larger, reflecting the bad statistical distribution obtained when a large number of randomly selected microstates is captured in a few among of data. Despite this, the result is still in good agreement with the time series properties. As stated before, the computational effort to perform the characterization will be the same, independently of the time series since it depends only on the number of collected microstates, but the quality of the results is dependent on the time series size.

**C. The Lorenz equations**

To illustrate the results of the new methodology to obtain the system entropy applied to a continuous chaotic system, we present results of \( S \) using 3 different microstate sizes, \( N = 2 \), \( N = 3 \), and \( N = 4 \) applied to the classical Lorenz system.\(^{21}\) The Lorenz system is a well studied continuous dynamical system that displays nonlinear behavior and chaos.\(^{21,22}\) These equations are a reduction from seven to three differential equations, originally developed to model a convection motion in the atmosphere.\(^{21}\) The three equations that describe the model are written as follows:

\[
\begin{align*}
\dot{x} & = \sigma (y - x), \\
\dot{y} & = x (\rho - z) - y, \\
\dot{z} & = x y - bz,
\end{align*}
\]

with three free parameters: the Rayleigh number \( \rho \), the Prandtl number \( \sigma \), and the quantity \( b \), a geometric factor. Here, we fix \( \sigma = 10 \) and \( b = 8/3 \), varying \( \rho \) in the interval 20 < \( \rho < 240 \) for which the system behaves chaotic, displaying also some periodic windows.

An example of the application of our methodology to compute the recurrence entropy \( S \) to the Lorenz system is depicted in Fig. 8. In panels (a)–(c), we plot the entropy \( S(\epsilon) \) for 3 microstate sizes, \( N = 2 \), \( N = 3 \), and \( N = 4 \), respectively.
The 2⁴ possible microstates are not sufficient to capture all subtle changes in the Lyapunov spectrum for the Lorenz equations. Results show that for each value of ε, the value 0.005 depicts, in color coded representation, the entropy S of samples, superimposed to the color maps of S(ε). Important details of the dynamics are revealed by S(ε), using microstates of size N = 4, for example, the smooth growing of the chaoticity level for the interval 24 < ρ < 70, its almost constant value for 70 < ρ < 195 (excluding periodic windows), and its decrease occurring after ρ = 195, all features also detected by the maximum Lyapunov exponent. All small windows of regular behavior are also captured. For the entire interval, the maximum Lyapunov exponent and max[S(ε)] oscillate in the intervals 1.24 < λ < 2.46 and 7.02 < S < 8.33, respectively, as shown in Figs. 8(c) and 8(d).

The maximum values obtained for S for each microstate sizes, N = 2, N = 3, and N = 4, are 2.74, 5.77, and 8.33, respectively. These values are smaller than the maximum possible values of the entropy S = 4 ln(2) ≈ 2.77 for N = 2, S = 9 ln(2) ≈ 6.24 for N = 3, and S = 16 ln(2) ≈ 11.09 for N = 4, since the maximum entropy should exist only for the condition of a random system and supposing an infinite number of microstate samples. The use of the smallest microstate size N = 2 almost reaches the maximum allowed value. This high value of S, compared to the maximum allowed, reflects the fact that in this case the small number of possible microstates is not enough to distinguish among chaotic and random states. For larger values of the microstate sizes, the obtained maxima differ consistently from the values of random data. Such observation, occurring even for the smallest microstate size N = 2, puts in evidence the possibility of S to distinguish between random and deterministic (chaotic) signals.

IV. DISCUSSION AND FINAL REMARKS

This work has explored a new tool to study recurrence patterns in time series. The method brings a novel quantifier that analyzes microstates obtained from sampled matrices extracted from the RP. In a broad sense, the paper has studied the diversity of the computed microstates in the RP.

To quantify the diversity of accessed microstates, we have computed a proper Shannon entropy for the system. To demonstrate the validity of our method, we have applied the new methodology to calculate the time series entropy to a random signal (white noise), a discrete chaotic system (the logistic map), and a continuous system exemplified by the Lorenz model. Moreover, we have tested the methodology for diverse microstate sizes, recurrence vicinity size, ε, microstate sizes, N, length of the analyzed time series, K, as well as the number of random samples taken into the recurrence matrix, N̂.

The main advantage of employing the Shannon entropy based on recurrence microstates, as proposed here, is the fact that it is intrinsic to the meaning of an entropic quantifier. The new methodology to compute the recurrence entropy...
increases naturally with the chaoticity (concept closely associated to disorder and complexity) of the system, similarly to any other entropies, like the Boltzmann entropy, the Kolmogorov-Smirnov entropy, or the Shannon entropy. In particular, it correlates well with the Lyapunov exponent, a traditional way to compute the chaoticity level. At this point, we should emphasize that the more traditional diagonal entropy $\text{ENTR}^{12}$ computed as a recurrence quantification does not have this propriety. In fact, this particular point has been considered in the literature.\textsuperscript{15-17} When compared with these distinct methods to compute system entropy, the new concept of recurrence entropy described in this paper brings similar and/or better results. We should mention that our methodology results to be faster, more tolerant to small time series segments, as well as allows the evaluation of time series lengths as large as necessary to obtain suitable small dispersions of the computed values. The former characteristic is an important point in critical situations where a precise result and an as low as possible dispersion are required.

The entropy $S$ proved to be useful to distinguish random from non-random signals or even to distinguish a signal displaying different properties along the time. At this point, we would like to mention that such property of $S$ can find applications in many areas such as the analysis of signals from unknown sources since it opens a possibility to distinguish random from non-random signals. The sensitiveness of the recurrence entropy to capture the characteristics of a signal results to be important to unveil correlation of different systems based only on time signals and can find applications in many research areas like climatology or economy as well as complex network analysis.

An important issue is the computational effort to estimate the entropy quantifier as defined here. Using a number of random microstate samplings as low as $N = 1000$, we have shown that, in most cases, reliable results can be obtained even when just small segments of data are available. More than that, good results can be obtained for a large range of time series sizes bringing reliable results for time series as short as $K = 100$ data points. On the other hand, the new methodology can extract precise results for the entropy of a signal for the case where longer time series are available, thanks to the fact that longer time series can be analyzed without additional computation time. In this particular point, the new methodology to compute the entropy differs from all other traditional recurrence methods found in the literature where the totality of the RP must be analyzed. In such cases, a traditional RP analysis of a standard $10^3$ points in a time series leads to a recurrence matrix of $10^6$ points that should be evaluated to compute a proper quantification of diagonals, verticals, or simple density of recurrences.

In addition, it is well known within recurrence techniques that the value of the vicinity size $\varepsilon$ and also the minimal sizes of diagonal, $l_{\text{min}}$, or vertical lines, $v_{\text{min}}$, affect the value of the quantifiers.\textsuperscript{10,12} The method proposed in this work shows great robustness against changes of $\varepsilon$ and does not need to define minimal sizes of diagonal or vertical lines. The new methodology for the entropy obtains stable results using microstates with sizes as small as $N \geq 2$ and shows to be adequate to diverse discrete and continuous systems.

Finally, it is important to mention that the evaluation of the entropic level of a time series is an important question nowadays, finding applications in many areas of science. In this scenario, some other important methods have been developed to quantify changes in the entropic level of a system.\textsuperscript{15-17,24} One of the main uses of these quantifiers is the construction of “2-D state maps” where two quantifiers or momenta of these quantifiers are plotted to distinguish different system states. In this scenario, the development of a new method to evaluate the entropy shows a great potential since it can capture different properties of the systems due to its different fundamentals properties, contributing to a better understanding of some particular phenomena. Considering its simplicity to be computed and its good results when applied to the evaluation of the entropic level of the system, the methodology presented here remains to be applied to numerous other possible systems, as experimental data, intermittent systems, complex systems dynamics phenomenology, transitions chaos-hyperchaos, and many others.
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