Explosive synchronization in a general complex network
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Explosive synchronization (ES) has recently attracted much attention, where its two necessary conditions are found to be a scale-free network topology and a positive correlation between the natural frequencies of the oscillators and their degrees. Here we present a framework for ES to be observed in a general complex network, where a positive correlation between coupling strengths of the oscillators and the absolute of their natural frequencies is assumed and the previous studies are included as specific cases. In the framework, the previous two necessary conditions are replaced by another one, thus fundamentally deepening the understanding of the microscopic mechanism toward synchronization. A rigorous analytical treatment by a mean field is provided to explain the mechanism of ES in this alternate framework.
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Synchronization has recently been intensively investigated in complex networks [1]. It has been demonstrated that the network topology has a strong influence on the onset of synchronization, but it does not influence the feature of a continuous transition to synchronization, even in heterogeneous scale-free (SF) networks [2–7]. That is, this phase transition is always a second-order phase transition. However, this conclusion was recently challenged in SF networks of Kuramoto oscillators, where the phase transition was proved to be a first-order transition when the natural frequencies of the oscillators are positively correlated to the degrees of nodes [8].

This abrupt transition of a macroscopic state in a complex network is called explosive synchronization (ES) and has currently become a subject of utmost interest [8–13]. A crucial property of ES is the existence of a hysteresis at the transition to synchronization. ES was first revealed in a SF network of Kuramoto oscillators, provided that the natural frequency \( \omega_i \) of each node \( i \) equals its degree \( k_i \), i.e., \( \omega_i = k_i \) [8]. Then it was extended to networks of chaotic units and confirmed by experiments of electronic circuits in a star configuration [9]. Very recently, it has been found that ES can have a new form of cluster explosive synchronization [12,13]. These works undoubtedly have opened a new window to critical phenomena. However, all these works are based on two necessary conditions: (1) The network is scale free, and (2) there is a positive correlation between the natural frequencies of the oscillators and their degrees. Here we challenge the necessity of these two conditions of ES and ask whether it is possible to observe ES in a non-SF network.

In this Rapid Communication, we present a framework to investigate ES in a general complex network by incorporating a positive correlation between coupling strengths of the oscillators and the absolute of their natural frequencies, where the previous studies are included as special cases. In this line, we show that ES may occur in both SF and non-SF networks for two classes of frequency distributions, i.e., (i) symmetric distributions with both positive and negative frequencies and (ii) asymmetric distributions with power-law frequency distributions. Through extensive numerical simulations, we will show that in our framework, ES can emerge in a general complex network such as a random, SF, and fully connected network, etc. Furthermore, a rigorous theoretical analysis is presented to explain its mechanism.

We consider a network of \( N \) coupled limit-cycle oscillators. Each oscillator is characterized by its phase \( \theta_i(t) \), \( i = 1, \ldots, N \), and obeys an equation of motion defined as [14]

\[
\dot{\theta}_i = \omega_i + \frac{\lambda |\omega_i|}{\sum_{j=1}^{N} A_{ij}} \sum_{j=1}^{N} A_{ij} \sin(\theta_j - \theta_i), \quad i = 1, \ldots, N,
\]

(1)

where \( \lambda \) is the overall coupling strength, \( \omega_i \) is the natural frequency of oscillator \( i \), and \( A_{ij} \) are the elements of the adjacency matrix \( A \), so that \( A_{ij} = 1 \) when the nodes \( i \) and \( j \) are connected and \( A_{ij} = 0 \) otherwise. Equation (1) can be considered as a frequency-weighted network and reflects the feature of several natural and social systems. For example, a power grid network can be described as a network of Kuramoto oscillators, where the weighted coupling coefficient between two oscillators is related to their own natural frequencies [15,16]. In communication networks, an extrovert will contact his or her neighbors more frequently than an introvert. If we define the contact between two individuals as a kind of coupling and the frequency of contacts as coupling strength, the coupling strength will be correlated with the characteristics of individuals, i.e., a kind of natural frequency of human being [16].

There are two characteristic features in Eq. (1): One is the positive correlation between coupling strengths of the oscillators and the absolute of their natural frequencies. Another is the average part \( \frac{1}{\sum_{i=1}^{N} A_{ij}} \sum_{j=1}^{N} A_{ij} \sin(\theta_j - \theta_i) \), which makes the contribution from the \( k_i = \sum_{j=1}^{N} A_{ij} \) neighbors be equivalent to one average coupling. In this sense, we may regard each node as having only one link with the average coupling, which significantly reduces the effect of heterogeneity of network topology in ES. As the general Kuramoto model, we let the frequencies \( \omega_i \) satisfy a distribution \( g(\omega) \). We focus on
two classes of \( g(\omega) \): (i) symmetric \( g(\omega) \) such as the random, Lorentzian, or Gaussian distributions, and (ii) asymmetric \( g(\omega) \) such as power-law frequency distributions.

Class I—symmetric \( g(\omega) \). In this case, Eq. (1) is substantially different from the original scenario of ES discussed in Refs. [8–11] in three aspects: (i) \( \omega_i \) can be both positive and negative in Eq. (1) but only positive in [8–11]; (ii) the network topology can be both SF and non-SF in Eq. (1) but only SF in Refs. [8–11]; and (iii) \( \omega_i \) is independent of \( k_i \) in Eq. (1) but with \( \omega_i = k_i \) in [8–11]. Excepting these differences, we notice that the absolute of \( \omega_i \) in Eq. (1) is also important, which will be explained later by both numerical simulations and theoretical analysis.

In numerical simulations, we take into account networks generated by (i) fully connected networks, (ii) random Erdős-Rényi (ER) networks, and (iii) SF networks of the uncorrelated configuration model (UCM) with a power-law degree distribution [17]. We let the size of all the networks be \( N = 500 \) in this Rapid Communication. To measure the coherence of the collective motion, we use the order parameter \( R \) [7, 8],

\[
R e^{i \Psi} = \frac{1}{N} \sum_{i=1}^{N} e^{i \theta_i},
\]

where \( \Psi \) denotes the average phase, and \( R \) (\( 0 \leq R \leq 1 \)) is a measure of phase coherence. \( R \) will reach unity when the system is fully synchronized and be 0 for an incoherent solution. We increase the coupling strength \( \lambda \) adiabatically with an increment \( \delta \lambda = 0.02 \) from \( \lambda = 0 \) and compute the stationary value of the order parameter \( R \) for each \( \lambda \).

In the case of a fully connected network, here we consider two typical distributions of the natural frequencies \( g(\omega) \), i.e., Lorentzian and Gaussian distributions, but the obtained results also work for other symmetric distributions such as random distributions. The Lorentzian distribution has the expression \( g(\omega) = \frac{1}{\pi} \frac{\gamma}{(\omega - \omega_0)^2 + \gamma^2} \) with the central frequency \( \omega_0 \) and \( \gamma \) is the half width at half maximum [18]. The Gaussian distribution follows \( g(\omega) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(\omega - \mu)^2}{2\sigma^2}\right) \) with the mean \( \mu \) and variance \( \sigma^2 \). Without loss of generality, we take \( \omega_0 = 0 \), \( \gamma = 0.5 \), \( \mu = 0 \), and \( \sigma^2 = 1 \) in this Rapid Communication. Figures 1(a) and 1(b) show the dependence of \( R \) on \( \lambda \) for the Lorentzian and Gaussian distributions, respectively, where the squares and circles represent the cases of forward and backward continuations in \( \lambda \), respectively. In the cases of ER and UCM networks, we take the Lorentzian distribution of the natural frequencies \( g(\omega) \) and let the average degree be \( \langle k \rangle = 6 \). Figures 1(c) and 1(d) show the results. We find that there are two sharp transitions in each panel of Fig. 1 at a \( \lambda_{cF} \) from the forward continuation diagram and \( \lambda_{cB} \) from the backward continuation diagram, which form a hysteresis and thus indicate that a first-order synchronization transition appears in both SF and non-SF networks.

To deeply analyze the change of the order of synchronization transition, we follow Ref. [8] and compute the effective frequency along the forward continuation as \( \omega_{i\text{eff}} = \frac{1}{T} \int_{t_1}^{t_1 + T} \dot{\theta_i}(\tau) d\tau \), with \( T \gg 1 \). We take the case of Fig. 1(a) as an example and focus on the forward continuation in \( \lambda \). Figure 2(a) shows the result. From Fig. 2(a) we observe that all the \( \omega_{i\text{eff}} \) will retain their natural frequencies before the synchronization transition and then they suddenly jump to the average frequency of \( \langle \omega_i \rangle \) at the critical point \( \lambda_{cF} \), which signals the onset of ES observed in Fig. 1(a).

To further explore the evolution of the phases, in Fig. 2(b) we show the dependence of \( \Delta \theta_i \), the forward continuation in \( \lambda \), with \( \Delta \theta_i = \theta_i - \Psi \). Interestingly, we find that \( \Delta \theta_i \) do not jump to zero at the critical point \( \lambda_{cF} \), but suddenly concentrate on two different values, indicating that the oscillators have been divided into two synchronization clusters. We will explain this point in the theoretical part.

To study the role of taking the absolute of \( \omega_i \) in Eq. (1), we replace \( |\omega_i| \) by \( \omega_i \). In this situation, our numerical
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FIG. 3. (Color online) Case of class II. The curves with squares and circles in (a)–(d) correspond to Figs. 1(a)–1(d), respectively, where \( g(\omega) \sim 1/\omega^\beta \) with \( \omega > 0 \) and \( \beta = 1.5 \) in (a), (c), and (d), and \( \omega(\omega) = \sqrt{\frac{2}{\lambda}} \exp(-\frac{\omega^2}{2}) \) with \( \omega > 0 \) in (b). The curves with up triangles and down triangles in (c) and (d) denote the case of \( k = 24 \).

Simulations show that ES cannot be observed in all the cases of Figs. 1(a)–1(d), indicating that the absolute of \( \omega_i \) is the key to induce ES in the framework of Eq. (1).

Class II—Asymmetric \( g(\omega) \). In this case, we replace the Lorentzian distribution by a power-law distribution \( g(\omega) \sim \omega^{-\beta} \) with \( \omega > 0 \). Specifically, the original scenario of ES in Refs. [8–11] can be expressed as a particular case of class II when the network is SF and \( \omega_i = k_i \). We also replace the Gaussian distribution in Fig. 1(b) by \( g(\omega) = \sqrt{\frac{2}{\lambda}} \exp(-\frac{\omega^2}{2}) \) with \( \omega > 0 \). The curves with squares and circles in the four panels of Fig. 3 show the results corresponding to the cases of Figs. 1(a)–1(d), respectively. We see that there is a hysteresis in Figs. 3(a), 3(c), and 3(d) but no hysteresis in Fig. 3(b). We will explain this point in the theoretical part. We also notice that the loop size of the hysteresis in Figs. 3(c) and 3(d) is much smaller than that in Fig. 3(a). This difference may come from the fact that the average degree in Fig. 3(a) is much larger than that in Figs. 3(c) and 3(d). To confirm it, we increase the average degree in Figs. 3(c) and 3(d) from \( k = 6 \) to \( k = 24 \). The curves with up triangles and down triangles in Figs. 3(c) and 3(d) show the results. We see that the loop size of hysteresis for \( k = 24 \) is much larger than that for \( k = 6 \), thus confirming our analysis.

Analytical explanations for class I. We first consider the case of a fully connected network. From Eq. (2) we have \( R \sin(\Psi - \theta_i) = \frac{1}{N} \sum j \sin(\theta_j - \theta_i) \). Substituting it into Eq. (1), we obtain

\[
\dot{\theta}_i = \omega_i + \lambda |\omega_i| R \sin(\Psi - \theta_i), \quad i = 1, \ldots, N. \tag{3}
\]

We set a reference frame rotating with the average phase of the system, \( \Psi(t) = \Psi(0) + \langle \omega \rangle t \), where \( \langle \omega \rangle \) is the average frequency of the oscillators. For a symmetric distribution of \( g(\omega) \), we have \( \langle \omega \rangle = 0 \). Letting \( \Delta \theta_i \equiv \theta_i - \Psi \), then Eq. (1) becomes

\[
\Delta \dot{\theta}_i = \omega_i - \lambda |\omega_i| R \sin(\Delta \theta_i), \quad i = 1, \ldots, N. \tag{4}
\]

When all the oscillators are phase locked, we have \( \Delta \dot{\theta}_i = 0 \) and thus get

\[
\Delta \theta_i = \begin{cases} \arcsin \left( \frac{1}{\lambda R} \right), & \omega_i > 0, \\ \arcsin \left( -\frac{1}{\lambda R} \right), & \omega_i < 0. \end{cases} \tag{5}
\]

Equation (5) implies that in the phase-locked status, the oscillators will split into two equal clusters with half in the state of \( \Delta \theta_i = \arcsin \left( \frac{1}{\lambda R} \right) \) and the other half in the state of \( \Delta \theta_i = \arcsin \left( -\frac{1}{\lambda R} \right) \), and both of them will gradually approach zero with increasing \( \lambda \). This result has been confirmed by Fig. 2(b). As \( \Delta \theta_i \) does not depend on its value of \( \omega_i \), all the oscillators are in the same position of a synchronized state, i.e., a feature of ES. In this case, from Eq. (2) we get

\[
R = \frac{1}{N} \sum_{j=1}^{N} e^{i \Delta \theta_j} = \frac{1}{2} (e^{i \Delta \theta_+} + e^{i \Delta \theta_-}), \tag{6}
\]

where \( \Delta \theta_+ \) and \( \Delta \theta_- \) represent the two groups in Eq. (5). Substituting Eq. (5) into Eq. (6), we obtain

\[
R = \frac{1}{2} \cos \Delta \theta_+ + \cos \Delta \theta_- \), which gives

\[
R^2 = \frac{\lambda + \sqrt{\lambda^2 - 4}}{2\lambda}. \tag{7}
\]

This result does not depend on the specific distribution of \( g(\omega) \), provided it is symmetric. Equation (7) implies that \( \lambda = 0 \) is the critical point for the synchronization transition, indicating a first-order phase transition.

To show the important role of the absolute of \( \omega_i \) for ES to appear in Eq. (1), we consider its corresponding case without the absolute. In this situation, the two equations in Eq. (5) will become \( \Delta \theta_+ = \arcsin \left( \frac{1}{\lambda R} \right) \) for both \( \omega_i > 0 \) and \( \omega_i < 0 \). Substituting it into Eq. (6) we yield

\[
R = \frac{1}{N} \sum_{j=1}^{N} e^{i \Delta \theta_j} = e^{i \Delta \theta_+} + \sin(\Delta \theta_+). \tag{8}
\]

To guarantee a real \( R \), the imaginary part \( \sin(\Delta \theta_+) \) in Eq. (8) has to be zero, which requires \( \lambda \rightarrow \infty \). That is, we will not observe ES for a finite \( \lambda \). This explains our findings in the numerical simulations.

We now turn to the case of nonfully-connected networks, such as ER and UCM. For an uncorrelated network, we follow Refs. [7,10] to rewrite Eq. (1) as

\[
\dot{\theta}(t) = \omega + |\omega| \int dk' \int d\theta' \frac{P(k')}{(k^2)} \rho(k'; \theta', t) \sin(\theta' - \theta) - \lambda |\omega|h(t), \tag{9}
\]

where \( P(k), \rho(k; \theta, t) \) represent the degree distribution, average degree, and density of the nodes with phase \( \theta \) at time \( t \) for a given degree \( k \), respectively, and the term \( h(t) \) takes into account time fluctuations and is given by \( h = \text{Im} \{e^{-i \theta} \sum_{j=1}^{N} A_{ij} (e^{i \theta_j} - e^{i \theta_i}) \} \), where \( \text{Im} \) stands for the imaginary part. For the thermodynamic limit, the term \( h(t) \) can be neglected when the average degree \( \langle k \rangle \) is
respectively. Figures 4(a) and 4(b) show a larger average degree \( \langle k \rangle \) can be neglected. In numerical simulations, networks with \( \langle k \rangle \) will better satisfy the mean-field approximation (9)–(11). Figures 4(a) and 4(b) show the dependence of \( R \) on different average degrees \( \langle k \rangle \) for ER and UCM networks, respectively, where the curves with squares, circles, and triangles represent the cases of \( \langle k \rangle = 6, 12, \) and 24, respectively, and the solid curve represents the theoretical result from Eq. (7).

FIG. 4. (Color online) (a) and (b) represent the cases of ER and UCM networks in class I, respectively, where the curves with squares, circles, and triangles represent the cases of \( \langle k \rangle = 6, 12, \) and 24, respectively, and the solid curve represents the theoretical result from Eq. (7). (c) \( R(x) \) vs \( x \) for fully connected networks in class II where the solid and dashed curves correspond to Figs. 3(a) and 3(b), respectively.

Large enough [7]. Correspondingly, Eq. (2) can be rewritten as

\[
Re^{i\omega} = \frac{1}{\langle k \rangle} \int dk \int d\theta k P(k)\rho(k; \theta, t)e^{i\theta},
\]

which gives \( R \sin(\Psi - \theta) = \frac{1}{\langle k \rangle} \int dk \int d\theta k P(k)\rho(k; \theta, t) \sin(\theta' - \theta) \). Neglecting the fluctuation \( \hat{h}(t) \) and substituting Eq. (10) into Eq. (9), we obtain

\[
\hat{\theta}(t) = \omega + \lambda|\omega|R \sin(\Psi - \theta).
\]

This is exactly Eq. (3). Therefore, the results obtained from Eq. (3) should also work for the case of non-fully-connected networks, provided that the term \( h(t) \) in Eq. (9) can be neglected. In numerical simulations, networks with a larger average degree \( \langle k \rangle \) will better satisfy the mean-field approximation (9)–(11). Figures 4(a) and 4(b) show the dependence of \( R \) on different average degrees \( \langle k \rangle \) for ER and UCM networks, respectively, where the curves with squares, circles, and triangles represent the cases of \( \langle k \rangle = 6, 12, \) and 24, respectively, and the solid curve represents the theoretical result from Eq. (7). We find that with increasing \( \langle k \rangle \), the backward \( K \) curves move towards the theoretical curve, confirming our theoretical analysis.

Analytical explanations for class II with \( \omega_i > 0 \). We first consider the case of a fully connected network. By doing the same derivation as Eq. (4) we obtain

\[
\Delta\hat{\theta}_i = \omega_i - \langle \omega \rangle - \lambda_0 R \sin(\Delta\theta_i).
\]

Then, doing the same derivation steps of Refs. [10,11], we get

\[
R(x) = \int \sqrt{1 - \frac{(\omega - \langle \omega \rangle)^2}{x^2}} g(\omega) \Theta(1 - \frac{|\omega - \langle \omega \rangle|}{x}) \, d\omega,
\]

where \( x = Rx \) and \( \Theta(x) \) is the Heaviside step function. Figure 4(c) shows the solution of Eq. (13) where the solid and dashed curves correspond to the cases of Figs. 3(a) and 3(b), respectively. Figure 4(c) can be well explained by following Ref. [11]. We first consider the case of the solid curve, i.e., the case of power-law distribution. For this case, the red dashed-dotted line has a slope of 1/\( \lambda \) and its intersection with \( R(x) \) will give the order parameter \( R \). For a given \( \lambda \), there will be only one intersection (i.e., the origin) when \( \lambda < \lambda_{cB} \) but three intersections when \( \lambda_{cB} < \lambda < \lambda_{cF} \). Once \( \lambda \) is decreased to pass \( \lambda_{cB} \), \( R \) will jump from the metastable state to zero, indicating a first-order transition. As the part of \( R(x) \) between the origin and the point \( \lambda_{cB} \) is unstable, the stable origin and the metastable state constitute the region of the hysteresis. Then, we discuss the case of the blue dashed curve in Fig. 4(c). In this case, there is no part of three intersections, indicating no hysteresis there. Thus, Figs. 3(a) and 3(b) can be understood from Fig. 4(c). For the cases of non-fully-connected networks in Figs. 3(c) and 3(d), we can follow the steps from Eqs. (9) to (11) to obtain \( \Delta\hat{\theta}_i = \omega_i - \langle \omega \rangle - \lambda_0 R \sin(\Delta\theta_i) \) when the fluctuation is neglected. This is exactly Eq. (12). Therefore, the ES in Figs. 3(c) and 3(d) can be also understood from Fig. 4(c).

In conclusion, we have presented a framework for ES to be observed in a general complex network and have given a rigorous analytical treatment. We find that both the effective coupling strength \( \lambda|\omega_0|R \) in Eq. (4) for class I and \( \lambda_0 R \) in Eq. (12) for class II show a common feature, i.e., a positive correlation between the effective coupling strength in the mean-field framework and the natural frequencies of the oscillators, which implies that both the ES of previous studies on network topology and the ES of Eq. (1) on coupling strength can be unified in the mean-field framework, and thus the previous two necessary conditions of ES can be replaced by the common feature.
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[14] Our numerical simulations show that ES can be still observed in Eq. (1) when $|\omega_i|$ is replaced by $|\omega_i|^\alpha$ with $\alpha \in (0, 2)$.