Synchronization in clustered random networks

Thomas Kauê Dal’Maso Peron*
Instituto de Física de São Carlos, Universidade de São Paulo, Av. Trabalhador São Carlense 400, Caixa Postal 369, CEP 13560-970, São Carlos, São Paulo, Brazil

Francisco A. Rodrigues†
Departamento de Matemática Aplicada e Estatística, Instituto de Ciências Matemáticas e de Computação, Universidade de São Paulo, Caixa Postal 668, 13560-970 São Carlos, São Paulo, Brazil

Jürgen Kurths
Potsdam Institute for Climate Impact Research (PIK), 14473 Potsdam, Germany, Department of Physics, Humboldt University, 12489 Berlin, Germany, Institute for Complex Systems and Mathematical Biology, University of Aberdeen, Aberdeen AB24 3UE, United Kingdom

(Received 4 October 2012; revised manuscript received 14 February 2013; published 12 March 2013)

In this paper we study synchronization of random clustered networks consisting of Kuramoto oscillators. More specifically, by developing a mean-field analysis, we find that the presence of cycles of order 3 does not play an important role with regard to network synchronization, showing that the synchronization of random clustered networks can be described by tree-based theories, even for high values of clustering. In order to support our findings, we provide numerical simulations considering clustered and nonclustered networks, which are in good agreement with our theoretical results.
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I. INTRODUCTION

Synchronization processes have attracted the interest of scientists for centuries and are the focus of intense research today [1]. This collective phenomena has been observed in biological, chemical, physical, and social systems [2,3]. Many works have verified that the dynamics of synchronization depends on the connectivity pattern of networks [1]. For instance, when the natural frequency distributions are unimodal and even, the critical coupling depends on the ratio between the first and second statistical moments of the degree distribution [4–6]. In addition, for networks in which there is a positive correlation between the network structure and dynamics, the critical coupling has an inverse dependence on the network average degree [7]. However most of the analytical results of networks consisting of Kuramoto oscillators have been obtained for uncorrelated networks generated through the configuration model [4–6], which generates networks with arbitrary degree distributions by randomly connecting the nodes according to a specified degree sequence. One of the main properties of this model is that in the thermodynamic limit, i.e., \( N \to \infty \), the probability of occurrence of cycles of order 3 tends to zero. Such probability can be quantified through the clustering coefficient \( C \), defined as

\[
C = \frac{3 \times \text{(number of triangles in the network)}}{\text{number of connected triples}} = \frac{3N_3}{N_3}.
\]

In addition to the configuration model, the clustering coefficient also vanishes for Erdos-Renyi (ER) and Barabasi-Albert (BA) networks when \( N \to \infty \). Therefore, most of the theoretical results concerning the Kuramoto model are derived for networks that have locally treelike structures, i.e., networks in which \( C \to 0 \). However, most real-world networks have clustered topologies [8]. Thus, an analysis of the Kuramoto model on networks with clustering is necessary to model real-world synchronization with more accuracy.

The objective of the current work is to study the dynamics of synchronization on clustered random networks and perform a comparison with nonclustered ones, i.e., networks with locally treelike structures. More specifically, we develop a mean-field theory for the configuration model proposed independently by Newman [9] and Miller [10], which generates networks with \( C > 0 \) even in the limit of large networks without degree correlations, since positive values of assortativity also leads to high values of clustering coefficient [11]. Such analysis is compared with the mean-field theory developed for locally treelike networks. Our results show that the mean-field theory for networks with low values of triangles (low values of \( C \)) can be applied with certain accuracy on clustered networks, indicating that the presence of cycles of order 3 does not influence the network synchronization. This result is in agreement with previous works [12–15], which observed that the clustering coefficient does not play an important role in other dynamical process, such as bond-percolation, and rumor and epidemic spreading, provided that the networks have low values of the average shortest path length.

In Sec. II we briefly describe the configuration model proposed in [9] and [10], in Sec. III we derive a sufficient condition for synchronization through mean-field approximation, and in Sec. IV we compare numerical and theoretical results and give our conclusions.

II. RANDOM CLUSTERED NETWORKS

In the standard configuration model, the network is generated through the degree sequence \( \{k_i\} \), connecting the “stubs” at random [16]. The process to generate random clustered...
The state of each oscillator is characterized by its phase \( \theta_i \). In large networks, i.e., \( N \to \infty \), it is convenient to define the joint degree distribution \( \rho \) of the network, which is the fraction of vertices connected to \( s \) single edges and \( t \) triangles \cite{9,10}. Therefore, the conventional degree of each node is given by \( \delta_i = 3N \), since each triangle contributes with two to the degree. Figure 1 shows an example of an assignment of single edges and triangles in a node in this model. Also, it is possible to relate the joint degree distribution \( \rho \) of the network with the conventional degree distribution \( \rho \) through

\[
p_k = \sum_{s,t} \rho_{st_k} \delta_{s+2t_k},
\]

where \( \delta_{s,t} \) is the Kronecker delta.

With the joint degree distribution \( \rho_{st_k} \) and the degree distribution \( \rho_k \), we can calculate the clustering coefficient for random networks. The number of triangles in the network is given by \( N_3 = N \sum_{s,t} \rho_{st_k} \) and the number of connected triples \( N_3 = N \sum_k \frac{k(k-1)(k-2)}{6} \rho_k \). Thus, using Eq. (1), the clustering coefficient is \cite{9}

\[
C = \frac{\sum_{s,t} \rho_{st_k} \delta_{s+2t_k}}{\sum_k \frac{k(k-1)(k-2)}{6} \rho_k}.
\]

Note that the factors \( N \) cancel, letting \( C > 0 \) in the limit of large networks, i.e., \( N \to \infty \).

III. SYNCHRONIZATION ON CLUSTERED NETWORKS

The Kuramoto model consists of a set of \( N \) oscillators coupled by the sine of their phase differences \cite{3,17}. The state of each oscillator is characterized by its phase \( \theta_i(t) \), \( i = 1, \ldots, N \). Considering a complex network where each node is a Kuramoto oscillator, the equations of motion are given by

\[
\frac{d\theta_i(t)}{dt} = \omega_i + \lambda \sum_{j=1}^{N} A_{ij} \sin(\theta_j - \theta_i), \quad i = 1, \ldots, N,
\]

where \( \omega_i \) is the natural frequency of the node \( i \), \( \lambda \) is the coupling strength, and \( A_{ij} \) are the elements of the adjacency matrix \( A \), where \( A_{ij} = 1 \) if the nodes \( i \) and \( j \) are connected while \( A_{ij} = 0 \), otherwise. The synchronization can be quantified through the order parameter

\[
\rho e^{i\psi(t)} = \frac{1}{N} \sum_{j=1}^{N} e^{i\theta_j(t)},
\]

where \( \psi(t) \) is the average phase of the system. The coherence parameter is bounded as \( 0 \leq r \leq 1 \), where \( r = 1 \) represents the fully synchronized state and \( r = 0 \) is the incoherent solution. In the fully connected graph \( (A_{ij} = 1 \forall i,j \text{ and } i \neq j) \), the order parameter \( r \) as a function of \( \lambda \) displays a second-order phase transition characterized by the critical coupling \( \lambda_c = 2/\pi g(\bar{\omega}) \) \cite{3,17}, where \( g(\bar{\omega}) \) is the distribution of the natural frequencies and \( \bar{\omega} \) is the average frequency. In random networks, the critical coupling \( \lambda_c \) of such phase transition is rescaled by the ratio \( (k)/\langle k^2 \rangle \) \cite{1,4,6}, i.e.,

\[
\lambda_c = \frac{2}{\pi g(\bar{\omega})} \langle k^2 \rangle.
\]

where \( \langle k^2 \rangle \) is the \( n \)th moment of the degree distribution \( \rho_k \) of the network.

A. Mean-field theory

The critical coupling strength necessary for the onset of synchronization in Eq. (6) was first obtained by Ichinomiya through a mean-field analysis \cite{4} for the standard configuration model. The mean-field analysis has the advantage of allowing an analytical treatment. In order to extend the mean-field treatment to the configuration model for random clustered networks, we approximate the Eqs. (4) into the following equation:

\[
\frac{d\theta_i(t)}{dt} = \omega_i + \lambda \sum_{k} k_i P(k'|k_i) \sin(\theta_{k'} - \theta_i),
\]

where \( k_i \) is the degree of the node \( i \) and \( P(k'|k) \) is the probability that an edge emitted by a node with degree \( k \) is connected to a node with \( k' \). For uncorrelated networks \( P(k'|k) \) is given by

\[
P(k'|k) = \frac{k' \rho_{k'}}{\langle k \rangle}.
\]

Substituting Eq. (8) in Eq. (7) we have

\[
\frac{d\theta_i(t)}{dt} = \omega_i + \frac{\lambda k_i}{\langle k \rangle} \sum_{k'} k' \rho_{k'} \sin(\theta_{k'} - \theta_i).
\]

For the configuration model of clustered random networks, \( p_k \) is defined by Eq. (2). Therefore, substituting in Eq. (9) and noting that \( k_i = s_i + 2t_i \) we get

\[
\frac{d\theta_i(t)}{dt} = \omega_i + \frac{\lambda (s_i + 2t_i)}{\langle k \rangle} \sum_{s',t'} (s' + 2t') \rho_{s't'} \sin(\theta_{s'} - \theta_i),
\]

where \( \langle k \rangle = \langle s \rangle + 2\langle t \rangle \).

For an analytic treatment it is convenient to use the continuum limit of Eq. (10). For this purpose, let us define the density of the nodes with phase \( \theta \) at time \( t \), for a given \( \omega \), with \( s \) single edges and \( t \) triangles, denoted by \( \rho(s,t,\omega;\theta,t) \). This density is normalized as

\[
\int_0^{2\pi} \rho(s,t,\omega;\theta,t) d\theta = 1.
\]
Therefore, Eq. (10) in the continuum limit is given by
\[
\frac{d\theta(t)}{dt} = \omega + \lambda(s + 2t_\Delta) \frac{1}{(k)} \int ds' \int dt'_\Delta \int d\theta'(s' + 2t'_\Delta)
\times p_{r,s'} \sin(\theta' - \theta).
\tag{12}
\]
The order parameter can also be redefined in order to account the connectivity pattern of a random network as
\[
re^{i\psi(t)} = \frac{1}{(k)} \int dw \int ds \int dt_\Delta \int d\theta(s + 2t_\Delta)p_{s,t_\Delta}
\times \rho(s,t_\Delta,\omega;\theta,t) e^{i\theta}.
\tag{13}
\]
Considering Eq. (13), it allows Eq. (10) to be rewritten in terms of the order parameter, resulting in
\[
\frac{d\theta}{dt} = \omega + \lambda(s + 2t_\Delta) r \sin(\psi - \theta).
\tag{14}
\]
The density \(\rho(s,t_\Delta,\omega;\theta,t)\) will obey the following continuity equation:
\[
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial \theta}(\nu \rho(s,t_\Delta,\omega;\theta,t)) = 0,
\tag{15}
\]
which for the stationary states \((\partial \rho/\partial t) = 0\) has the solutions
\[
\rho(s,t_\Delta,\omega;\theta) = \begin{cases}
\delta[\phi - \arcsin\left(\frac{\omega}{(s + 2t_\Delta) \lambda r}\right)] & \text{if } \frac{\lambda r}{s} \leq \lambda r, \\
\frac{\langle C(s,t_\Delta,\omega;\theta) \rangle_{\nu=\lambda r \sin \theta}}{2} & \text{otherwise}.
\end{cases}
\tag{16}
\]
These solutions correspond to those oscillators that are entrained by the mean field and those nonentrained, respectively. Thus, separating each contribution to the order parameter, we yield
\[
\langle k \rangle r = \int ds \int dt_\Delta \int d\theta \left[ \int_{\phi < \arcsin \left(\frac{\omega}{(s + 2t_\Delta) \lambda r}\right)} \frac{1}{\xi_\lambda} + \int_{\phi > \arcsin \left(\frac{\omega}{(s + 2t_\Delta) \lambda r}\right)} \frac{1}{\xi_\lambda} \right]
\times p_{s,t_\Delta}(s + 2t_\Delta)g(\omega) \rho(s,t_\Delta;\theta)e^{i\theta}.
\tag{17}
\]
The part of the nonentrained oscillator is given by
\[
\int d\theta g(\omega)e^{i\theta} \left[ \int_{\phi < \arcsin \left(\frac{\omega}{(s + 2t_\Delta) \lambda r}\right)} \frac{1}{\xi_\lambda} + \int_{\phi > \arcsin \left(\frac{\omega}{(s + 2t_\Delta) \lambda r}\right)} \frac{1}{\xi_\lambda} \right] = 0,
\tag{18}
\]
since the integral over \(\theta\) is 0. Thus the only contribution for coherence, the parameter \(r\), is due to the synchronous oscillators, which is accounted for in Eq. (17):
\[
\langle k \rangle r = \int ds \int dt_\Delta \int d\omega \int d\theta(s + 2t_\Delta)g(\omega)
\times p_{s,t_\Delta} \exp \left[ i \arcsin \left(\frac{\omega}{(s + 2t_\Delta) \lambda r}\right) \right].
\tag{19}
\]
From the real part we get
\[
\langle k \rangle r = \int ds \int dt_\Delta \int d\omega \int d\theta(s + 2t_\Delta)g(\omega)
\times p_{s,t_\Delta} \sqrt{1 - \left(\frac{\omega}{(s + 2t_\Delta) \lambda r}\right)^2}.
\tag{20}
\]
Considering the following change of variable \(\omega' = \omega/(s + 2t_\Delta) \lambda r\) and considering \(g(\omega) = (\sqrt{2\pi})^{-1} e^{-\omega^2/2}\), we obtain the following implicit equation for the coherence parameter \(r\):
\[
\lambda = \sqrt{\frac{8}{\pi}} \langle k \rangle \left\{ \int (s + 2t_\Delta)^2 p_{s,t_\Delta} e^{-\lambda_1(s + 2t_\Delta)^2 r^2/4}
\times \frac{1}{\sqrt{\Delta}} \int I_0 \left( \frac{\lambda_2(s + 2t_\Delta)^2 r^2}{4} \right) \right\}^{-1}
\tag{21}
\]
where \(I_0\) and \(I_1\) are the modified Bessel functions of first kind. Thus, tending \(r \to 0^+\), we obtain the critical coupling \(\lambda_c\) for the onset of synchronization:
\[
\lambda_c = \sqrt{\frac{8}{\pi}} \langle k \rangle \left( \int (s + 2t_\Delta)^2 p_{s,t_\Delta} d\omega \right)^{-1}
\tag{22}
\]
The mean-field result obtained for the critical coupling \(\lambda_c\) for clustered networks, Eq. (22), is similar to the one for nonclustered networks [Eq. (6)], i.e., in both cases the critical coupling is proportional to the ratio of the moments of the degree distribution. Note that in the absence of triangles \((t_\Delta = 0)\) we recover the result \(\lambda_c = \sqrt{3/\pi} \lambda / k^2\), where the degrees are just due to single edges, \(k = s\). It is possible to obtain the theoretical curve of the order parameter \(r\) as a function of \(\lambda\) using Eq. (21) by simply, for a given coupling \(\lambda_0\), checking which value \(s_0\) satisfies the equality of Eq. (21) and thus obtaining the pair of values \((s_0,\lambda_0)\). By repeating this procedure for several values of \(\lambda_0\) we obtain the dependence \(r = r(\lambda)\).

IV. NUMERICAL SIMULATIONS

In this section we give some numerical simulations of clustered and nonclustered networks and will compare them with the theoretical result of Eq. (21). All simulations consider networks which are constructed through the configuration
model presented in Sec. II and the distributions of single edges and triangles independently. However, it is also possible consider correlated distributions as well. The frequency distribution considered is the same as used in Sec. II, i.e., \( g(\omega) = (\sqrt{2\pi})^{-\omega} e^{-\omega^2/2} \).

Let us study first networks with the following joint distribution of single edges and triangles:

\[
p_{st} = e^{-\langle s \rangle} \frac{s^{\langle t \rangle}}{s!} e^{-\langle t \rangle} \frac{\langle t \rangle^{\langle s \rangle}}{\langle t \rangle!}.
\]  

(23)

In order to analyze systematically the dependence of the order parameter on the presence of triangles in the network, we kept the average degree \( \langle k \rangle = (s) + 2\langle t \rangle \) fixed and varied the \( \langle s \rangle \) and \( \langle t \rangle \), calculating the order parameter \( r \) as a function of the coupling \( \lambda \). Figure 2 shows the synchronization diagram for networks with double Poisson degree distributions [Eq. (23)] with average degree \( \langle k \rangle = 20 \). It is interesting to note that networks with higher values of \( \langle t \rangle \) have the same critical coupling for the onset of synchronization.

We have also considered networks with joint distribution consisting of a double power-law distribution

\[
p_{st} \propto s^{-\gamma_s} t_{\Delta_s}^{\gamma_t},
\]  

(24)

where \( \gamma_s = \gamma_t = \gamma \) for the sake of simplicity. Figure 3 shows order parameter \( r \) as a function of \( \lambda \) considering \( \gamma = 3 \). As we can see, the same behavior is observed as in Fig. 2; the presence of clustering in the network does not affect the network synchronization. The nonzero values of the order parameter \( r \) for small values of the coupling \( \lambda \) in Figs. 2 and 3 are due to finite-size effects [4–6,18] (see Appendix).

It is also possible to construct the joint distribution \( p_{st} \) from a given degree distribution \( p_k \) through the relation [13,14]

\[
p_{st} = p_k \delta_{k,1+2\gamma_t} [(1-f) \delta_{1,0} + f \delta_{1,\lfloor (s+2\gamma_t)/2 \rfloor}],
\]  

(25)

where \( 0 \leq f \leq 1 \) and \( \lfloor \cdot \rfloor \) is the floor function. Through Eq. (25) we can construct \( p_{st} \) keeping the degree distribution \( p_k \) fixed, with \( f \) being the fraction of nodes in the network attached to the maximum possible number of triangles \( t = \lfloor (s + 2\gamma_t)/2 \rfloor \) and \( 1 - f \) the fraction of nodes which are attached to single edges only. By substituting Eq. (25) into Eq. (3) we obtained [14]

\[
C = f \sum_k (p_{2k} + p_{2k+1}) 
\sum_k k_{\Delta_k}^2,
\]  

(26)

Equation (26) establishes a linear relationship between \( C \) and \( f \), i.e., with \( f = 0 \) we construct a network with the minimum value for the cluster coefficient and \( f = 1 \) a network with the maximum value of \( C \) for a given \( p_k \), allowing study of the extreme cases of the topology. Figures 4 and 5 show the synchronization diagrams for networks with \( p_k = e^{-\langle k \rangle^\gamma}/k! \) and joint degree distribution generated by Eq. (25). Each point is an average over ten network realizations. Solid lines correspond to the theoretical prediction from Eq. (21). Note that the blue and red solid lines overlap each other.
presence of cycles of order 3 does not play an important role in network synchronization of Kuramoto oscillators. In fact, the theoretical results for nonclustered networks are highly accurate in describing the behavior of the order parameter \( r \) for clustered networks, even when the cluster coefficient \( C \) has the maximum accessible value for a given network. The results presented here are in agreement with previous findings [12], where it was found that the presence of triangles in the network topology does not influence the performance of other dynamical processes, such as bond percolation, \( k \)-core size percolations, and epidemic spreading.
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**APPENDIX: ORDER PARAMETER FOR SMALL COUPLINGS**

As we can see in Figs. 2–5, for small coupling \( \lambda \), the order parameter \( r \) presents non-null values. In order to verify whether this effect is due to finite-size effects, we performed numerical simulations in larger networks.

All networks considered have degree distribution given by Eq. (25), with parameter \( f = 1 \), since the main objective of the present work is to study networks with clustered structure, i.e., with nonzero values of triangles. Figure 6 shows the order parameter \( r \) as a function of the coupling \( \lambda \), considering networks with average degree \( \langle k \rangle = 20 \) and \( N = 1 \times 10^3, 3 \times 10^3, 5 \times 10^3 \), and \( 1 \times 10^4 \) nodes by taking into account the Poisson degree distributions \( p_k \) in Eq. (25). Moreover, the frequency distribution is the same as previously used in the other sections of the paper, i.e., \( g(\omega) = (\sqrt{2\pi})^{-1} e^{-\omega^2/2} \). As we can see from Fig. 6, the larger the networks, the smaller the values of \( r \) in the region \( \lambda < \lambda_c \). Note also that we still observe a good agreement with the theoretical curve for the larger networks. The same effect is observed in Fig. 7, where the order parameter \( r \) is shown as a function of \( \lambda \) for networks constructed by taking into account a power-law degree distribution in Eq. (25) and also with \( f = 1 \). Note that the order of \( r \) for \( \lambda < \lambda_c \), in all plots is consistent with the finite-size scaling analysis developed in Refs. [4–6,18], for all networks.

Finally, we would like to point out that the size dependency of order parameters for small coupling values in the synchronization problem can be microscopically related to a recent observed effect, called **collective almost synchroniza-**
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