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Abstract. Recent research has revealed a rich and complicated network topology in
the cortical connectivity of mammalian brains. A challenging task is to understand the
implications of such network structures on the functional organisation of the brain activ-
ities. We investigate synchronisation dynamics on the corticocortical network of the cat
by modelling each node of the network (cortical area) with a subnetwork of interacting
excitable neurons. We find that this network of networks displays clustered synchronisa-
tion behaviour and the dynamical clusters closely coincide with the topological community
structures observed in the anatomical network. The correlation between the firing rate of
the areas and the areal intensity is additionally examined. Our results provide insights
into the relationship between the global organisation and the functional specialisation of
the brain cortex.
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1. Introduction

The organisation and features of complex networks have been the centre of attention
for over a decade [1]. Several types of networks have been identified based on
their topological properties. In parallel, dynamics of network elements and their
ability to synchronise have been intensively investigated [2]. Recent research has
focused on the relationship between structure and dynamics. In neuroscience, the
network analysis of the anatomical connectivity of the mammalian cortex and the
functional connectivity of the human brain has shown that both types of brain
networks share typical features of many other real complex networks [3]. Neural
anatomical network structures at various levels, especially the large-scale cortical
networks, display characteristics of small-world networks, e.g., high clustering and
short path length. These properties allow the system to perform both specialised
and integrated processes. The organisation of the functional connectivity based on
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large-scale measurement of brain activities, such as fMRI or EEG [4], also exhibits
basic properties of small-world and scale-free networks [3].

It is of fundamental importance to understand the interrelationship between the
topological structures and the activity of the brain. To better comprehend the
principles underlying the dynamics of the brain, various models of neuronal activ-
ity have been studied, ranging from generic oscillators to realistic neuronal mod-
els [5,6]. In the present study, the dynamics of cortical networks are simulated by
a multilevel model, a network of networks, where each cortical area is modelled
by a subnetwork of interacting excitable neurons. These networks have a typical
small-world (SW) topology that captures the important features in the architecture
of biological neuronal networks where most of the connections are local and a small
fraction of the connections can be of a long-range character. We focus here on the
systems level of the connectivity formed by long-range projections among cortical
areas, which connect the SW subnetworks in our model. Our central task is to
use this hierarchical neural model to study the impact of the anatomical topology
on dynamical processes. The correlations between the mean activity of the areas
(subnetworks) are examined and compared to the underlying anatomical network
to understand the relationship between them. Additionally, we examine the role
of the node intensity (total afferent connections of an area) in the dynamics of
individual areas.

2. Hierarchical model

The system we have built – a network of networks – represents a simplified anatom-
ical structure of the brain (figure 1a). In this two-level hierarchical network, the
higher (macroscopic) level corresponds to the cortical network of interconnected
areas (m = 53) in the cat brain. The corticocortical connectivity data of the cat
was collated by Scannell et al [7] and organised into four topological communities –
visual (V), auditory (A), somato-motor (SM) and fronto-limbic (FL) (indicated by
the solid lines in figure 1b) [7,8]. The lower (mesoscopic) level, representing a single
cortical area, is modelled by a SW network of neurons. Such topology accounts for
the basic properties of realistic neuronal connectivity at the cellular level.

Thus, in our model a single neuron represents the basic element of the hierarchical
network and its dynamics are modelled as

εẋI,i = f(xI,i) +
gint

ka

n∑

j

ML
I (i, j)(xI,j − xI,i)

+
gext

〈w〉
m∑

J

MC(I, J)LI,J (i)(x̄J − xI,i), (1)

ẏI,i = xI,i + aI,i + DξI,i(t). (2)

xI,i is a membrane potential of neuron i from area I modelled by a function

f(xI,i) = xI,i − x3
I,i

3 − yI,i, known as a FitzHugh–Nagumo model (FHN) (here
we adopt the version from [9]). We set a time-scale parameter ε = 0.01 and a bifur-
cation parameter ai ∈ (1.05, 1.15), where the neurons are in the excitable regime. A
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weak Gaussian white noise ξ with intensity D = 0.03 is added (eq. (2)) to simulate
natural perturbations that generate an irregular Poisson-like spiking activity of a
neuron. The whole model represents resting state without particular sensory input.

The dynamics of the neurons are modulated by the input from the local small-
world network (ML

I (i, j): i, j = 1, . . . , n) and input from remote neurons in other
areas, coupled through the cat cortex connectivity (MC(I, J): I, J = 1, . . . , m).
We set up that the connected areas communicate through their mean field activity
x̄I = 1/n

∑n
j xI,j . The label LI,J (i) is 1 if neuron i is among the 5% within area

I receiving the mean field signal from area J , otherwise, LI,J (i) is 0 [10]. Here,
g, the coupling strength, is the main control parameter of the system dynamics,
where the internal coupling gint is normalised by ka, the average number of local
links in the SW subnetworks, and the external one gext by the averaged weight w
of inter-areal connections.

In numerical simulations, we consider n = 200 neurons in each SW subnetwork,
obtained by rewiring a regular array (each node connected to ka = 12 nearest
neightbours) by a probability of rewiring prew = 0.3; 25% of the local connections
are inhibitory. The model (eqs (1), (2)) is simulated up to time t = 2000, with time
step Δt = 0.001. All details of coupling properties and parameter settings can be
found in [11].

3. Dynamical regimes of the model system

We explore the parameter space for gint and gext and investigate how the dynamics
of individual areas become synchronised due to the coupling.

In the local SWNs, the spiking dynamics and the synchronisation of the neurons
are mainly controlled by the internal coupling gint that determines the mutual exci-
tation between any pair of neurons. For small gint, a neuron is primarily activated by
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Figure 1. (a) Hierarchical model of cat brain – macroscopic level (cat cortex)
and mesoscopic level (SW network). (b) Inter-areal connections in the cat
cortex. The different symbols represent different connection weights: 1 (◦
sparse), 2 (• intermediate) and 3 (∗ dense).
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Figure 2. Time course of mean field signal of one area (x̄I) at three different
couplings (gext = gint): (a) 0.07, (b) 0.082 and (c) 0.12. (d) Dependence of
the correlation R on the internal coupling strength gint and external coupling
strength gext.

the noise and not usually by the spiking activity of its neighbours. Thus, we observe
irregular spiking patterns for individual neurons. The mean field x̄ is characterised
by some clear deviations from the baseline, demonstrating the weak synchronisa-
tion within and also between the subnetworks (figure 2a). Such mean field activity
of individual areas can be regarded as an analogue of EEG signals [12]. The weak
synchronisation between the signals of the different areas is also shown by a small
average correlation coefficient r (figure 3a). Increase of the coupling strength gint

leads to the increase of the synchronisation between the neurons within the local
subnetworks, manifested by the presence of some apparent peaks in x̄ (figure 2b).
With large enough gint, the neurons are mutually excited, achieving both strongly
synchronised and regular spiking behaviour (figure 2c), indicating an almost global
synchronisation of the network, e.g., as observed in epilepsy [13].

To evaluate the degree of synchronisation among the mean field activities x̄I of
the areas and also of the whole network, the Pearson correlation coefficient r and
the average correlation coefficient R are computed as

r(I, J) =
〈x̄I x̄J〉 − 〈x̄I〉〈x̄J 〉

σ(x̄I)σ(x̄J)
and R =

1
m(m − 1)

∑

I �=J

r(I, J), (3)

where 〈·〉 denotes averaging over time.
We have averaged the results over 10 realisations of different initial conditions

and the topology of the SW subnetworks for each set of the parameters. Figure 2d
shows how the synchronisation depends on both the coupling strengths. As already
discussed, an increase of the coupling strengths gint triggers stronger interaction of
the neurons and leads to a rapid growth of their synchronous activity within and
across areas for non-vanishing gext. Later we keep gext = gint for simplicity and
refer to it as g.

The patterns of the correlation matrix r(I, J) for the three main dynamical
regimes are shown in figure 3. Although the average levels of synchronisation R are
very different, the correlation patterns display some dynamical clusters in all the
cases. Here, a dynamical (functional) cluster is defined as a group of brain areas
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Figure 3. Correlation patterns for three different synchronisation regimes:
(a) g = 0.07, (b) g = 0.082 and (c) g = 0.12.

communicating much more strongly within this set than with the areas in the rest
of the brain [3]. In the weak synchronisation regime, e.g., g = 0.07 and r ∈ [0, 0.13],
four dynamical clusters are visible that resemble the underlying anatomical struc-
ture (figure 3a). The transient regime, e.g., for g = 0.082 and r ∈ [0, 0.4], displays
similar organisation of areas into clusters as in the weak synchronisation regime
(figure 3b), but further analysis reveals that there are three major dynamical clus-
ters (see [11]). Finally, in the strong synchronisation regime, e.g., g = 0.12 and
r ∈ [0.6, 1.0], we observe only two dominant clusters (figure 3c).

4. Dynamical clusters of cortical network

Using the correlation matrix, the dynamical patterns are decomposed into the four
clusters in order to examine how the present dynamical clusters are related to the
natural anatomical division into four anatomical communities [7,8]. We pay atten-
tion to the cluster formation in the weak and the strong synchronisation regimes.

In the weak synchronisation regime, the four dynamical clusters C closely coincide
with the functional subdivision (anatomical communities) of the cortex – C1 (V), C2

(A), C3 (SM), C4 (FL) (figure 4). However, a few nodes bridge different anatomical
communities and dynamical clusters. These areas sit in one anatomical community
but are involved in multimodal associations with areas in other communities [7].
For example, the area I = 14 (anatomically named as ‘7’ in the cat cortex and
belonging to the visual system) appears in the dynamical cluster C3, mainly made
up of somato-motor areas (figure 4 (C3)).

In the synchronisation regime typical for strong coupling (g � 0.09), the mean
field signals of the areas are highly correlated. The system dynamics are mainly
characterised by two dominant clusters that contain the majority of nodes and
with a few single areas as separate clusters (figure 5). These dynamical clusters
corresponding to the major parts of the V, SM and FL communities (in weak
regime as C1, C3, C4) merge into a single large cluster containing most of the nodes
of the network (figure 5 (C3)). Thus, the SM community plays a crucial role in
the formation of this large dynamical cluster because of its strong intercommunity
connections to the other communities. However, the auditory system A remains
separate (figure 5 (C2)). There are also two single areas acting independently and
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Figure 4. Dynamical clusters present in weak coupling regime (g = 0.07).
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Figure 5. Dynamical clusters present in strong synchronisation regime at
g = 0.12.

having minimal intensities – area I = 8 from V system (S8 = 11) and area I = 53
from FL (S53 = 8), as C1 and C4 clusters.

The independent areas in the strong coupling regime as well as the bridging nodes
in the weak coupling regime may vary for different parameter combinations.

5. Functional networks

Focusing on the biologically relevant weak coupling regime, we extract a functional
network MF [4] by applying a threshold rth to the correlation r. If r(I, J) ≥ rth a
pair of areas is considered to be functionally connected (MF(I, J) = 1). The func-
tional networks MF at different rth are compared to the topological structures of
the anatomical network MC and we examine how the various levels of synchronisa-
tion reveal different scales in the network topology. Typical patterns of functional
connectivity are shown in figure 6.

The dynamics of the system display a hierarchical organisation. Starting with
rth close to the maximal value of r, functional connections are established only
between a few areas with reciprocal links, e.g., at rth = 0.07, about 2/3 of areas are
expressed, connected only with 10% of the reciprocal links (figure 6a). Within each
anatomical community V, A, SM and FL, a core subnetwork is functionally mani-
fested in the form of connected components without intercommunity connections.
At lower rth, the components grow and merge, as more areas from the communities
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Figure 6. Functional networks extracted for g = 0.07 at various thresholds:
(a) rth = 0.070, (b) rth = 0.055, (c) rth = 0.019. The small dots indicate the
anatomical connections.

appear in the functional network, together with a few intercommunity connections
(figure 6b). We assume that the core subnetwork within each community performs
specialised functions. About 1/3 of the anatomical reciprocal links and very few
unidirectional links are already enough to link all of the cortical areas into a single,
connected functional network (figure 6b). MF with such a low connection den-
sity already resembles the main properties of MC: high clustering and community
structure. The MC is still much denser than MF, suggesting high robustness and
the existence of many parallel paths of information processing in the brain. At
rth = 0.019 (figure 6c), all bidirectional links and about 70% of unidirectional links
are present. The functional connectivity closely reflects the anatomical network.

6. Role of node intensity in the dynamics of the system

Further, the activity of the areas, expressed in the form of the mean firing rate
(MFR) was registered during the simulations. The firing frequency of an area is
calculated by averaging the number of spikes of neurons over the time of simulation
and the number of neurons in the area. The neuronal activity is mainly determined
by the structural properties of the network like intensity S of the nodes (S is the sum
of strengths of incoming links to the node) and by the coupling strength between
the areas.

We focus on the firing dynamics of areas in the weak synchronisation regime
(figure 7a). Due to the diffusive homogeneous electrical coupling, the neurons
continuously influence each other. Many of them are most of the time silent and
such low level of activity acts as a dumping on the others. The higher the intensity
of an area, the lower the firing frequency (figure 7b).

For a comparison, we show the firing rate when the neurons are modelled by
a Morris–Lecar model coupled with chemical synapses (see details of the model
in [14]). The main curve profile remains unchanged for different values of internal
and external coupling (figure 8a). Modification of the inhibitory (g1,inh) coupling
shows a shift of the curve in the vertical direction, i.e., lower frequencies are achieved
by higher inhibition. This fact is used in suppression of the redundant synchroni-
sation in epilepsy [13].
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Figure 7. FHN model at coupling values g = 0.07. (a) Firing frequency of
cortical areas. (b) Dependence of the average firing frequency on the intensity
of the area.
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Figure 8. (a) Dependence of the firing rate on coupling strength. Here,
we distinguish: g2,exc (inter-areal excitatory coupling strength) and g1,inh (in-
tra-areal inhibitory coupling strength). g2,exc = 0.15 in all cases. Solid line:
g1,inh = 0.15; dotted: g1,inh = 0.25; dashed: g1,inh = 0.4. (b) Correlation
between different g1,inh parameters and S (g2,exc = 0.25).

Figure 8b depicts the relationship between the MFR and the intensity of node.
The neuron receives a signal in the form of pulses from neighbouring neurons and
from remote areas. This occasional, highly stimulating input triggers further neural
activity. The more input a neuron or a cortical area receives, the more often it or
its neurons will fire. Thus, the higher the intensity of an area, the higher the firing
frequency.

We try to find a simple analytical solution to explain the observed firing rates. A
simple approach commonly used to simulate activity of neural networks is to define
an activity function describing the average response of the neurons to the input
from its neighbours. In a general form the equations are

ri(t + 1) = F (hi), (4)

where
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hi =
N∑

j=1

Wijrj(t) + I, i = 1, ..., N. (5)

ri represents the average firing rate of the neurons in an area and F (hi) is a sig-
moidal function normalised to [0, 1]. Wij is the weighted adjacency matrix of the
cortical network, and I represents the activation induced by external noise pertur-
bations. Such a function sums up all inputs the neurons in an area receive and
returns a normalised output resembling its average activity response.

Several studies have already employed this simple scheme for modelling of the
cat cortical network [6]. The mean activity level of a cortical area (in our case
equivalent to MFR) strongly depends on the amount of input received from its
neighbours. The more input an area receives, the more neurons will fire. In the
weak coupling regime we can assume a linear approximation of F (hi):

F (hi) = ahi. (6)

With this approximation, at the steady state ri(t + 1) = ri(t) we have

ri = a

(
N∑

j

Wijrj + I

)
. (7)

We can show that the firing rates in figure 8 for various coupling strengths can
be well fitted by the results from eq. (7) with suitable parameters a and I. More
details can be found in [14].

7. Conclusions

We have investigated the relationship between topological structures and synchro-
nisation dynamics of neural networks using a network of cat corticocortical connec-
tivity. The simulated model system, a network of networks, represents a multilevel
model. The study focuses on the role of structural organisation of the dynamical
clustering, by modelling each cortical area by a one-level SW subnetwork. The
main finding is that in a biologically plausible regime of weak synchronisation the
dynamics of such multilevel model show a hierarchical organisation that reveals
different levels of modular organisation in the anatomical connectivity of the cor-
ticocortical networks. Several areas important for intercommunity communication
and information integration act as bridges between different anatomical commu-
nities and functional clusters. Large coupling leads to a strong synchronisation
of areal activity with similar dynamical behaviour as observed, e.g., in epileptic
seizures.

The role of intensity is discussed in relation to the firing rate of individual areas.
In the weak coupling regime, a hierarchical model of FitzHugh–Nagumo neurons
with diffusive coupling shows that the frequency of firing is anti-correlated to the
areal intensity. Such behaviour is in contrast to the dynamics of the system simu-
lated with Morris–Lecar neurons coupled with more common chemical synapses. In
this case the average firing frequency of neurons in one area reflects the strength of
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the areal connectivity to the other areas. The higher the areal intensity, the higher
the firing frequency. The analysis of the firing rate with a simple model of network
activity (eqs (4)–(7)) confirms the dependence of the firing rate on the intensity as
we have observed in the model with chemical coupling.

The presented analysis of the dynamical clusters provides a meaningful bridge
that mediates the gap between the topology (communities) and function (func-
tional subdivision) of the brain cortex. A carefully extended model (more complex
dynamics of neuron and structure of subnetworks) could capture more realistic
information processing in the brain in the future.
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