Stochastic multiresonance in the coupled relaxation oscillators
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We study the noise-dependent dynamics in a chain of four very stiff excitable oscillators of the FitzHugh–Nagumo type locally coupled by inhibitor diffusion. We could demonstrate frequency- and noise-selective signal acceptance which is based on several noise-supported stochastic attractors that arise owing to slow variable diffusion between identical excitable elements. The attractors have different average periods distinct from that of an isolated oscillator and various phase relations between the elements. We explain the correspondence between the noise-supported stochastic attractors and the observed resonance peaks in the curves for the linear response versus signal frequency. © 2005 American Institute of Physics. [DOI: 10.1063/1.1899287]

I. INTRODUCTION

The dynamics of self-oscillatory and excitable systems near the generation threshold has been a focus of interest for a long time because it is the region where their controllability is greatest. A recent surge of interest in this domain was initiated by studies on coherence resonance and stochastic resonance in nonlinear excitable units. The parameter region near the Hopf bifurcation is also popular in models of isolated neurons and was shown to be a likely source of multimodal oscillations in models of neuron ensembles.

Spatiotemporal SR is the extension of the classical SR to networks and considers the noise-enhanced propagation of structures which could be found, e.g., in neural networks or in the well-known photosensitive Belousov–Zhabotinsky. Although there are several investigations of array-enhanced SR, signal amplification in a spatial extended system as a function of the signal frequency has not yet been examined. In the studies cited, coupling was of a type that resulted in amplification of signals of any frequency. For isolated excitable systems, the dependence of SR on the signal period has only one maximum per period, and the latter nearly coincides with the excursion time of an excitable element. This time is the sole natural reference point for the time scale of the process. Recently, it has been shown that frequency and phase locking in an ensemble of noise-stimulated excitable FitzHugh–Nagumo (FHN) oscillators can be enhanced by optimizing the number of the coupled elements; however, the frequency dependence of signal enhancement was very similar to that for an isolated element. Analogous results have been obtained in the framework of the Hindmarsh–Rose neuronal model.

In this study, we examine effects of the signal frequency on the signal processing in a linear chain of four excitable oscillators coupled via inhibitor diffusion (slow variable exchange). Models of oscillatory media with inhibitory coupling exhibit very rich dynamics and are commonly used to describe various physical, electronic, or chemical...
In chemistry, an effective increase in inhibitor diffusion, which is usually attained by reducing the activator diffusivity through a complexing iodide (activator) with starch macromolecules, leads to a Turing structure formation. In biology, the inhibitory form of coupling is used to explain morphogenesis in Hydra regeneration and animal coat pattern formation. Recently, experimental studies of artificial gene networks have been summarized in mathematical models describing oscillators synchronized via slow autoinducer diffusion. Competition in biological systems is a source of spatial nonuniformities and motivates inhibitory coupling. The dominance of this kind of coupling between identical oscillators was shown to give rise to many limit cycles of different periods and with different phase relations, which are stable in large regions of the control parameter space. This kind of coupling is usually referred to as “dephasing” or “phase-repulsive” interaction, because large regions in the phase space exist where the phase points repel one another owing to this interaction. Dephasing was shown to be a source of multirhythmicity in different systems.

With excitable noisy elements, a dephasing interaction of stochastic limit cycles (instead of deterministic ones) may result in the coexistence of spatiotemporal regimes selectively sensitive to external signal periods. In such systems, noise plays at least two roles: First, it stimulates firing of stable elements and, thereby, their interaction during return excursions. Second, it stimulates transitions between coupling-dependent attractors if the lifetime thereof is sufficiently long. Our previous work was limited to two and three elements coupled by inhibitor diffusion, for which the attractor structure is relatively simple. In a chain of four oscillators, only two simple antiphase modes can be observed. In one mode, the two middle elements move in phase with each other and in antiphase with the edge ones. In the other mode, every two adjacent elements move in antiphase. Under the same set of parameters, a four-oscillator chain can also oscillate in a complex manner with different partial limit cycles and complex phase relations between the elements. In this regime, its eight-dimensional limit cycle is such that the edge elements make two turns, generating two spikes at different interspike intervals, while the middle elements make only one turn. When attractors which have such different periods and phase relations compete among one another, multiple resonances in signal processing are likely to occur.

The paper is structured as follows. After the explanation of the model equations and the method used to estimate the signal processing, we review the dynamics evoked by inhibitory coupling. Then, we study the signal acceptance of the linear chain of four inhibitor-coupled excitable oscillators. Thereby, we investigate the signal response of the coupled system to a global signal, a local signal at the first element, and a local signal at the second element for different signal periods. A very rich multiresonance behavior appears in a noisy environment which is based on different phase relations between the oscillators. Since the signals are below the threshold of excitation, the stochastic limit cycle oscillations are noise evoked. After that, we explain the different phase relations and the associated distinct resonance frequencies at an unforced deterministic chain of four self-oscillatory elements. Next, we discuss every resonance peak and link these peaks with the favored phase relation of the stochastic attractor.

II. MODEL

We study an array of diffusively coupled stationary but highly excitable FitzHugh–Nagumo models (FHN) in the presence of white additive noise and forcing with subthreshold periodic signals applied to selected elements. The FHN model is a paradigmatic model describing the firing behavior of neurons and, more generally, the activator–inhibitor dynamics of excitable media.

The model is given by the following equations:

\[ \frac{dx_1}{dt} = a - y_1 + \xi_1 + A_{i1} \cos \left( \frac{2\pi}{T_s} t \right) + C(x_2 - x_1), \]

\[ \frac{dx_2}{dt} = a - y_2 + \xi_2 + A_{i2} \cos \left( \frac{2\pi}{T_s} t \right) + C(x_1 - x_2) + C(x_3 - x_2), \]

\[ \frac{dx_3}{dt} = a - y_3 + \xi_3 + A_{i3} \cos \left( \frac{2\pi}{T_s} t \right) + C(x_2 - x_3) + C(x_4 - x_3), \]

\[ \frac{dx_4}{dt} = a - y_4 + \xi_4 + A_{i4} \cos \left( \frac{2\pi}{T_s} t \right) + C(x_3 - x_4), \]

\[ \frac{dy_j}{dt} = x_i - \frac{y_i^3}{3} + y_i, \]

where, in a neural context, \( y_i(t) \) represents the membrane potential of the neuron and \( x_i(t) \) is related to the time-dependent conductance of the potassium channels in the membrane. The dynamics of the activator variable \( y_i \) is much faster than that of the inhibitor \( x_i \), as indicated by the small time-scale-ratio parameter \( \varepsilon \). It is well known that for \( |a| > 1 \) the only attractor is a stable fixed point. For \( |a| < 1 \), the limit cycle generates a periodic sequence of spikes. We fix \( a \) close to the bifurcation in the interval \([1.01, 1.03]\) in order not to use high-level noise to excite oscillations and thereby to avoid masking of the fine structure of the interspike interval histograms. Here, \( \varepsilon \) is in the range \([0.0001, 0.001]\), which is significantly smaller compared to those that are commonly used. This stiff excitation is needed to ensure a fast jumping between the attractors. The stochastic forcing is represented by a Gaussian white noise \( \xi(t) \) with zero mean and intensity \( \sigma^2 \): \( \langle \xi(t) \xi(t+\tau) \rangle = \sigma^2 \delta(\tau) \delta_{ij} \). The harmonic signal is subthreshold, \( A_\omega < a - 1 \) and is added to the slow variables inputs. Previous investigations of isolated FHN (Ref. 1) show that SR properties do not depend on which variables signal and noise are applied. To evaluate the amplitude of the input frequency in the output signal, we calculate the linear response \( Q \) at the input frequency \( \omega = 2\pi/T_s \).
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results were not a numerical artifact or long-lived transients, (7)

$$Q = \frac{Q_{\sin}^2 + Q_{\cos}^2}{2}$$

(8)

when \( n \) is the number of periods \( T_s \), covered by the integra-
tion time. Equations (6) and (7) represent the Fourier coefficients of the signal frequency in the output.

The equations were solved numerically using a fourth-order double-precision Runge–Kutta routine, the Heun algorithm, and the Helfand algorithm. To ensure that the results were not a numerical artifact or long-lived transients, we tested whether they varied depending on the method used and the accuracy set in computations. The algorithms for seeking and identifying the attractors were based on randomly varying the initial points and observing the dynamics of interspike intervals of each oscillator during the settling of the systems on the attractor. After an attractor was detected, its boundaries were determined by slowly varying one or two parameters and correcting the step size for given parameter values in case stability was lost.

III. REVIEW OF THE DYNAMICS EVOKED BY INHIBITORY COUPLING

In order to get a reference frame for further comparisons, we begin with noise-induced interspike interval (ISI) distributions for our excitable system \((a=1.01)\) in the absence of external forcing. Figure 1 shows the ISI histograms for the first two elements calculated for a noise level \( \sigma_n^2 = 5 \times 10^{-6} \) and a small coupling strength. This noise level was found to be optimal in demonstrating multimode behavior of coupled identical excitable elements. The multimode behavior is caused by the different stochastic attractors with different typical spike distances and the stochastic switching between them. In contrast to that, the multimode behavior in the ISI histograms of a single bistable system subjected to a sub-threshold signal and weak noise is equal spaced and caused by integer multiple of the signal period, and so the mecha-

nism of multimode behavior in the ISI histogram is different from our setup. Noise amplitude variation results in changes in the extent of coherence in the system’s behavior, because the attractors with different time scales are induced by different noise intensities. The possibility of manipulating the extent of coherence in this way has already been demonstrat-
ed experimentally and numerically for systems of two and three coupled excitable elements.

In Fig. 1, one can clearly see several time scales different from the excursion time of an isolated element \( T_{exc} \). Despite the fact that the elements are identical, the distances between the peaks in the histogram are different. The interspike intervals from oscillators 1 and 2 are the major contributors to the first and third peaks, whereas the second peak contains the intervals produced by both elements but with different frequency. This structure of the ISI histograms suggests that the system has more than one noise-induced stochastic limit cycle. The stochastic switching between two dominant regimes can be seen in the time series of Fig. 2 also. The first oscillator exhibits prefer-

FIG. 1. ISI distributions for the oscillators (os.) 1 and 2 of Eqs. (1)–(5) for \( a=1.01, C=0.1, \varepsilon=0.0001, \) no signal \((i.e., A_{\mu}=0.0)\) and \( \sigma_n^2 = 5 \times 10^{-6} \). The histograms observed for elements 3 and 4 are similar. All histograms are based on time series of a fixed length of 9600 time units.

\[
Q_{\sin} = \frac{\omega}{2n} \int_0^{2\pi} 2y(t)\sin(\omega t)dt,
\]

(6)

\[
Q_{\cos} = \frac{\omega}{2n} \int_0^{2\pi} 2y(t)\cos(\omega t)dt,
\]

(7)

\[
Q = \sqrt{Q_{\sin}^2 + Q_{\cos}^2},
\]

FIG. 2. Manifestation of the two stochastic regimes in the time series of the oscillators (fast) variable of oscillators 1 and 2 to illustrate the dynamics behind Fig. 1. The parameter are the same as in this figure for the ISI distribution: \( a=1.01, C=0.1, \varepsilon=0.0001, \) no signal \((i.e., A_{\mu}=0.0)\), and \( \sigma_n^2 = 5 \times 10^{-6} \).

FIG. 3. The dependence of the linear response \( Q \) [Eq. (8)] for the 4 FHNs on the signal period \( T_s \) for the noise level \( 1 \times 10^{-3} \) by global subthreshold signal \((A_{1,2,3,4}=0.01)\). The other parameters are \( \varepsilon=0.0001, a=1.01, \) and \( C =0.1 \).

FIG. 3. The dependence of the linear response \( Q \) [Eq. (8)] for the 4 FHNs on the signal period \( T_s \) for the noise level \( 1 \times 10^{-3} \) by global subthreshold signal \((A_{1,2,3,4}=0.01)\). The other parameters are \( \varepsilon=0.0001, a=1.01, \) and \( C =0.1 \).
IV. SIGNAL ACCEPTANCE BY EXCITABLE SYSTEMS

Next, we add an external periodic signal capable of interacting with the stochastic attractors and analyze the dynamics for different noise levels. Our goal is to select the most representative results that hold in large intervals of noise intensities. Figure 3 shows the presence of a global subthreshold signal in the output of each element. Multiple resonances in the signal acceptance are clearly seen.

One can clearly see in Fig. 3, at $T_s\approx1.5$ and $T_s\approx3.9$ (regions of resonance), the $Q$ curves for the middle and edge elements behave oppositely (i.e., the $Q$ maximum for the edge elements corresponds to the $Q$ minimum for the middle ones), suggesting that a signal applied simultaneously to all elements (global signal) can selectively suppress its own manifestation in the middle elements, while stimulating an acceptance in the edge elements.

When a signal is applied to the first element 1 (Fig. 4), multiple resonances are even more pronounced than in Fig. 3 and the curves for all elements become similar in shape.

However, $Q_4 > Q_{2,3}$ around $T_s=3.9$, i.e., if the signal period is $T_s=3.9$, the signal travels throughout the chain despite low values of $Q_{2,3}$. The multipeak structure of $Q(T_s)$ is conserved if the entry of the signal is the second element (Fig. 5). However, the peak amplitudes are changed. Let us highlight again the resonance peak at $T_s=3.9$: The response of the first and last oscillator is much higher than the response of the middle one ($Q_{1,4} > Q_{2,3}$), despite the fact that the second element (filled circuits in Fig. 5) is the driven element and is the one most affected by the signal. This unexpected order illustrates the high reliability of the underlying phase regime, which we refer to and explain in the next section as the intricate $R(2,1,1,2)$ attractor.

This frequency selectivity is reflected in the appearance of additional peaks (Fig. 6) in the standard characteristic of SR (system response $Q$ versus noise intensity). In contrast to isolated excitable elements or fast-variable-coupled arrays, a chain of four elements coupled via a slow variable exchange exhibits additional SR peaks, whose positions and amplitudes depend on the periods of the applied signals. This observation pertains to the "stochastic multiresonance" phenomenon (see, e.g., Ref. 46 and reference therein), extended to encompass its dependence on the external signal period.

The effects described above depend not only on the very large stiffness, but also on the other model parameters: the coupling strength and the proximity of the bifurcation pa-
rameter $a$ to the bifurcation value. Our analysis showed that the results remain valid over an at least twofold range of coupling strengths and over a twofold range of values of the difference ($a-1.0$).

In order to clarify how multiple resonances arise, we shall draw on the similarity between stochastic and deterministic limit cycles. The proximity of the bifurcation parameter to the Andronov–Hopf bifurcation and the large stiffness of oscillators allow us to compare our excitable chain to its deterministic self-oscillatory version.

V. COUPLED DETERMINISTIC OSCILLATORS

Discussing the possible dynamic modes, we have to consider first the in-phase attractor, which is formally stable with this type of coupling but has a small basin of attraction. Our numerical analysis shows that the system leaves this attractor if the slow variable of one of the oscillators is more than $2\%–3\%$ smaller than those of the other ones. For a chain of four units, two antiphase modes are possible. In one mode referred to as A1 below, strictly antiphase waveforms are observed: unit 2 moves in phase with unit 3 and in antiphase with units 1 and 4 (Fig. 7). In mode A2, the phase shift between units 1 and 3 is almost vanishing, whereas units 2 and 4 oscillate almost in antiphase relative to units 1 and 3, respectively (Fig. 8). Obviously, mode A1 coincides with the antiphase mode in a system of two units because, due to the synchronous run of the units 2 and 3 in this regime, the diffusion between these elements goes effectively to zero and does not affect these neighbors. Hence, units 2 and 3 are not coupled by a slow variable exchange. Similar to the pure in-phase motion, the basin of attraction of this mode A1 is not large: even if the representative points of units 2 and 3 diverge only slightly, the systems are brought out of mode A1.

Mode A2 is one of the basic attractors in the configuration under consideration (Fig. 8). Variation in the number of neighbors (oscillators 1 and 4 each have one neighbor, whereas oscillators 2 and 3 each have two neighbors) results in a behavior not exactly antiphase. An analysis of how the waveform changes as the parameter $a$ approaches the bifurcation point shows that, the closer the approach, the more clearly the oscillations observed are of the antiphase type. In addition, variation in the number of neighbors leads to the trajectories of units 1 and 4 near the firing point behaving differently compared with the trajectories of units 2 and 3.

It is essential to include this variation in the analysis of the effects due to the external signals and noise on such a chain, because it is this part of the trajectory that is most sensitive to external forcing. In this study, we examine only the range of $a$ values from 0.95 close to 1.0, which is of crucial importance for understanding the dynamics of excitable systems with inhibitory coupling. Mode A2 can be detected at low coupling strengths, say, at $C=0.02$. However, the in-phase and antiphase modes have very close periods in this region of small coupling strength. Despite the differences in phase relations, the periods of attractors A1 and A2 are very close to each other in a broad range of coupling strengths ($T_{ant}=5.2$ if $C=0.1$).

If the coupling strength is not very low, an intricate limit cycle can arise in a linear chain that we designate as $R(2,1,1,2)$. This designation indicates that the cycle period is equal to one interspike interval for units 2 and 3 but contains two interspike intervals for units 1 and 4 (Fig. 9); $(T_1=T_3=2.8+4.7, T_2=T_4=7.5)$.

The basis for the formation of this attractor is a kind of "internal" synchronization of individual oscillators. Their periods become prolonged in the presence of inhibitory coupling, because it takes them longer to reach the firing point. The number of spikes that individual units generate depends on their phase relations. The inner units experience three delays, which are clearly seen in the waveforms of unit 2 and...
3 shown in Fig. 9 by three local subthreshold maxima between large spikes (highlighted by the three arrows between two consecutive spikes). The firing of element 2 is delayed first by interaction with unit 1. Their interaction draws the representative point away from the firing point. The second delay is due to its interaction with unit 3, and the third delay is again because of an interaction with unit 1. For the outer oscillators, only one delay is possible. Their periods are determined mainly by the parameter $a$, i.e., by the time required for an isolated oscillator to pass through the cycle. In the two-dimensional phase plane of each oscillator, this mode for unit 1 and 4 looks like a doubled limit cycle, along which the phase points make two turns per period, while the inner oscillators make just one turn. The farther parameter $a$ is from the bifurcation, the shorter is the main cycle, and the shorter are the delays. In this way, other phase relations arise, forming the mode $R(4,3,3,4)$ and other similar modes, which are beyond the scope of this study, because we are interested only in modes near the oscillation threshold of isolated oscillators.

**VI. DISCUSSION**

We suggest that it is the complex structure of the intricate attractor $R(2,1,1,2)$ (Fig. 9) that provides for the existence of the large peaks at $T_s = 1.5$, $T_s = 3.9$, while the antiphase regime is responsible for the peaks at $T_s = 1.25$, $T_s = 2.5$, and $T_s = 5$. Obviously, the latter arise as a result of 1:4, 1:2, and 1:1 synchronization with stochastic antiphase oscillations. The average period of this stochastic regime $\langle T \rangle = 4.8$; see Figs. 1 and 2) is slightly shorter than that of the deterministic one $T = 5.2$ because noise induces the premature jumping of representative points to the other branch of the N-shaped nullcline and thereby reduces the attractor period.

In order to demonstrate the influence of interesting signal periods on the probability of emergence and existence of a particular attractor during a long noise-induced process, the ISI histograms were calculated for the signal periods $T_s = 3.1$ (small $Q$) and $T_s = 3.9$ (large $Q$) (see Fig. 10 and compare with Fig. 1).

As can be seen in Fig. 10 (left), for a signal period $T_s = 3.1$, the histogram peaks are slightly lower and broader than in the absence of external forcing. In contrast, a signal of period $T_s = 3.9$ [Fig. 10(right)] increases significantly the relative height of the peak at $T = 7.6$. This peak contains the ISIs emerging from the regime $R(2,1,1,2)$. Interestingly, the ISI values of about 3.9 are absent in the histograms, although such signals support the stochastic version of $R(2,1,1,2)$ and their acceptance is good (the largest value of $Q$). In other words, in the presence of a signal of period $T_s = 3.9$, the regime $R(2,1,1,2)$ is more likely to be observed than the antiphase one. The last statement concerning $T_s = 3.9$ is less obvious compared with the statement that the signal of period $T_s = 2.4$ (which is half the $T_{ant}$) is compatible with the antiphase regime. Therefore, we present segments of stochastic time series for units 1 and 2 and the signal waveform that demonstrate microscopically how the signal increases the probability of the $R(2,1,1,2)$ regime (Fig. 11).

At the signal minima, the parameter $a$ is brought closer to the bifurcation point $a = 1$ (signal is negative). At the signal maxima, $a$ is pulled away from the bifurcation point, making firing less probable. It is easy to see that firings frequently occur when the signal is negative, and that the two
periods of this signal are usually equal to the sum of two consecutive ISIs.

The same explanation of resonance is valid for a signal period $T_s = 1.5$ applied to unit 1 (Fig. 4). The most probable ISIs observed for unit 1 are around 4.5 and 3.0, which are $3T_s$ and $2T_s$, respectively. However, forcing with a high-frequency signal results in the fuzzy control of the ISIs along the chain. This means that the signal is consistent with the set of the phase relations of R(2,1,1,2) but fluctuations of ISIs values grow with the unit number and hence decrease the signal penetration along the chain. Therefore, $Q_1 \gg Q_4$ for $T_s = 1.5$.

VII. CONCLUSION

In summary, we have demonstrated that both signal propagation and acceptance are frequency selective in a noisy system of excitable inhibitory coupled units, to which a subthreshold harmonic signal is applied. In such systems, the constructive role of noise depends strongly on the signal period. The multiresonances detected by calculating the linear response $Q$ versus the signal period $T_s$ for global and local signals at appropriate noise levels are even more pronounced than SR that are detected in a standard way by calculations for a better recognition of the synchronization between input and output. The periodic input signal is shifted to the fixed point.

FIG. 11. Stochastic waveforms of the slow variables for $\epsilon=0.0001$, $\sigma=1.01$, $C=0.1$, $\sigma^2=10^{-3}$, $T_s=3.9$, and $A_{s}=0.01$ (signal applied to the first oscillator only). The periodic curve illustrates the periodic signal (which acts on the first element only) with a three times increased amplitude than in the calculations for a better recognition of the synchronization between input and output. The periodic input signal is shifted to the fixed point.
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