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H eart rate variability before the onset of ventricular tachycardia:
differences between slow and fast arrhythmias
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Abstract

Background: We tested whether or not heart rate variability (HRV) changes can serve as early signs of ventricular tachycardia (VT)
and predict slow and fast VT in patients with an implantable cardioverter defibrillator (ICD).Methods and results: We studied the ICD
stored 1000 beat-to-beat intervals before the onset of VT (131 episodes) and during a control time without VT (74 series) in 63 chronic
heart failure ICD patients. Standard HRV parameters as well as two nonlinear parameters, namely ‘Polvar10’ from symbolic dynamics and
the finite time growth rates ‘Fitgra9’ were calculated. Comparing the control and the VT series, no linear HRV parameter showed a
significant difference. The nonlinear parameters detected a significant increase in short phases with low variability before the onset of VT
(for time series with less than 10% ectopy,P,0.05). Subdividing VT into fast (cycle length#270 ms) and slow (.270 ms) events, we
found that the onset of slow VT was characterized by a significant increase in heart rate, whereas fast VT was triggered during decreased
heart rates, compared to the control series.Conclusions: Our data may permit the development of automatic ICD algorithms based on
nonlinear dynamic HRV parameters to predict VT before it starts. Furthermore, they may facilitate improved prevention strategies.
 2002 Elsevier Science Ireland Ltd. All rights reserved.
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1 . Introduction natural history of spontaneous VT. Previous VT
studies depended on randomly recorded episodes

Implantable cardioverter defibrillators (ICD) are a during Holter monitoring. These studies captured
safe and effective treatment for ventricular tachycar- only relatively small numbers of VT episodes from
dia (VT) [1–4]. Third generation ICD offer not only patients with various heart diseases [8–10]. In con-
important advances in arrhythmia treatment, but also trast, ICD studies have examined the electrocar-
permit the correct characterization of the rhythm diographic initiating patterns, especially the occur-
leading to intervention [5–7]. This feature has been rence of premature beats and special beat sequences
extremely helpful in systematically investigating the [11–17]. These studies were based on short-term

intracardiac ICD electrocardiogram storage. Newer
ICD systems offer not only a short-term intracardiac
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Table 1the start of VT. This feature allows a heart rate
Characteristics of the patients (mean6S.D.)variability (HRV) analysis of many spontaneous VT
Genderepisodes to estimate the influence of the autonomic
Male 55

nervous system on the origin of VT. Autonomic Female 8
nervous system tone has a significant bearing on VT

Age (years) 58612
development [18–24]. The hypothesis of our study Range (42–73)
was that VT can be predicted by RR-interval analy-

Heart diseasesis. By identification of specific RR-interval trigger
CAD 48 (76%)

patterns, we assumed it may be possible to identify DCM 11 (18%)
specific VT predictors in patients with an ICD for HTN 4 (6%)

new preventative strategies. We therefore calculatedLVEF 36614%
Range (15–45%)different linear and nonlinear HRV parameters from

ICD stored VT episodes [17,25–28]. A new promis-
AA drugs

ing approach for the estimation of autonomic tone, Metoprolol 39 (85%)
the heart rate turbulence [29], is beyond the scope ofClass I or II 0

our paper—it requires a greater amount of data.
ICD indication
MVT 56 (79%)
VF 7 (11%)

CAD, coronary heart disease; DCM, dilated cardiomyopathy; HTN,2 . Methods
hypertensive heart disease; LVEF, left ventricular ejection fraction; AA,
antiarrhythmic drugs; ICD, implantable cardiac defibrillator; MVT,
multiple ventricular tachycardias; VF, ventricular fibrillation.2 .1. Patients

We studied the ICD stored beat-to-beat intervals intervals prior to a sustained VT as well as a control
before the onset of 131 VT episodes and at 74 control tachogram from the same patient. To subdivide the
intervals without VT in 63 ICD patients of the Franz- VT episodes into slow and fast arrhythmias we used
Volhard-Hospital with severe congestive heart failure. the cut-off point of 270 ms. At this cycle length the
No patient had received a class I or class III efficacy of antitachycardia stimulation is low and the
antiarrhythmic drug for 1869 months prior to the differentiation between monomorphic and polymor-
study. The patient characteristics are shown in Table phic VT by a stored bipolar or farfield electrocar-
1. The patients underwent implantation of an ICD diogram is not always possible.
(PCD 7220/7221, Medtronic) capable of storing at
least 1024 beat-to-beat intervals prior to onset of VT 2 .2. Standard heart rate variability analysis
(10-ms resolution), which corresponds to about 15
min. We analyzed the time series just before the onset To detect early signs of life-threatening VT, we
of VT and at an arbitrarily selected control period applied a multiparametric analysis. Before starting
without an arrhythmic event stored just before a the analysis, ventricular premature beats and artifacts
regular ICD follow-up examination. Time series usually should be removed from the time series to
including more than one episode of nonsustained VT, construct the so-called ‘normal-to-normal’ beat time
episode of induced VT, ventricular pacing, or more series (NN). We used the adaptive filtering algorithm
than 10% of ventricular premature beats are excluded [30] for preprocessing of the data. The following
from the analysis. To estimate the amount of ven- standard HRV parameters from time domain [25]
tricular premature beats we use an adaptive filtering were calculated from all corrected and from the
algorithm for preprocessing, which tends to be su- original unfiltered time series: the mean beat-to-beat
perior to standard algorithms [30]. The beat-to-beat interval of the time series (meanNN), the standard
intervals of the VT at the end of the time series were deviation (sdNN), the percentage of beat-to-beat
removed from the tachograms so that we analyzed interval differences greater than 50 ms (pNN50), and
only the dynamics occurring immediately prior to VT. the root mean square of successive beat-to-beat

Fig. 1 shows an example of 1000 beat-to-beat interval differences (rmssd). In addition, the standard
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Fig. 1. One thousand beat-to-beat intervals before a sustained VT (below) and the respective control time series (above) from the same patient. For HRV
analysis, all beat-to-beat intervals of the VT itself at the end of time series are removed from the tachograms.

parameters (VLF, LF, HF, and P) were calculated the time series, we present the following nonlinear
from the frequency domain [25]. VLF represents the concepts of symbolic dynamics and the finite-time
power in the frequency band from 0.0033 to 0.04 Hz, growth rates outlined below.
LF is the power from 0.04 to 0.15 Hz, HF represents
the power from 0.15 to 0.4 Hz, and P denotes the 2 .3. Symbolic dynamics
total power from 0.0033 to 0.4 Hz. The spectra were
estimated using a fast Fourier transformation. To Heart rate variability reflects the complex interac-
avoid any ‘leakage’ effect, a Blackman Harris win- tions of many different control loops of the car-
dow function was applied. The following ratios were diovascular system. With regard to the complexity of
included in the analysis: VLF/P, HF/P, and LF/HF, the sinus node activity modulation system, a more
as well as LFn the normalized low frequency band. predominantly nonlinear behavior must be assumed.
These standard parameters of HRV analysis are based In this way, the detailed description and classification
on linear techniques. To classify dynamic changes in of dynamic changes using time and frequency mea-
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¯sures is often not sufficient. Therefore, we introduced nearest neighborX of the situationX in the recon-k k

methods derived from symbolic dynamics to dis- structed space and observes how these two trajec-
tinguish between different states of the autonomic tories diverge in time [17]. From the original distance
interactions [26,27]. The first step is the transforma- of both states and the distance of the evolved states

T T¯tion of the time series into symbol sequences with X and X after T steps, we calculate the finite-timek k
(n,t,T )symbols from a given alphabet. Some details are lost growth ratel :k

in this process; however, the advantage is that the
T T¯iX 2X i1 k kcoarse dynamic behavior can be analyzed. The pa- (n,t,T )

] ]]]]l 5 ln , k 50, . . . ,N 2 (n 2 1)tk ¯Trameter used, Polvar10 (Probability of low vari- iX 2X ik k

ability, 10 ms difference), characterizes short phases
wheren is the embedding dimension andt the delay.of low variability from successive symbols of a
This value quantifies the local short-term predictabili-simple alphabet, consisting of only the symbols 0 and
ty for each situation or pointX . If the values arek1, where 0 stands for a small difference of less than
positive, the distances increase with time and the10 ms between two successive RR-intervals (10 ms is
state is unstable. The larger the values, the lessthe resolution of the defibrillators used in this study),
predictable is the situation. Negative values reflectand where 1 represent cases when the difference
highly predictable situations. As we have a value ofbetween two successive RR-intervals exceeds this (n,t,T )
l for eachX from the original time series wek klimit, specifically given the time seriesx , x , . . . , x (n,t,T )1 2 N can derive a growth rate time seriesl . Averag-kone obtains the symbol seriessn (n,t,T )ing over k leads to the average growth ratel
which quantifies a global short-term predictability.1: ux 2 x u$ 10 msn n21s 5Hn We determined the rate of growth from the average0: ux 2 x u, 10 msn n21
behavior of the five nearest neighbors to reduce noise

Words consisting of the unique symbols all 0 or all effects. The embedding dimension is 9 and the delay
1 were counted. To obtain a statistically robust time is 1, i.e. a state is defined by nine consecutive
estimate of the word distribution, we restricted our- values of the time series. The average finite time
selves to the 64 words defined by six consecutive growth rate for an evolution timeT 5 1 is denoted as
symbols. Polvar10 represents the probability of the Fitgra9 (Finite time growth rates, dimension9). For
word 000000 occurring and thus detects even inter- heart rate time series, this parameter can be inter-
mittently decreased HRV. We introduced this parame- preted as a measure of regularity. The smaller this
ter with the knowledge that a decreased HRV is a risk value, the larger is the number of epochs with regular
marker in cardiac patients [25]. The standard parame-or predictable short-term dynamics in the HRV time
ters of HRV analysis such as sdNN and rmssd are notseries indicating a loss of short-term variability.
able to detect short phases with a decreased HRV.

2 .5. Statistical analysis

2 .4. Finite time growth rates
We calculated the parameters described in the

previous sections for both the VT and the control timeA second approach to characterize dynamic be-
series and then tested for equality of the averagedhavior is the finite time growth rates which are
values obtained from both groups. The statisticalderived from the concept of Lyapunov exponents
analysis was based on the two-tailedt-test as well as[31,32]. For the calculation of the growth rates, the
the nonparametric Mann–WhitneyU-test.state of the system is reconstructed using delay

coordinates [33]. In this space, the actual dynamic
behavior can be represented by a point and the time
evolution of the system by a trajectory. To analyze 3 . Results
the stability or predictability of a current situation
over a given durationT, its time evolution is com- We observed 131 VT episodes and 74 control
pared with the time evolution of the closest analogous series in 63 patients. Sixty-four VT episodes and 27
situations found in the past, namely, one searches thecontrol series were not included because of atrial
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Table 2 length was 310653 ms. Comparing the HRV parame-
Summary of 47 control series compared to 67 VT time series ters of all 67 VT and 47 control time series, only the

Control VT P-value mean sinus rhythm cycle length showed differences,
n547 n567

the time series leading to VT had a significantly
meanNN filtered 760.816140.22 694.436138.09 ,0.01 shorter cycle length (meanNN 694.46138.1 ms), than
meanNN unfiltered 760.966139.92 693.926138.37 ,0.01

the control time series (meanNN 760.86140.2 ms).Ectopy time (s) 68.2698.1 96.06129.9 n.s.
Ectopy time (%) 9 14 n.s. The ectopy time, calculated as the sum of the
VT cycle length 309.6652.50 coupling interval and the following pause of all

n.s., not significant,P$0.05. premature beats, did not differ between the VT and
control time series. The ectopy time of the VT group

fibrillation, permanent pacing, incessant VT, incom- was 96.06129.9 s according to 14% of all 1024
plete storage of episodes, or storage artifacts. The beat-to-beat intervals and 68.2698.1 s, according to
remaining 67 VT episodes and 47 control series from 9% of the control time series (P.0.05). These results
46 patients comprise the report. The mean VT cycle are summarized in Table 2.

Fig. 2. One thousand beat-to-beat intervals before a VT time series with many ventricular premature beats (above lined, below dotted). When more than
10% ventricular premature beats are present, or when artifacts are abundant, all filtering procedures fail [30]. No useful HRV parameter of the sinus rhythm
can be determined in these cases and only the mean heart rate provides a hint of sympathetic activity.
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Table 3 time growth rates, showed significant differences
The results of 34 control and 36 VT filtered time series, with less than between VT (Polvar1050.1360.17, Fitgra9510% premature beats

0.1460.04, P-value for Polvar10,0.05) and control
Control VT P-value

(Polvar1050.0560.05, Fitgra950.1760.06, P-valuen534 n536
for Fitgra9,0.05) time series.

meanNN 731.736122.24 683.326157.24 n.s.
We were next interested if there were RR-intervalsdNN 49.00625.13 49.09635.83 n.s.

pNN50 0.01860.022 0.01460.025 n.s. behavior differences between slow and fast VT and
rmssd 16.5068.37 13.7467.79 n.s. their corresponding control time series. The subdivi-
VLF/P 0.5260.17 0.5460.15 n.s.

sion was made by the VT cycle length, namely aLH/HF 3.2861.54 3.9364.02 n.s.
HF/P 0.0460.04 0.0560.04 n.s. 270-ms cut-off point. All VT episodes with a cycle
LFn 0.7360.12 0.7260.15 n.s. length#270 ms were defined as potentially fatal VT.
Polvar10 0.0560.05 0.1360.17 ,0.05 We had 48 slow VT episodes with 35 correspondingFitgra9 0.1760.06 0.1460.04 ,0.05

control time series and 19 fast VT episodes and 17
n.s., not significant,P$0.05.

corresponding control time series. Amongst these
time series were 25 slow VT episodes and 21

Recent studies demonstrated the circadian rhythm corresponding control time series as well 11 fast VT
of HRV, it could be shown that this diurnal rhythm is time series and their 13 control time series which had
more marked in the healthy population and in the low ,10% premature ventricular beats. These latter time
risk group than in high-risk patients [34]. The data series were used for further analyses. In the filtered
we analyzed were recorded from a high risk group, time series comparisons, the slow VT were preceded
therefore, the circadian variations should not have a by a significantly shorter sinus rhythm cycle length
significant influence in our analysis. All control data (665.76137.8 ms) than their corresponding controls
sets were stored just before a regular ICD follow up (771.16154.3 ms,P,0.01). The traditional linear
examination in the day time from 08:10 h to 16:48 h, HRV parameters of the slow VT time series and their
the mean follow-up time was at 11:51 h. The VT controls did not show significant differences (except
events range from 00:02 h to 23:45 h, with the mean meanNN, see Table 4). However, the nonlinear
time of 12:35 h. More than 64% of all VT episodes parameters Polvar10 and Fitgra9 revealed significant
occurred in the day time between 08:00 h and 20:00 differences as shown in Table 4.
h. Even though 36% of the tachyarrhythmias hap- The fast VT episodes were preceded by an in-
pened at night the mean beat-to-beat interval before creased sinus rhythm cycle length (828.06169.4 ms),
an VT event was significantly shorter. However, one compared to the control time series (650.96136.1).
would expect that at night it would be larger and thus However, the HRV analysis did not indicate any
it seems to be that the circadian variation is not significant difference. The nonlinear parameters
relevant in our study.

Since the filter methods in time series with a large Table 4
number of premature beats are relatively ineffective, Filtered time series of VT cycle length.270 ms and their controls with

less than 10% ventricular premature beatsas compared in Fig. 2, we calculated the HRV
parameters in a second step for 36 VT and 34 control Control VT P-value

n521 n525time series with less than 10% of premature beats, as
meanNN 771.356154.30 665.686137.81 ,0.01given in Table 3. The difference in the mean cycle
sdNN 57.13634.19 49.39637.47 n.s.length of the VT time series (meanNN 683.36157.2
pNN50 0.0460.11 0.0160.03 n.s.

ms) and the control time series (meanNN rmssd 21.18621.51 12.9869.22 n.s.
731.76122.2 ms) were only apparent as a trend. The VLF/P 0.3060.24 0.2660.21 n.s.

LH/HF 3.4561.37 3.9464.27 n.s.other time and frequency domain HRV parameters
HF/P 0.0560.05 0.0560.04 n.s.showed no significant differences between VT and LFn 0.7660.06 0.7360.13 n.s.

control time series. However, the parameters of Polvar10 0.0460.05 0.1360.18 ,0.05
Fitgra9 0.1660.06 0.1360.04 ,0.05nonlinear HRV analysis Polvar10, characterizing

short phases of low variability, and Fitgra9, the finite- n.s., not significant,P$0.05.
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Table 5 Polvar10 and Fitgra9 had similar numeric differences
Comparison of filtered VT time series#270 ms cycle length and.270 as the fast VT time series. The small group sizesms cycle length; 25 series with VT.270 ms versus 11 VT series with

were likely responsible for the failure to identify#270 ms

statistical significance.VT CL.270 ms VT CL#270 ms P-value
n525 n511 The contrast between slow and fast VT time series

becomes more clear by a direct comparison as shownmeanNN 665.686137.81 828.046169.44 ,0.05
sdNN 49.39637.47 73.62650.91 n.s. in Table 5. Whereas the slow VT episodes were
pNN50 0.0160.03 0.0560.04 ,0.05 preceded by an increase in heart rate indicated by the
rmssd 12.9869.22 22.56611.80 ,0.05

shorter cycle length (665.76137.8 ms), the fast VTVLF/P 0.2660.21 0.5560.08 n.s.
LH/HF 3.9464.27 4.9062.80 n.s. episodes were triggered during significant slower
HF/P 0.0560.04 0.0460.03 n.s. heart rates (828.06169.4 ms,P,0.05). Fig. 3 shows
LFn 0.7360.13 0.7860.14 n.s. the 1-min-averaged beat-to-beat intervals before thePolvar10 0.1360.18 0.0860.18 ,0.05

onset of VT for both groups. The averaged beat-to-Fitgra9 0.1360.04 0.1360.03 n.s.

beat interval for the slow VT group decreases 2 minn.s., not significantP$0.05.

Fig. 3. The averaged 1-min beat-to-beat intervals for the slow and the fast VT group. The values of the fast VT group are significantly higher compared to
the beat-to-beat intervals in the slow VT group. Moreover, there is a clear trend for an increase in heart rate from minute 9 to 1 in the slow VT group.
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Fig. 4. Two representative VT episodes. The upper time series shows the development to a slow VT. The heart rate increased and the HRV decreased. In
contrast, the lower time series demonstrates the evolution to a fast and potentially fatal VT. No changes in heart rate are visible before the onset of VT.

before the onset of VT whereas it remains constant [35,36]. Our data confirm these results, however, we
on a higher level for the fast VT group. There were could not find a difference in diurnal variation
also significant differences in other HRV parameter between the slow and the fast VTs. The slow VTs
analysis detected by the pNN50, rmssd and Polvar10 occurred between 00:02 h and 23:45 h with a mean
(P,0.05). Fig. 4 demonstrates the basic principle. time of 12:37 h, whereas the fast VTs happened
The slow VT develops from a sinus arrhythmia while between 02:12 h and 21:23 h with a mean time of
the fast VT shows no heart rate increase prior to 12:30 h. The percentage of daytime VTs (from 08:00
onset. h to 20:00 h) was 62% in the slow and 69% in the

Beside the circadian rhythm of HRV there is also a fast VT group. Since we have more fast VTs in the
circadian pattern of ventricular tachyarrhythmias. The day time we would expect to have a higher heart rate
incidence of VT is higher in the morning hours and before such events. However, as shown in Table 5,
the afternoon than in the sleeping time at night the mean heart rate is significantly slower in the fast
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VT group. Thus, it seems to be that the differences bias. However, we could show that there is seemingly
found between the slow and the fast VT group were no influence from circadian variation of HRV.
not due to circadian variation of VT occurrence. Another important finding in our study was the

Finally, to validate the results obtained above we significant RR-interval difference before the onset of
carried out a validation paired statistical analysis, slow and fast VT. The onset of slow VT was
which considered only one VT and the respective characterized by a significant increase in heart rate,
control series. The results in Table 2 were confirmed; compared to the corresponding control time series.
the differences in mean heart rate remained signifi- By estimating the linear HRV parameters, there were
cant (P,0.05). The same proved true for the data in no differences between the slow VT and control time
Table 3; the significant differences for Polvar10 series. However, by the methods of nonlinear HRV
increased toP50.03. TheP-value for Fitgra9 was analysis with the Polvar10 and the Fitgra9, we were
0.05. Comparing slow VT episodes and their controls able to identify significant differences in the data sets.
given in Table 4, the significant differences for In contrast, the time series before fast VT showed a
meanNN, Polvar10, and Fitgra9 were confirmed as different behavior. The fast VT episodes were trig-
trends (P50.07,P50.06, andP50.10, respectively). gered during decreased heart rates, compared to the
When we compared the VT and the control series of control time series. This finding was not significant;
fast VT, no significant differences were found (not however, it was a recognizable trend. The standard
shown here). From Table 5, only the significant HRV parameters also showed no significant differ-
differences in meanNN were confirmed as a trend ences. The nonlinear parameters had the same results
(P50.06). as the slow VT results, but the differences were not

significant because of the small group sizes. The
opposing effects of the autonomic nervous system
prior to fast and slow VT episodes were more evident

4 . Discussion by the direct comparison of the triggering time series.
There were significant differences prior to VT as well

We identified significant differences in the dynamic in the standard parameters meanNN, pNN50 and
behavior of beat-to-beat intervals between the VT and rmssd as in the nonlinear parameter Polvar10.
control time series by means of nonlinear dynamics. In our study, we could confirm the circadian
The parameters Polvar10 and Fitgra9 reflect increased pattern of ventricular tachyarrhythmias. The inci-
short phases with low variability in patients with dence of VT is higher during the day time than at
congestive heart failure. This result demonstrates that night [35,36]. However, we did not find a difference
a loss of short-term variability precedes the onset of in diurnal variation between the slow and the fast

¨VT [17]. Similar findings were reported by Makikal- VTs. Thus, it seems to be that the above differences
lio and Skinner, who estimated other parameters of were not due to circadian variation of VT occurrence.
nonlinear dynamics during Holter monitoring in post We assume that these differences illustrate a
myocardial infarction patients [10,37]. In accord with different role of autonomic regulation prior to the
other authors reporting HRV analyses before VT start of VT in both groups. Therefore, various types
during Holter monitoring [8–10,38–42] and from of ventricular arrhythmias with a different risk for
ICD stored episodes [20], we could not find signifi- sudden death may have been triggered during sig-
cant differences in time or frequency domain parame- nificantly different activation states of the sympa-
ters in our HRV analyses. The increase in heart rate thetic and vagal nervous systems. Whereas slow VT
before the start of the VT described by Nemec et al. began during sympathetic activation, as identified by
[20], Pruvot et al. [43] and Lombardi et al. [44] was significantly increased heart rate and decreased linear
confirmed in our data set (Table 2). parameters of heart variability prior to VT, the fast

It is well known that there is a circadian rhythm of arrhythmias were preceded by decreased heart rates.
HRV [34]. Since all control data sets were stored in Both types of arrhythmias were triggered during
the day time, the VT events however are distributed periods with increased short phases with low vari-
over the whole day, one might expect an important ability. This result suggests that the myocardium
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