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How do we study long-term policy challenges where the outcomes are difªcult
to anticipate far into the future? After a brief overview of the broad classes of
methods used to inform long-term policy decisions, this article will review in
more depth three analytic methods—statistical methods, robust decision-
making, and adaptive agent-based models—that provide innovative examples.
The article considers the application of each method to climate change, the
quintessential example of a difªcult, long-term policy challenge.

Statistical methods, which ªnd past patterns in data and project them into
the future, are an example of the broader class of quantitative forecasting meth-
ods. Applied to climate change, statistical methods have been employed in the
debate on the Environmental Kuznets Curve (EKC) which envisions a model of
the various stages of pollution intensity as economies become substantially
richer. Robust decision-making (RDM) draws from both the broad classes of
formal decision analysis and scenario planning. RDM relates short-term policy
interventions to different clusters of long-term environmental futures. Adaptive
control, along with multi-agent modeling, provides a novel ability to analyze
cooperation and conºict among multiple agents in their choice of strategies.
The comparison of all three methods focuses on the challenge of global climate
change and a potential transition to a low-carbon future. In the ªnal section, we
will offer guidance on choosing among methods.

Overview of Methods Used to Study Long-Term Policy Challenges1

People have long speculated about the future, both as a means to satisfy their
curiosity and in order to inºuence the course of events. They have used means
ranging from narratives of the future, to academic techniques such as Delphi
and Foresight (explained below), to quantitative modeling, formal decision
analysis, and scenarios. This breadth of methods suggests that a rich trove of ex-
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perience and insights exists to guide future efforts but that no existing method
satisfactorily addresses perhaps the key challenge of long-term policy analysis—
how to come to grips with the many alternative plausible futures?

From the earliest times, storytelling has been an important vehicle for de-
veloping and communicating explanations of the future. Written accounts of
utopias—ideal societies whose citizens live in a condition of harmony and well
being—date back at least as far as Plato’s Republic (c. 360s BC). In more recent
times, science ªction has used the dynamics of social and scientiªc-technical
change as a springboard to explore the currents propelling people away from
their familiar worlds. Such narratives of the future provide an extraordinarily
powerful means of engaging the imagination. The obvious problem with using
narratives about the long term to inform present-day actions is that, while these
stories may offer compelling, insightful commentary about current options,
they are usually wrong in many important details about the future.

Narratives generally ºow from the imagination of a single individual. In
attempts to improve their accuracy, futurists have developed various processes
to assemble the wisdom of groups. Delphi methods,2 ªrst developed at the
RAND Corporation in the 1950s, seek consensus on future trends from a wide
range of experts. In successive rounds, experts respond to a list of questions,
view each other’s answers, and then revise their views in light of what others be-
lieve. The answers are presented anonymously to eliminate any undue weight
on the response from high status members of the group. In contrast to Delphi,
Foresight exercises3 are open group processes that aim to create venues where
leaders from governments, business, science, technology, and other sectors can
come together to share normative and positive views on future developments.
Both Foresight and Delphi can successfully amalgamate prevailing expert opin-
ion, but the scale of these enterprises and their focus on consensus often makes
it difªcult for them to articulate a wide range of futures, particularly those with
discontinuities, wild cards, or surprises.

Futurists employ a wide range of quantitative methods, from statistical
forecasting to simulation models, to trace out paths into the future. Simulation
models4 in particular play an important role because of their ability to methodi-
cally track how different components of a system interact with each other and
how over time these interactions can cause signiªcant deviations from current
trends. This ability is crucial, since shifts or discontinuities in today’s trends of-
ten prove most salient in creating future dangers and opportunities and there-
fore in determining the challenges policy-makers face in shaping the long-term
future. Simulations can also create a virtually unlimited set of future paths. The
difªculty is that any simulation model of the future is sure to be wrong. In par-
ticular ªelds of inquiry, simulations can incorporate known facts into a single
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package and serve as a surrogate for the actual system. Thus aerospace engineers
can conªdently simulate the performance of a yet-unbuilt aircraft. Futurists,
however, aim to simulate novel, uncertain conditions. Their models are unveri-
ªable and virtually certain to miss some important trend or interaction.

Formal decision-analytic methods5 aim to address such uncertainty about
the future. The most common approaches characterize uncertainty by placing
probability distributions over future states of the world and then using this in-
formation to rank the efªcacy of alternative policy options. For instance, an
analysis of long-term climate policies might characterize uncertainty about the
climate’s sensitivity (a key scientiªc estimate of how much the climate may
warm due to a given amount of human emissions) with a probability distribu-
tion that suggests a high likelihood of a moderate value but some small chance
of a devastatingly large value, generating signiªcant risks of catastrophic events.6

These probabilistic approaches can prove immensely valuable for many deci-
sion problems where the risks are relatively well characterized. But many long-
term policy problems present deep uncertainties where the probabilities them-
selves are uncertain and the models that incorporate these probabilities are
unveriªable. In such situations, these probabilistic approaches can lead policy-
makers astray because they will tend to underestimate the uncertainties and
may contribute to political gridlock because they rest policy choices on unveri-
ªable assumptions and models.

Scenario planning7 explicitly embraces the concept of multiple views of
the future. Scenarios are descriptions of possible paths into the future and are
often produced by group exercises that generate three or four such possible
paths, intended as a set to stimulate a group’s thinking and to help them evalu-
ate strategies that might perform well across multiple futures. Scenarios are of-
ten presented in narrative form to capture decision-makers’ imaginations, and
usually combine a familiar future with challenging ones to help decision-
makers overcome psychological barriers to confronting an appropriately wide
range of potential outcomes. However, current scenario practice often falls short
of the method’s potential promise. In particular, it is often hard to capture a full
range of the relevant futures in three or four scenarios, so that the choice of any
small set may seem arbitrary or biased. In addition, it is not clear how to relate
scenarios to a formal process that compares the efªcacy of alternative policy
choices.

Three Methods to Study Long-Term Climate Policy

While the broad classes of potential approaches to analyze long-term environ-
mental policy have been sketched above, considerations of space suggest con-
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centrating on three prominent examples in more detail, namely statistical meth-
ods, robust decision-making, and a range of adaptive and agent-based models.
We use the example of climate change throughout to illustrate major aspects of
these respective methods. The methods can be applied to a much broader set of
global environmental issues, however, such as nuclear waste, biodiversity, or
desertiªcation.

Statistical Methods

What is statistics about? A crisp answer has been provided by Braumoeller and
Sartori:

[Statistics] permits the researcher to draw inferences about reality based on
the data at hand and the laws of probability. The ability to draw inferences is
immensely helpful in assessing the extent to which the empirical expecta-
tions generated by theories are consistent with reality.8

Training in statistics is now common in many ªelds of social science and
an extensive textbook literature exists.9 Statistical analyses of environmental
policy are becoming more common;10 they have also been applied to the effect
of international environmental institutions.11 Of particular importance in the
context of long-term environmental policy is the use of statistical models as one
of the available quantitative methods for forecasting the key drivers of future
pollution trajectories in view of the increases in wealth that we observe over the
past half century around the globe. One example of statistical analyses is the En-
vironmental Kuznets Curve (EKC), a hypothesis that captures the nexus be-
tween increasing wealth and pollution, the latter either conceptualized as expo-
sure to pollution or as per capita emissions. In the following, we will ªrst
characterize the basic argument behind the EKC and second introduce the read-
ers to the central debate about the validity and shortcomings of the state of re-
search. In a third step, we will suggest under which conditions statistical meth-
ods might be best employed to assess environmental transitions.

Environmental Kuznets Curve

Much of the modern debate on the EKC can be attributed to Grossman and
Krueger12 who suggest that for urban sulfur dioxide concentrations and smoke
we can observe a trajectory of pollution continually rising with increasing levels
of per capita income. Once a turning point is reached, pollution decreases as per
capita income increases further, amounting to a stylized bell-shaped or inverted
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U-shaped curve. This turning may occur close to or at a substantial distance
from some critical ecological threshold or normatively preferred state of the en-
vironment (see Figure 1). The bell-shaped trajectory is related to a similarly
shaped trajectory which Simon Kuznets originally hypothesized for the degree
of inequality as societies increase per capita income over time. This pattern for
urban sulfur dioxide concentrations and smoke is supposed to hold across
42 countries included in the study. By contrast, a close to monotonically declin-
ing pattern was found for suspended particles. Dasgupta et al. augment the ex-
pectations underlying the EKC:

In the ªrst stage of industrialization, pollution in the environmental Kuz-
nets curve world grows rapidly because people are more interested in jobs
and income than clean air and water, communities are too poor to pay for
abatement, and environmental regulation is correspondingly weak. The bal-
ance shifts as income rises. Leading industrial sectors become cleaner, peo-
ple value the environment more highly, and regulatory institutions become
more effective. Along the curve, pollution levels off in the middle-income
range and then falls toward pre-industrial levels in wealthy societies.13

The EKC Debate

While Seldon and Song14 provide early support for the ªndings by Grossman
and Krueger 1991, albeit with different turning points (peaks), we nevertheless
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Figure 1
Stylized Environmental Kuznets Curve

Source: Huang, Lee, and Wu 2008, 240.



witness a lively debate over the past two decades on the EKC, in particular over
whether the ªndings are induced by the choice of datasets, the speciªcation of
the statistical models, and the statistical methods chosen. In combination, these
points illustrate the advantages and disadvantages of employing statistical
methods to analyze long-term pollution trajectories. We will turn to each of
these issues further below.

First, data on sulfur emissions provides the most consistent support for
the inverted U-shaped relationship between per capita wealth and per capita
pollution emissions (or concentrations). The record is generally more mixed for
other pollutants. Some of the discussion relates directly to the questions to
which degree the ªndings depend on the particular dataset chosen. In an exten-
sive re-analysis of the original study of Grossman and Krueger 1991, Harbaugh,
Levinson, and Wilson15 probe the original dataset for comprehensiveness, du-
plication, and errors and conclude that some of the revision of data may lead to
substantively different shapes of the functional relationship, such as different
peaks or more S-shaped relationships. Countries with more monitoring sites
may be relatively overrepresented in cross-sectional comparisons, if appropriate
corrections are omitted. Furthermore, the functional trajectory may vary widely,
depending on how the dependent variable is conceptualized and how the over-
all model is speciªed. As a consequence, they ªnd U-shaped rather than in-
verted U-shaped relationships between per capita wealth and pollution.16

Finally, there seem to be different pollution trajectories for wealthy as compared
to less wealthy countries.

Second, the speciªcation of the econometric models may inºuence the
ªndings. Most regression models explain pollution (e.g. per capita emissions or
pollution concentrations) as a function of per capita gross domestic product
(GDP), raised to the ªrst, second, and third powers. Some studies also include a
range of control variables. In general, there is very little theoretical guidance re-
garding which control variables to include, thereby reducing the potential of
statistical methods to test speciªc theories or hypotheses. Various summary re-
views of the EKC controversy conclude that trade openness either does not
matter17 or that no clear picture emerges.18 Political variables seem to play an
important role, perhaps even a dominant role. For example, Dasgupta et al.19

suggest that if the damage from pollution is recognized as wealth increases,
more resources can subsequently be dedicated for pollution reduction, and the
prospects for law enforcement improve as wealth rises. Furthermore, as we wit-
ness a rise in environmental NGOs over the past few decades, it is plausible that
their activities have begun to inºuence pollution patterns.20 As a consequence,
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pollution policies may actually dampen the EKC and allow latecomers to avoid
the historical peaks generated by the early industrializers (see also dashed trajec-
tory in Figure 1).

A third aspect of the EKC debate relates to the statistical methods chosen
for analysis. Early studies focused on cross-national analyses, although the con-
ceptual point of the EKC is a longitudinal country-level trajectory over time
which can be properly captured by cross-level analysis only under very fortunate
conditions.21 Later analyses used time series cross-sectional analyses, especially
random effects and ªxed effects models which make substantially different as-
sumptions about the components of the error term. Since there is growing
agreement on the appropriateness of the use of ªxed effects models (time-
invariant effects which may vary considerably across countries), it is important
to note that broad generalizations beyond the sample analyzed cannot be made
as country-speciªc effects need to be taken into account.22 Finally, it has been
questioned whether persistent trends have been adequately modeled in various
analyses of the relationship of pollution with per capita wealth. If both compo-
nents of the analysis are trends, co-integration must be explicitly modeled to
avoid inappropriate inferences.23

The hypothesis of an inverted U-shaped relationship between environ-
mental dangers and per capita wealth has been applied to a variety of domains
outside classical air pollution, including biodiversity, conservation issues, water
pollution, and carbon dioxide emissions. Given the importance of a changing
climate, we brieºy review the state of research regarding a possible EKC for car-
bon emissions.

The empirical support for an EKC in the case of carbon dioxide is mixed24

(see also Figure 2). A recent review of studies found that slightly more studies
displayed an inverted U-shaped trajectory as opposed to other functional rela-
tionships between per capita wealth and per capita CO2 emissions.25 Differences
in data sources do not lead to substantively different analyses.26 In particular,
the bell-shaped trajectory is more pronounced for OECD countries, whereas the
trajectory for non-OECD countries clearly levels off and displays a minor de-
cline of carbon dioxide emissions as per capita wealth increases.27 Such a
ªnding, however, should not be surprising as only countries which made the
complete transition from poverty to wealth should provide diachronic support
or lack of support for the EKC, whereas low- and mid-income level countries
have not yet traversed the full range of the values for economic wealth.

Many of the analyses of an EKC for carbon dioxides restrict themselves to
the core question of the effect of wealth on pollution emissions28 whereas com-
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paratively few studies also include time as well as country effects. Schmalensee,
Stoker, and Judson29 ªnd support for the EKC trajectory, yet also highlight that
country effects may be particularly pronounced even over four decades, whereas
remaining within-country variation is accounted for in roughly equal propor-
tions by time and income effects. Others call into question whether an EKC pat-
tern can be found for non-OECD countries as these countries may not follow a
uniform model of economic/environmental stages.30 The latter study suggests
that we should not expect a homogenous pattern across countries.

The data in Figure 2 illustrate that different countries have been following
different trajectories since the second half of the 20th century. Some mature
developed countries, such as the US, Australia, and Spain are still trending
upwards in terms of per capita emissions as their per capita wealth increases.
China and India, as rapidly developing countries, are increasing their per capita
levels substantially, although China is clearly more carbon-intensive than India
is at comparable levels of economic development. Three industrialized coun-
tries, namely Germany, France, and the UK, have managed to reach a turning
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The Carbon Kuznets Curve (1960–2004)
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point and are reducing per capita carbon emissions as their wealth increases.
Our data suggest that different clusters of industrialized countries follow differ-
ent trajectories.

As in the case of the general discussion of the EKC, many authors suggest
that factors other than economic wealth should be included in better speciªed
models. Policies and institutional variables, international trade exposure, as
well as the diffusion of technologies, should be considered for inclusion. If we
can corroborate the existence of distinct clusters of pollution trajectories, we
will have to account for political, locational, and other explanatory factors
which set such groups of countries apart. If differences between clusters remain
persistent, we may also have to conjecture different sets of policy advice for cop-
ing with the various trajectories. Applied to rapidly developing countries such as
India, Brazil, and China, this would pose the vexing question of whether they
are more likely to follow the upward sloped cluster of developed countries or
whether they follow the bell-shaped cluster. The “choice” among trajectories
may be consequential for the amount of global greenhouse gas emissions gener-
ated as well as the climate impacts to be expected.31

The Usefulness of Statistical Methods

The discussion surrounding the proposition of an EKC has spurred a vivid de-
bate, but remains inconclusive. Differences in assessments may spring from data
problems, different speciªcations of statistical models, or the choice of econo-
metric estimation techniques. Thus, statistical methods leave the reader in an
uncomfortable situation with respect to assessing the EKC hypothesis. How
could we do better? And how useful are statistical methods for making long-
term forecasts?

There has been considerable experience in using statistical models to
make forecasts of GDP over long periods of growth. Once the oil price crises of
the 1970s and early 1980s shattered the structural relations among the input
factors for production, long-term economic predictions of GDP looked highly
inadequate compared to reality. Making forecasts over the next 50 to 100 years
for climate trajectories would engender wide uncertainty bands. We should ex-
pect structural uncertainties to originate from future economic performance,
political variables (ability to induce low-carbon transitions?) and technological
advances. While statistical models are well suited to analyze the past and very
useful for short-term forecasts, we only recommend conditional forecasts based
on speciªc assumptions about important clusters of variables.

More generally ex post analyses should be conducted over long time spans,
e.g. 50 to 100 years, to capture economic as well as environmental transitions
rather than focus on shorter time spans of 15 to 20 years. Such long trajectories
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would also better probe the (thin) theoretical proposition of the EKC as long-
term patterns. In addition, more complete speciªcation of the explanatory side
of the statistical analyses would reduce undue reliance on overly simple models.
For example, it is likely that institutional variables and wealth interact, thereby
leading to more nuanced theoretical propositions. In some respect, this would
be a welcome return to the beginning of the EKC discussion on the decomposi-
tion of the factors which account for environmental transitions.32 And while sta-
tistical models are not well suited for forecasts over half a century or longer, they
may help inform the development of multiple scenarios, which can then be
used in a decision-analytic framework such as robust decision-making to sys-
tematically examine how near-term policy interventions relate to sets of poten-
tial long-term futures.

Robust Decision-Making

Any long-term environmental policy analysis must confront the fundamental
challenge that the long-term future remains fundamentally unpredictable.
Long-term forecasts—whether generated by statistical extrapolations, causal
models, or future narratives—can certainly provide valuable insights, but savvy
policy-makers cannot conªdently rely on a prediction of events decades into the
future to inform their decisions. The failures of long-term forecasts are legend.
Any future projections based on statistical analysis of observed trends are valid
only insofar as the future exhibits no signiªcant and novel deviations from past
patterns of behavior. Policy analysts may respond to the unpredictability of the
long-term future by offering predictive models as a means to generate insights,
constructing scenarios from model outputs, or ignoring the long-term all to-
gether.

This unpredictability of the long-term future is one instance of “deep un-
certainty,” a condition where the parties to a decision do not know or do not
agree upon the system model relating potential actions to outcomes, the prior
probabilities for the value of key uncertain input parameters to the system
model(s), and/or the value function that should be used to rank alternative out-
comes. A number of different terms have been used for concepts similar to what
we deªne as deep uncertainty. Knight33 contrasted risk and uncertainty, using
the latter to denote unknown factors poorly described by quantiªable probabil-
ities. Ellsberg’s paradox34 addresses conditions of ambiguity where the axioms
of standard probabilistic decision theory need not hold. There is an increasing
literature on ambiguous and imprecise probabilities.35 The Info-Gap Decision
Theory addresses conditions described as severe uncertainty.36
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Robust decision-making is a decision theoretic framework that aims to
support decisions under such conditions of deep uncertainty. As such, RDM
provides a natural and useful method for conducting long-term policy analysis.
In contrast to more traditional decision-analytic approaches, RDM treats uncer-
tainty with multiple representations of the future, as opposed to a single
(probabilistic) forecast, and uses robustness, as opposed to an optimality condi-
tion, to evaluate alternative strategies that might be pursued by policy-makers.37

Thus, in contrast to other quantitative decision-analytic methods, RDM also
adopts key concepts from scenario planning.38

In brief, RDM uses computers to support an iterative, quantitative process
in which policy analysts use the computer to a) lay out a wide range of plausible
paths into the long-term future and b) look for near-term policy options that
are robust—i.e. that, compared to the alternatives, perform reasonably well
across a wide range of those futures using many different values to assess perfor-
mance.39 The process begins by proposing one or more near-term strategies that
may be robust across a wide range of futures. Computer simulation models
and/or extrapolations from data then suggest a wide range of potential future
states of the world and test the performance of proposed strategies in each fu-
ture state. Statistical algorithms then summarize the key characteristics of those
states where each strategy performs poorly compared to the alternatives.40 The
strategies can then be revised to hedge against these stressing futures, and the
process is repeated for the new strategies.41

This process thus helps policy-makers to identify strategies whose good
performance is relatively insensitive to the key uncertainties and to characterize
the key tradeoffs among such robust strategies. Rather than requiring reliable
predictions of the future, this process allows policy-makers to gain a systematic
understanding of their best near-term options for shaping a long-term future
while fully considering not all, but at least a vast multiplicity of plausible fu-
tures. It is important to note that RDM aims not to support science by generat-
ing theory-based predictions that can be empirically tested as true or false, but is
intended to use natural and social science information to support and improve
policy decisions. Because a robust strategy meets multiple objectives reasonably
well over a wide range of plausible futures, RDM is particularly useful when
many parties to the decision have different expectations and interests. The ap-
proach can help groups reach consensus on near-term actions without requiring
agreement either on the particular future that is likely to come to pass or the ob-
jectives that the policy shall achieve.
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It is useful to contrast RDM with the more traditional optimum expected
utility approach to decision analysis.42 These “predict-then-act” approaches be-
gin with a system model that describes how the choice of strategy may affect
outcomes of interest. Uncertainties are characterized with a single set of joint
probability distributions over input parameters to the system model. The analy-
sis recommends the strategy with the optimal expected utility contingent on
these distributions. This process, which provides the basis for most existing
methods of risk and decision analysis,43 requires sufªcient information so that
one can calculate the probability distributions of future outcomes of interest.
This is why this approach has been labeled “predict-then-act.” For instance, an
insurance company might predict the likelihood a particular driver would suffer
an accident in the coming year before deciding what premium to charge.

Predict-then-act approaches have proven extraordinarily useful for a wide
range of decision problems, but can run into problems under the conditions of
deep uncertainty almost universally characteristic of long-term policy problems.
Predict-then-act can encourage analysts and decision-makers to be overcon-
ªdent in their estimates of uncertainty in order to make predictions more tracta-
ble and can make it more difªcult for parties with different expectations and
values to come to agreement on actions, since the method asks them ªrst to
agree on predictions. It can also lead to strategies that are vulnerable to surprises
which might have been countered had the available information been used dif-
ferently.44 Lempert and Collins45 compare RDM, optimum expected utility, and
precautionary approaches to an environmental decision problem similar to that
posed by abrupt climate change, that is, one involving a physical system with a
potentially sudden, adverse response if pollution concentrations exceed some
deeply uncertain threshold level. This study suggests that the RDM approach is
preferable to the optimum utility approach when two conditions both hold.
First, the uncertainty must be sufªciently deep. Second, the set of alternative
policy options must be sufªciently rich to allow of the potential for robust strat-
egies. Many long-term environmental problems ªt these two criteria.

RDM has been used in a variety of studies of long-term climate change
policy. For instance, RAND recently used the approach to help Southern Califor-
nia’s Inland Empire Utilities Agency (IEUA) assess vulnerabilities related to cli-
mate change in its long-range water resource management plans and to evaluate
its most effective options for responding to those vulnerabilities.46 IEUA serves a
semi-arid area of roughly 800,000 people with an expected 30 percent popula-
tion growth over the next twenty years. Like all California water utilities, IEUA is
required by law to look several decades into the future and demonstrate how
they will meet projected water demand in their service area. Such planning pro-
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cesses have traditionally assumed that the statistics of future regional climate,
for instance precipitation patterns, will be similar to historic patterns in each re-
gion. Under climate change, this assumption of statistically stationary climate is
likely to fail. In particular, IEUA anticipated that their current long-range plans
might adversely be affected by future changes in precipitation, storm intensity,
and declines in California snow pack. RAND used RDM to help IEUA lay out
several hundred long-term scenarios that explored a range of future climate con-
ditions, as well, as a range of other key uncertain planning assumptions such as
the timing of achieving resource-development milestones, local hydrology, wa-
ter use intensity in future development, the future costs of various responses op-
tions, and the impacts of climate change on imported water supplies. The analy-
sis identiªed the key vulnerabilities to IEUA’s current plan, and suggested that
these vulnerabilities could largely be eliminated by a) more aggressive near-
term efforts to promote water conservation and b) careful monitoring of cli-
mate trends and responding with additional measures if adverse trends are de-
tected in the future.

These results were presented in a series of workshops to IEUA’s leadership,
technical staff, local elected ofªcials, and representatives of the local business
and environmental communities.47 Survey methods were used in an attempt to
measure the impacts of this analysis on these constituencies with diverse inter-
ests and expectations about the future. In particular, the surveys inquired about
improvement in participants’ understanding of the climate challenge and any
change in views regarding the agency’s best near-term actions as a result of par-
ticipation in the RDM analysis. Improvements on both measures were detected.
Respondents reported that they thought RDM would be difªcult to explain to
their colleagues, but that the approach was the most useful among those offered
for planning purposes.48 At the time of this writing, IEUA appears to have
modiªed its long-range plans in accord with this analysis.49

In addition to such work on adaptation to climate impacts, RDM has also
informed studies on mitigation of greenhouse gas emissions.50 An early exam-
ple provides perhaps one of the clearest expositions of the method. Lempert,
Schlesinger, and Bankes51 used a simple integrated assessment model to com-
pare three alternative approaches to greenhouse gas emissions: relatively mod-
est 100-year emission reduction goals; aggressive 100-year emissions reduction
goals; and an adaptive strategy that began with relatively modest reductions,
that set speciªc thresholds for observed trends in climate impacts and costs of
abatement, and that would signiªcantly increase emission reduction rates if ei-
ther threshold were observed in the future.
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As shown in Figure 3, the analysis found that the ªrst two strategies both
present risky choices because they could prove far from optimal if the future
turned out differently than expected. The surface (A) in the ªgure separates re-
gions of assumptions where the expected value of the modest long-term emis-
sion reductions goals are preferred over the aggressive long-term emission re-
duction goals as a function of three key uncertainties affecting the choice among
alternative greenhouse gas mitigation policies. These are the likelihood of a
large climate sensitivity, the likelihood of very costly damages due to climate
change, and the likelihood that technological innovation will signiªcantly re-
duce the costs of reducing greenhouse gas emissions.52 Thus the modest reduc-
tion goals are preferred over the aggressive ones when the probability of extreme
sensitivity, damages, and signiªcant innovation are all relatively small. The ag-
gressive goals are preferred when these probabilities are all large. The study also
ªnds that the expected value of both the modest and aggressive reduction goals
are far from optimal when the assumptions underlying them do not hold, that
is, if the aggressive goals are chosen when the probabilities are small or the
modest goals are chosen when the probabilities are large.

In contrast, the two surfaces labeled (B) and (C) in Figure 3 separate the
regions of assumptions where the adaptive strategy is preferred over modest

Robert Lempert, Jürgen Scheffran, and Detlef F. Sprinz • 119

52. The quantitative deªnitions for large climate sensitivity, large damages, and signiªcant innova-
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Figure 3
Comparison of Adaptive Strategy and Two Less Robust Policy Options

Source: Lempert et al. 1996.



goals (B) and aggressive goals (C). The adaptive strategy proves optimal over a
very wide range of expectations about the future. The study also ªnds that the
expected value of the adaptive strategy is close to that of the modest and aggres-
sive goals in the regions where those two strategies are optimal. The study thus
concluded the adaptive decision strategy was more robust than the other two
options.

As suggested by these climate change examples, RDM advocates a particu-
lar and well-structured approach to long-term policy analysis. This approach
emphasizes the comparison of the long-term implications of near-term choices,
rather than the long-term forecasts themselves. Within an RDM framing, a long-
term decision occurs when reºecting on possible events decades or more in the
future causes policy-makers to consider and perhaps chose near-term actions
different than they would otherwise pursue. Long-term policy analysis thus
aims to help policy-makers identify, assess, and choose those near-term actions
which most reliably will led to more favorable long-term outcomes over a very
wide range of future contingencies. RDM transforms the age-old question of
“what will the future bring?” into the more answerable one—“what can we do
today to better shape the future to our liking?”

Adaptive Approaches in Long-Term Climate Decision-Making

Simulation models, along with statistical models, are one of the primary means
of understanding the long-term behavior of environmental and other systems.
In recent years, adaptive control and multi-agent modeling have gained increas-
ing interest as new approaches to simulation modeling because they offer a
novel ability to analyze cooperation and conºict among multiple agents in their
choice of strategies.

Adaptive Control and Decision-Making

Adaptive control implements actions based on updated information and deci-
sion rules that respond to the changing state of a system. Agents decide and act
on the basis of incomplete knowledge, restrained to a spatial and temporal win-
dow of information. Adaptive targeting observes the result of the changing sys-
tem environment, partly caused by the actions of all agents, and over time ad-
justs the control variables towards reaching targets or staying within viability
domains.53

Adaptive control is an extension of established optimal control methods,
often used to maximize time-discounted utility functions, which include ex-
pected beneªts, potential climate damages, and the costs invested. In globally
aggregated optimal growth models a production function represents the ºow of
economic output, depending on capital, labor and technology. Utility functions
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are based on the assumption of a global decision-maker who has complete
knowledge and selects an optimal time-discounted control path. Such functions
are hard to establish for long-term climate change because there are too many
factors and interactions which are highly uncertain and beyond control. Fur-
thermore, the complex socio-economic interaction among multiple agents un-
dermines predictability.

Viability theory, an alternative decision framework also used with optimal
control methods, deªnes objective limits or implements value-based judgments
to stay within viable constraints of a system.54 Viable control is a useful instru-
ment to manage the complex interaction between the economic, environmen-
tal, and political spheres in natural resource management,55 adjusting the set of
admissible actions to the viability domain that can represent sustainability cri-
teria. Many policy proposals, such as the European Union call to limit climate
change to no more than a 2°C increase in global mean temperature, follow a vi-
able control decision framework.

One viability approach used in climate decision-making is the Tolerable
Windows Approach (TWA) that restrains and adjusts the path of greenhouse gas
(GHG) emissions to keep global average temperature change within viable lim-
its of natural and social systems and to avoid critical levels of danger.56 The ad-
missible corridor deªned by guardrails can be perceived as the space within
which future climate policy can maneuver, taking into consideration the vulner-
abilities and adaptive capacities, as well as critical thresholds for disasters and
extreme events.57

Figure 4 shows the basic modeling framework for an adaptive control ap-
proach, which uses a viability framework and a single agent who acts by apply-
ing the available resources to change the system environment, given by variables
that measure the state of the system and the positions of other agents. This pro-
cess is a generalization of the adaptive decision strategy shown in Figure 3. The
observed impacts and associated uncertainties are evaluated based on the
agent’s values and goals which are a function of the beneªts, risks and costs of
the actions. In a repeated feedback and adaptation cycle the actions are adjusted
according to rules in response to environmental changes and their evaluation
(both for the natural and the social environment).

In climate policy, adaptive control constrains and adjusts GHG emissions
towards a target or viability domain of the climate system (e.g. a speciªc range
of carbon concentration or global-average temperature change). A possible deci-
sion rule is to increase investment in emission reductions when future projected
emissions exceed a critical temperature threshold. This requires updated infor-
mation about the distance from the current position to critical temperature
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thresholds and the rate of temperature change, based on climate models and
observations.

The problem of stabilizing CO2 concentration at a limit which is supposed
to be tolerable can be analyzed within the adaptive control framework. For large
climate uncertainties, short-term actions may focus on low-hanging fruit—that
is actions with high-beneªt-cost ratios such as minimizing and managing
waste—until scientiªc knowledge has reduced uncertainties to the degree that
more costly options become attractive or long-term infrastructure measures are
seen to be making a difference. Continuously updated scientiªc information is
essential to estimate whether future trends can be perceived as tolerable or re-
quire changing the course of action.

An exemplary case demonstrates the difference between optimal and
adaptive control (Figure 5).58 Showing the fraction of total investment allocated
to the low emission energy path over time, the upper two bars represent the
transition from the fossil high-emission energy path to an energy path with half
the CO2 emissions at twice the cost per energy unit. The left bar shows the opti-
mal control path for a time-discounted utility function which delays the energy
transition until about 2040 due to the higher initial costs and the discounting of
climate damage. The right bar represents adaptive control towards a 2°C tem-
perature limit by end of the century which requires much earlier investment in

122 • Methods for Long-Term Environmental Policy Challenges

58. Figure 5 is based on the model framework and data described in Scheffran 2008a to generate
new results.

Figure 4
The Adaptation Cycle for a Single Agent



low-emission technology. As a result the lower bars depict the carbon intensity
of the energy system over the accumulated emissions, where the adaptive strat-
egy (right bar) shows a much more rapid decline in carbon intensity than the
optimal control strategy (lower left).

Time plays a crucial role here. There can be a considerable time lag be-
tween emission reductions and their impact on the climate system. Temperature
effects may be expected decades after peak emissions of CO2 whereas sea level
changes may occur hundreds of years after concentrations have stabilized. This
problem is aggravated by the fact that due to the inertia of the socio-economic
system the effect of policies will be delayed, too. This is true of, in particular, the
replacement of infrastructure and technology, such as buildings, power stations
or transport systems, which can take several decades or more.

Adaptive decision-making is also able to address the problems of time dis-
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Figure 5
Transition Of Investment Allocation To Low-Emission Technology (Upper Bars) For
Optimal Control (Left) And Adaptive Control (right). The lower bars represent the re-
sulting change in carbon intensity (Gigaton carbon/Exajoule) over accumulated emis-
sions (Gigaton) for these cases.



counting, that is the degree to which decision-makers take the future time hori-
zon into consideration and compare decisions with consequences occurring at
different times. Because of the uncertainties of the distant future, choosing an
appropriate discount rate for impacts spread out over decades or even centuries
is a controversial issue.59 While optimal control theory usually assumes expo-
nential discounting of utility over an indeªnite future period, in bounded ratio-
nality the future horizon is adjusted to the knowledge and perception of agents,
depending on ethical criteria and precautionary principles that can shape con-
trol strategies.

Figure 6 shows that the conditions of switching to low-carbon solutions
critically depend on the length of the decision period and the time at which the
decision is taken.60 The graph presents the relative economic loss (including ex-
pected damage from climate change) of switching from the high-emission en-
ergy path to the low emission path which in the beginning (time t � 0) acts as a
barrier against technical progress. For later decision times however that barrier
vanishes and becomes negative which implies a net gain from technology
switching. While for a future time horizon of only one year, relative economic
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Figure 6
Net economic loss of switching from high-emission energy path to low-emission path,
as a function of the decision time and future decision period (time horizon) in years.
For more information see text.

Source: Scheffran 2008a.



losses disappear after about 35 years, this time shrinks to 10 years for a time ho-
rizon of 30 years—an indicator that climate mitigation actions are more favored
for longer time horizons with larger climate damage.

Agent-Based Modeling and Multi-Agent Interaction

The interaction between the climate and the economic system is shaped by mul-
tiple agents who choose targets as well as actions following decision rules to
inºuence a common system environment and interact with each other.61 At
global levels of decision-making the main agents are governments of nation
states or groupings among them, often clustered along regional boundaries. At
local levels, individual citizens and consumers are key players who affect or are
affected by global warming. The multi-level process between local and global
decision-making passes through several layers of aggregation (from billions of
citizens to a few diplomats representing their countries), with each layer having
its own decision procedures for setting targets and implementing them into real
actions. The outcomes for each agent are highly dependent on the actions of
other agents. Given these complexities, a crucial issue is how the world can act
together and cooperate on climate change, managing the transition from indi-
vidual competition to cooperative action.

Global governance involves multi-agent and multi-level decision-making
that may follow two different approaches. In a top-down approach global deci-
sion-making bodies deªne global targets for emission reductions which are to
be implemented at lower levels, in particular by nations. In a bottom-up ap-
proach local agents such as citizens, consumers, and companies pursue their
individual interests, which affect higher levels, e.g. by electing municipal and
national governments or by selecting products with higher or lower environ-
mental impacts. In reality both approaches interfere with each other at each
level and can potentially lead to conºict but also help to bridge the micro-
macro interaction in a self-organized or hierarchical manner.

The collective action problem is to agree on emission paths that avoid
dangerous climate change and make sure that the cumulative emissions by all
human beings will not exceed this limit. Assuming that there is an agreed cap
on aggregate emissions, it is a challenge to ªnd institutional mechanisms to en-
sure that individual limits are assigned to each agent and that their compliance
is ensured, avoiding the tragedy of the commons.

Various tools have been developed to understand the interaction among
multiple stakeholders and to help identify possible solutions.62 An established
approach is game theory which provides an optimizing framework for analyz-
ing interdependent decision-making and negotiations among players on cli-
mate change.63 In a dynamic (repeated) game situation the players mutually
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adapt their targets, values, and actions to those of other players to change the
outcome to their own favor.64 For multiple criteria, a conºict may occur if some
criteria lead to a positive evaluation while others lead to a negative evaluation.
This conºict can be diminished by pursuing actions that improve on all criteria
(win-win).

The limits of game theory are well known, because of problems with the
assumption of the rational actor paradigm and the difªculty in ªnding optimal
strategies in multi-option and multi-player environments. Agent-based model-
ing (ABM) appears more appropriate to analyze complex interaction among
multiple agents who follow given action rules and stimulus-response mecha-
nisms to form complex social macro-patterns in virtual landscapes of artiªcial
societies.65 Agent-based models are a powerful tool for simulating social and
political systems66 but have provided only limited support for policy-making
because they are often most useful in situations where the future is unpredict-
able and traditional analytic methods for decision-making are least effective.67

The attention has been shifted from games to ABM in collective action prob-
lems.68 Unlike game theory, where the selection of options is determined by the
rule of optimizing utility, ABM faces the difªculty of selecting among an inªnite
number of possible rules to adequately describe real-world decisions. To avoid
the problems of both approaches, we suggest an approach between dynamic
games and ABM, with utility functions and decision rules co-evolving.

For a large number of homogenous agents, methods and concepts from
statistical physics, non-linear dynamics, and complexity science have been used
to describe phenomena of complex adaptive systems such as self-organization
or micro-macro phase transitions.69 Observed macroscopic properties emerge
from the behavior of the component agents, interacting in a collective way. Ap-
plications range from moving crowds and trafªc systems to urban, demo-
graphic, and environmental planning. Increasingly ABM is applied in environ-
mental management and climate policy.70 ABM permits the coupling and
embedding of social interaction into environmental models, taking into ac-
count the adaptive, disaggregated nature of human decision-making as well as
collective responses to changing environments and management policies.71

Cooperative approaches include the international transfer of investments
and technologies to shift the composition and learning rates of the energy sys-
tem towards emission reductions. In negotiations, agents adapt and restrain
their freedom of action with an eye towards achieving mutual beneªts, reducing
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costs or diminishing risks. To avoid the prisoners’ dilemma which blocks coop-
eration between two players because of short-sighted individual behavior, states
need binding and veriªable agreements. Coalition formation describes the tran-
sition from individual to collective action as a bargaining process where the
probability of joining a coalition increases with the value agents expect from
it.72 In the future, the whole decision-making cycle needs to be analyzed in a
way that combines multiple phases and levels of aggregation between local and
global layers, with each layer having its own decision procedures for setting tar-
gets and implementing them.73

Conclusions

Long-term climate change poses challenges for the decision-making process and
for the decision methods and tools applied in the process. Decisions under
deep uncertainty and complexity fail to satisfy the requirements for established
rational choice methods such as optimal control and game theory, because we
lack perfect foresight and complete information. New decision-making and
management approaches are required to adjust actions and targets to the lim-
ited knowledge about the state of the climate system and to the capabilities
available to decision-makers.

This article explored a range of methods to study long-term environmen-
tal policy challenges. Which are the comparative advantages and areas of over-
lap among the three methods introduced above? Let us offer some tentative an-
swers:

First, statistical methods are best geared to testing theories, and they em-
ploy the power of probability theory to postdict (and sometimes predict) out-
comes. The prerequisites are extant and well speciªed theories—which are rare
in the context of long-term environmental problems. Using propositions from
robust decision-making may help us in statistically diagnosing the appropriate-
ness of past behavior in terms of the adequacy or inadequacy of robust strate-
gies that had been employed.

Second, robust decision-making actually needs one or more quasi causal
model(s) for generating its broad range of trajectories under varying assump-
tions before near-term strategies can be clustered with respect to their long-term
implications. Given the need to explore broad parameter spaces, computational
efªciency and model completeness necessitate some balancing. RDM is most
useful when a) the uncertainty is deep, as opposed to well-characterized by reli-
able joint probability distributions, b) the decision space is sufªciently rich to
allow for potentially robust strategies, and c) the behavior of the system is
sufªciently complex so that a human needs a formal model to track the conse-
quences of various decisions. If c) does not hold, then a qualitative scenario
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analysis may be sufªcient. If b) or a) do not hold, then traditional subjective ex-
pected utility analysis may be the most appropriate decision framework.

Third, adaptive control and agent-based modeling may prove particularly
useful in exploring the behavior of actors and their collective implications in sit-
uations when perfect foresight and complete information are not possible. Such
simulations describe the interaction of agent behavior and decision rules within
a complex system with dynamics to manage outcomes across multiple decisions
levels. These approaches replicate typical patterns of social interaction and
study conditions for conºict and cooperation that shape long-term policies.

Overall, the three methods described here may be most useful in combi-
nation rather than seen as alternatives. Statistical methods forecast future be-
havior with ªdelity to past trends, but provide less information about how such
trends may change in the decades ahead. Adaptive control and agent-based
modeling explore how our understanding of agents’ decision criteria and of so-
cial interactions may play out in novel situations. However, for applications
such as climate change, these approaches are often used in a viability decision
framework, which addresses uncertainty about socio-economic systems but
may assume away uncertainty about the level of the dangerous environmental
threshold. Robust decision-making, more computationally intensive than re-
lated approaches, nonetheless provides a quantitative decision-analytic frame-
work for using statistical forecasts, adaptive and agent-based simulations, and
other simulations. This may help decision-makers identify robust near-term
policies in the face of deep uncertainty about environmental, socio-economic,
and other factors affecting the long-term future.
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