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Abstract

The wide spread of old industrial cities in Europe and its particular problems in terms of
economic, social and environmental parameters lead to the investigation of intraregional
migration in these urban areas. Focused on an efficient land use development a Qualitative
Model to the household location decisions builds the centre part of the work. It can deliver
inputs to policy and plan making and is a truly new approach to suburbanisation.

The work builds on the assumption that old industrial Western urban regions and those in
post-socialist contexts bear substantial similarities which is shown for Leipzig/Germany and
Wirral/UK. Along four major research question following aspects have been investigated: (1)
the urban/suburban population development in the last 50 years (urban life cycle model), (2)
the main reasons for households to move to the urban fringes and (3) the consequences this
has caused, (4) the possibilities to act against urban sprawl using the qualitative model that
suggests leverage points to the dynamics between households. The dynamic model produces
qualitative scenarios about the actors population in dependence of the attractivity of the
residential area and the interactions of movers onto the attractivity. With respect to
suggestions for policy and plan making aiming at lowering the rates of sprawl the qualitative
model suggests that internal dynamics cannot halt urban sprawl in both regions. In Wirral a
perpetuating development from low to high demand is projected for the suburban places
leaving only a shortening of the high demand phases as intervention possibility. This is to
achieve by enabling adequate housing for young couples in the inner urban areas and lower
house prices in the suburbs. In Leipzig less sprawl would be achieved if single households are
attracted to the fringes. They are changing the attractiveness for other households. As this is
not very likely from the present perspective strong planning intervention is needed to change
the internal dynamics through external (planning) actions. The model has proven to be useful
to support plan making. These efforts are assumed to contribute to a higher awareness of and
a joint action against climate change with lower energy consumption and lower land use
change in urban regions.
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Chapter 1

Introduction

1.1 Motivation and aim of research

Change is mostly fascinating, though not always regarded positive.
One can try to explore how everything comes and goes - most people do so and have to in
their private life, their personal surroundings.

Cities have always represented the author’s immediate surroundings - for 49% (2005)
of the world’s population the surroundings are urban as well; trend: increasing. By week
the number of people living in urban areas rises by more than 1 million (United Nations,
Population Division, 2003, 2004'). Cities are the built representation of a collectively,
socially produced system (Gaebe 2004) — and cities change.

Simultaneously to the global positive trend of urbanisation? there are cities which are
losing population. Between 1960 and 1990 every sixth city with more than 100000 inhabi-
tants in the world was a shrinking® city. Between 1990 and 2000 already every fourth large
city was shrinking (Rieniets 2004). But whereas shrinkage was historically connected to
wars, dwindling resources, catastrophes or epidemics, urban shrinkage in the twentieth cen-
tury was entirely different. The loss of population occurred over longer periods of time and
took place at a time of peace and affluence and not through external, violent intervention.
A sustained shrinkage in modern times began in the cities that had become metropolises in
the wake of the industrial revolution.

Europe, once the starting point of modern urban growth, became the starting point
of modern shrinkage as well, which then expanded into a long-term, international
pattern of development.

Rieniets (2004, p.21)

'Source: Population Devision of the Department of Economic and Social Affairs of the United Nations
Secretariat, World Population Prospects: The 2004 Revision and World Urbanization Prospects: The 2003
Revision, http://esa.un.org/unpp 29. November 2005, 6:09:25 AM.

2Urbanisation - first, as the development of an increasing number of people living in urban areas (in
German Verstidterung) and second, as the extension of urban areas, urban habits and the urban life style
(in German Urbanisierung) (Leser 1997; Gaebe 2004).

3shrinking - understood as the loss of population
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Today, shrinking cities are no longer exceptional occurrences and mostly formerly industri-
alised cities are affected. Modern population decline is often related to economic decline.
Thus, the shrinkage of cities is almost exclusively a problem for industrialised nations (there
might be some exceptions with cities that are connected to the exploitation of resources
in the developing world). In the formerly industrialised cities, shrinkage started from the
centre of the cities and later affected it entirely.

At about the same time as the industrial revolution another trend of urban develop-
ment occurred in the countries: migration from the inner to the outer city areas or to the
immediate surroundings. London was called the “Birthplace of Suburbia” (Fishman 1987),
the birthplace of a middle class suburbanisation initiated by a bourgeois elite (in contrast
to the suburbanisation only available to the noblemen in the centuries before). Observed
first as early as in the late 18" century, a repetition took place in the 20*" century. These
modern suburbs were the result of formerly unprecedented urban growth. The growth of
the urban fringes was associated with excessive growth of the urban core.

This outward migration is accompanied with implications for the functioning of cities
and the organisation in space. It is connected, e.g., to an increase in the distance between
urban functions, rising total transport energy demand (Helling 2002), air pollution and
spatial segregation (Jargowsky 2002; Herfert 2003). As decentralisation advanced in the
20" century, authors spoke of ‘urban sprawl’ (Siedentop 2005; Harvey and Clark 1965).

The two processes of suburbanisation as a result of urban growth and shrinkage as an
unintended consequence of industrial growth, have long been recognised in the Western
world. A newer insight is that these two can go together (Gaebe 2004). Suburbanisation
is not generally connected to growth (cities in the USA) - and urban growth not generally
to the expansion via the suburbs (Asian cities, cities in the socialist countries) (Braudel
1981). The combination of these processes have gained limited attention in urban research,
it is a phenomenon only observed since the second half of the last century. Furthermore
significant negative consequences have to be expected when both processes occur at the
same time. Problems which result from each development might be heavily aggravated,
e.g., difficulties with the maintenance of the social and transport infrastructure, the hu-
man capital and community expenses - the functioning of cities as a whole as well as for
sustainable development.

Against this background it seems significant to investigate recent examples of the com-
bination of urban sprawl and population decline. It needs to be evaluated whether this
phase is time-constrained and may be a ‘natural’ development of cities. The reinforcing
problems have to be illuminated and alternative actions for politics and planning to face
arising problems need to be developed. Starting from the development sequences of pop-
ulation figures in selected declining regions in Europe possible reasons for migration on a
sub-city level will be investigated in these areas. Proceeding with an investigation of likely
consequences the analysis will then go on in looking at the profits of an alternative means
for politics and planning, a qualitative modelling approach, aiming to influence the urban-
suburban population trends in post-industrial regions. Modelling approaches are rarely
used in planning today. The author’s interest is to contribute to a successful management
of urban development, to reduce problems caused by sprawl and population shrinkage and
to offer new means for the local and regional planning in facing mentioned developments.



1.2 The difficulties of definition 3

1.2 The difficulties of definition

1.2.1 Forms of intra-regional migration: Suburbanisation and ur-
ban sprawl - Similarities and differences

The development that most cities of market-economies face today is a centrifugal process
that has many names - most often referred to as suburbanisation or urban sprawl. The
name “urban sprawl” as well as “suburbanisation”, which is more commonly used in the
German context, are figurative terms. They have no sharp boundaries and are used in
wide contexts. One can find are a multitude of similar definitions but no clear and uniform
concept (Ewing 1997; Galster 2001; Chin 2002; Gillham 2002; Squires 2002; Siedentop
2005). Every study group has to appoint its own definition. It is not the aim of the author
to establish a common terminology of sprawl or suburbanisation. Rather the understanding
underlying this work, the working definition will be given beneath.

The word suburb means literally ‘beyond the city’ (Gillham 2002; Siedentop 2005)
and thus can refer to any kind of settlement at the urban hinterland or the periphery
of an urbanised area. It therefore distinguishes at least between two spatial areas: an
outer urban area, the suburb, and an inner urban area. Figure 1.1 pictures the spatial
distinctions underlying a division in inner urban and outer urban/suburban spaces. A
division according to these two units is very general and many more distinction of urban
areas are used commonly, e.g. in the form of additional rings (Claaen 1996) or sections
(Reichart 1999), but also the very braod division into two spatial units finds its application
(Gaebe 2004).

B A - Inner urban area

B - Outer urban areq,
suburban area

A+B - Urbanised areq,
urban region

Figure 1.1: Possible structuring of urbanised areas. Source: Author’s draft, inspired by Gaebe
(2004).

After Gaebe (2004, p.62) such a division is normally not dependent on administrational
boundaries between communities but rather relates to a functional connection, such as
commuting and shopping trips, between the two spatial parts*. He explains further that
classifications according to political administrative boundaries are normally insufficient,

4Please note that there are substantial differences in the used terminology in the English and German
speaking countries which could well lead into confusion. In the German literature the 'Innenstadt’ is mainly
referred to as the CBD in the English speaking realms, whereas the inner city in the English terminology
is the part around the CBD normally characterised as the inner city housing estates. The whole of the city
is sometimes called the 'Kernstadt’ in German literature, whereas the core city is only the CBD among the
English. The division in only two parts as in Figure 1.1 is also a reason (among others) to avoid confusion.
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since cities are social and cognitive categories which characterise through institutions, sym-
bols, consciousness and communication. Additionally, there is only a restricted availability
of data for aspects that are not connected to administrative units as the division between
urban and rural areas is normally undertaken according those. Fishman (1987) explains

further, “the suburb, is not necessarily a separate political unit. [...] developers virtually
ignored whether an attractive location was within or outside the political jurisdiction of
the central city. Even today almost all large cities have suburbs [...] within their bor-

ders” (Fishman 1987, p.5f.). Sprawl and/or suburbanisation are therefore not related to
administrational areas.

Gaebe (2004, p.63) defines suburbanisation under the perspective of a spatial as well as
a structural change of the following kind:

1. Spatially it reveals a shift of population and jobs within an urbanised area from the
core city to the hinterland.

2. Structurally, suburbanisation explains the mutually dependent changes of the settle-
ment, business, population and social structure in the core city and the hinterland.

Whereas this is a distinctive definition of suburbanisation it is not as easy to appoint the
clear differences between suburbanisation and urban sprawl. The cradle of the term “urban
sprawl” is believed to date back to the year 1937 when Earl Draper used the adjective
“sprawling” in describing unaesthetic and uneconomic changes in the shape of American
settlements (Siedentop 2005). In this early phase a simple conceptual understanding dom-
inated in the US. The sprawl debate was associated with the spatial expansion of physical
structures into formerly undeveloped countryside (Gillham 2002; Siedentop 2005). Later,
in the 1970s research intensified and brought about the acknowledgement that sprawl is of
a more complex nature. E.g. Gillham (2002, p.8) defines for the context in the USA:

“[..] sprawl (whether characterized as urban or suburban) is a form of urbanization
distinguished by leapfrog patterns of development, commercial strips, low-density,
separated land uses, automobile-dominance, and a minimum of public open space.”

Gillham (2002, p.8)

In the German speaking countries a similar process was circumscribed with the term “Zer-
siedlung” which arose in the 1960s. It stands for an unsystematic urban development into
formerly unbuilt areas. The intensification of related research in the 1990s in central Eu-
rope let the term “Zersiedlung” become fully established in German-speaking countries and
has since then been closely related to the English term of urban sprawl. Still the lack of
a common and clear understanding of sprawl continues — a result of its complex nature
(Siedentop 2005).

Complexity is also one criteria in the attempt to distinguish urban sprawl from subur-
banisation. Suburbanisation is understood as the more homogenous and uniform extension
of settlements over its structural boundaries (Sukora 2003). It is associated with growth in
outer urban or adjacent communities around urban settlements and a decline in the inner
and core areas of the city by that reducing the density gradient between cities and their
suburbs. In contrast, urban sprawl is not any form of suburban growth but a particular
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one, as Downs (1999) remarks. Though the particular form finds several interpretations.
Siedentop (2005) finds five categories of definitions which all use different criteria:

e density-related gradients (though similar to the definition of suburbanisation),

spatial concentration indices,

structural and morphological forms,

patterns of land use and its societal consequences as well as
e planning-paradigmatic normative parameters.

Here the author disagrees with Siedentop (2005), as most researchers today refer to a
mixture of the five categories using several criteria (Ewing 1997; Downs 1999; Galster
and Hanson 2000; Galster 2001; Peiser 2001; Chin 2002; Gillham 2002). The diversity in
definition is at least one commonality in the sprawl debate.

Furthermore, it is agreed that sprawl occurs on the urban fringe and sprawl has to be
distinguished from urban growth (Downs 1999; O’Sullivan 2003; Sukora 2003). As urban
areas grow, most growth has to occur at the urbanised edges where space is abundant (Evans
1985; Mills and Hamilton 1989). This affects the costs of the premises in different urban
locations conditioned by the expected returns in either. Monetary terms (with businesses)
or satisfaction with the living qualities (with residences). A first model of this approach is
the land use model of von Thiinen (1826). Another example is the so-called ‘Alonso’ land
use model (Alonso 1964).

In order to separate the different aspects of urban development and proceed towards
a common systematisation of sprawl, a set of criteria needs to be specified. Galster et al.
(2000) developed a methodological approach towards urban sprawl. They argue in line with
the aspect of multi-dimensionality and define sprawl as:

“pattern of land use in an urbanised area that exhibits low levels of some combi-
nation of eight distinct dimension: density, continuity, concentration, clustering,
centrality, nuclearity, mixed uses, and proximity.”

Galster (2001, p.685)

These eight dimensions are observable conditions of urban land use, conceptually distinct
from each other. Galster et al. (2000) introduced a method to measure each dimension
on a continuum. It represents the first attempt to comprehensively quantify the multi-
dimensional process, to proceed in its operationalisation and to compare its extent across
urbanised areas. It becomes clear that urban sprawl is a specific form of urban growth.
Given the many issues mentioned it seems difficult to make a clear distinction between
urban sprawl and suburbanisation. The definitions differ in the degree of specificity and
relate to dissimilar meanings in the international context, for example in the German and
the US-American context. In this work the terms urban sprawl and suburbanisation will be
used in a similar way and specified further when necessary. For the investigation presented
here only the translocation of residential uses from the inner cities to the suburban areas are
of particular interest. The investigation will not concentrate on the aspects of commercial



6 Introduction

or business relocation to the urban hinterland. For an argumentation without the need of
parametrisation the analysis relies on a definition of population changes as described by
Gaebe (2004). The working definition is:

"Population ... suburbanisation is an increase in the share of population ... in
the suburban parts of urbanised areas and a decrease in the share of the inner
areas under the assumption that this simultaneously changes the settlement, ...
the population and the social structure of core city and hinterland.”

Gaebe (2004, p.63) - translated by the author

Furthermore argumentations by Gaebe (2004), Gillham (2002) and Fishman (1987) will
be taken into account suggesting not to prescribe sprawl and suburbanisation to specific
administrative units. A concept based on the functional relations of an inner urban area with
its suburban fringes will be used instead, e.g. functional relations via commuting, retail,
leisure and/or amusement trips, which are not related to any administrational boundaries.
However on the sub-city level statistical units make it easier to compare different urban
parts. Data is generally available on the basis of statistical units. The sub-city units,
the urban districts are relatively small but are assumed to comply with the functional
understanding of spatial organisation when subsumed into groups describing agglomerated,
bigger urban areas. The above given definition is therefore useful to the purpose of this
analysis. It will be applied to selected urbanised areas characterised by a difference in
the share of population in the inner urban and suburban areas over time. On the other
hand the author will speak of re-urbanisation if the majority of people (net-migration) is
moving back to the inner areas of cities (Gaebe 2004). However, this seems not to be the
predominant form of regional migration in Western cities at present.

1.2.2 Formerly industrialised regions: Shrinking cities, shrinking
regions

Shrinkage describes a decreasing development, a development with a negative trend. With
respect to cities as the built representation of a collectively, socially produced system,
shrinkage refers to the decrease of one or more of the components of the system (Forrester
1969; Degele 1995; Wackerbauer 1995). Shrinking can apply to decreasing inhabitants,
decreasing jobs, decreasing industrial jobs, etc. Often the decline of one of the parameters
will affect others - the system’s components are interrelated. In this work, the decrease
of population is of central interest implying a particular relation to other components of
urban systems, such as (preceding) decline in employment. The focus on population figures
is reasoned not only by practical considerations, e.g. a generally widespread data availability
and long time series, but also by the fact that a high urban density is one of the most widely
used features to characterise urban areas (Leser, Haas et al. 1997). Inferentially from the
causes of urban growth the causes of urban decline might be the following:

1. a fall of birth rates under the maintenance level (2.1 children per women) and/or

2. a net outward-migration.
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The first issue is, at least within this study, taken as a fact acknowledging the observed
relationship between rising affluence of a society and its falling birth rate (Rieniets 2004).
The second issue is central to this investigation.

Due to the recent loss of population - without an external intervention, in times of
peace and increasing affluence - a completely new discourse about the shrinkage of cities
and the decline of regions emerges (Rieniets 2004). One of the main difficulties in definition
arises with respect to the historical examples. Shrinkage is related to the scale of time (as
growth is). Referring to longer or shorter periods of time, every city might lose population.
Such a distinction reduces the clarity of the term used and makes operationalisation diffi-
cult. There is no scientifically agreed understanding or (minimum) time period to define
urban shrinkage (Oswalt 2005). There are various cities, mostly post-industrial cities in
the developed countries, which experienced an urban population decline when the phase
of de-industrialisation set in (Oswalt 2004; Rieniets 2004; Oswalt 2005). Often this period
lasted for several decades and has not yet been overcome.

Beyond this, shrinkage has to apply to a certain spatial level. Whereas the current
decentralisation trend results in general in a loss of population in the inner urban areas and
has produced a ‘doughnut-shape’ of cities in the US-American context this does not relate
to the understanding of urban shrinkage as used within this new discourse about shrinking
cities (Oswalt 2004; Oswalt 2005). It is instead more focused on the loss of population
and economic performance within an entire urban regions. An urban population decline
has to be judged against the background of the overall regional development (Alonso 1964;
Renkow and Hoover 2000; Burnham, Feinberg et al. 2004; Fishman 2004). And more so
the new discourse about urban shrinkage describes especially the loss of urban population
within economically fragile regions (Oswalt 2004; Oswalt 2005) which in most cases are
old industrial areas. The focus of this work lies therefore on the evaluation of change in
population in old industrial regions.

1.3 State of research and new aspects

Planning as the executive body of policies for urban development emerged in the last
decade of the 19" and the early years of the 20" century throughout all major industrial
countries of Europe. It was an answer to the overwhelmingly urban growth which was closely
connected to industrialisation, as already described by Friedrich Engels in 1892 (Ward 2004 ),
and the entailed change of organisation in space (Ward 1994). Planning, urbanisation
and industrialisation are interrelated (Fishman 1987; Short 1996). As industrialisation
proceeded problems arose as usually found within every system that develops fast and does
not adjust (Forrester 1969). The living conditions in the urban areas became unbearable
in the late 19" century (with little variations between Western countries). The cities were
crowded and lacked adequate sanitary facilities. Against this background, classical urban
planning developed to promote a welfare idea of the state. The government as the central
entity controls the territory to provide good living standards for the citizens (Oswalt 2005):
it is the welfare state envisaged, e.g., by Henry Ford (Ronneberger 2004).

With the world economic crises commencing after the Great Crash in 1929 implying a
decrease in economic and industrial production, also the urbanisation trend in the affected
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countries slowed down (Munck 2004). The business structures changed, production became
more efficient with ongoing technological inventions, improved transport infrastructures en-
abled companies to relocate to other, more profitable locations (Hoffmann 2004). The need
of a close organisation of the functions of general economic interest (Daseinsgrundfunktio-
nen®) — dwelling, working, supplies, education, recreation and transport — lost relevance as
changed and changing business structures and transport possibilities resulted in the further
emancipation from space and time (Miiller 2004; Prigge 2004). An increasing share of the
population moved to the nicer suburban locations (Fishman 1987) — the traditional city
was perceived to be in a crisis (Forrester 1969). This is especially true for the old industrial
areas where de-industrialisation hit the communities with especial strength. Normally the
economy in these regions was mono-structural and therefore a closure of key businesses
especially severe for the regional economy as a whole. Urban population shrinkage in post
industrial areas reached its peak in the 1970s and 1980s (Rieniets 2004).

As outlined above, the two processes of sprawl and urban decline can take place syn-
chronous. There was and still is a renewed necessity or urgency to investigate the combined
occurrence when the political circumstances in Eastern Europe and Eastern Germany ini-
tiated a severe de-industrialisation phase in the 1990s. The breakdown of the so-called
socialist regimes® and subsequent mistakes during the transformation of the economy and
the administrational structures to a market-led economy resulted in various peculiarities.
Many authors have written about the political, administrative, economic and social impli-
cations (Schmidt 1991; Borst 1996; Dieser 1996; Haussermann 1996; Lenssen 1996; Pfeiffer
2004; Schmidt 2004). A comparison of a capitalist and a (traditional) socialist economy
offers the opportunity to compare the influences of a political regime, to compare the causes
and consequences of sprawl and decline under different political frameworks. Furthermore,
such a comparison offers the possibility to extract information about a stated regularity in
urban development, for example as supposed by the life cycle theory of urban areas. With
respect to the experience in formerly socialist cities it remains to be questioned whether
the urban life cycle model holds for the socialist as for the capitalist cities. Such a general
understanding of the urban system and its development is necessary to formulate adequate
means of intervention.

Intervention has been the goal of politics and planning ever since its inception at the start
of the 20" century in Europe (slightly differing across the states in Europe). Intervention
might be especially important in the old industrial areas where the problems associated
with urban sprawl are compounded by weak economic performance. Additionally, problems
resulting from the strong industrialisation still prevail and might increase the need for but
also minimise the possibilities of intervention against sprawl. It is possible that former
industrialised cities generate more sprawl than others. It is not as comprehensible that
shrinking cities do so as space for changing needs is available in the inner cities.

5A term that originates from Sociology and which describes the basic, general activities of people
with a spatial relevance. This includes living, working, consuming, education, recreation and travel-
ling/commuting.

6Tt would open up a different discourse to address the aspect of whether the Eastern European countries
were actually governed according to socialist ideas. As this is not the focus of this work the author speaks
of socialist countries from here on assuming that different opinions about this issue exist.
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Common problems of urban sprawl in shrinking, old industrial cities with their older
housing stock are: the existing community services, infrastructure supply and maintenance,
medical services, educational facilities etc. can no longer be assured as community bud-
gets went down (Renkow and Hoover 2000; Power 2001; Sui 2003; Prigge 2004). Even
more severe will be the consequences when sprawl and shrinkage occur in combination as
both processes relate to decentralisation. Additionally environmental impacts are possi-
ble, e.g. increased land use, sealed areas and land use fragmentation, increased run-off,
problems with groundwater discharge, increased air pollution etc. (Richards 1993; Newton
2000; Cieslewicz 2002; Gillham 2002). Furthermore, it was documented that the society
increasingly diverges. After the period of aspired equalisation starting in about the 1920s,
the traditional planning model went into crises in the 1970s (Oswalt 2005). Since then
the state has developed increasingly away from its welfare ideas and the society develops
towards a segregated, insular patchwork of social clusters (van der Veer 1994; Ott 2001;
Wiest 2001; Herfert 2002; Herfert 2003; Paal 2003; Paal 2004). Whereas there are major
and unfavourable impacts to be expected on the community level, the consequences for the
individual are (still) mainly positive.

Not at least because of the increased awareness for the environmental consequences but
also because of the financial problems of the communities and the duration of the problems
in the regions, a need for action has been felt. The interventional policies of the past had
little effects (Oswalt 2005). Planning strategies were neither very successful in keeping well-
off inhabitants within the cities, nor did they have many instruments to intervene against
the changing business structures. Whereas the latter can hardly be influenced by the local,
regional or national authorities the former seems astonishing for any authority trying to
guide the development from top-down whereas it is less surprising for ethnologists and
sociologists.

Planners and politicians have tried to keep people within the cities by various means
in the last decades, e.g. extensive re-urbanisation strategies or slum clearance (Couch
1990; Couch 1999; Jeffrey and Pounder 2000; Noon, Smith-Canham et al. 2000; Roberts
2000; Couch 2001) — with little success. Why? One possible reason is that planners and
politicians learned to plan like interventionists (Oswalt 2005). A second that, as societies
and businesses developed further (from the state of mass production and assembly line work
to the era of specialism, and de-hierarchisation), the authority of planning might not have
evolved simultaneously. Also, well-off citizens nowadays have more power than in the past.
They have a higher financial background, which is still increasing due to rising incomes
and increasing social polarisation. Therefore, it might no longer be possible to prescribe
a planning goal from ‘above’. The citizens have to be incorporated. They are a part of
sprawl. The actor’s perspectives might not have been sufficiently included.

Against this background the need to investigate new planning tools is motivated, plan-
ning tools that can allow for the individuals’ desires but do not neglect the general, welfare
based framework. One could argue that one has to respect the actor’s desires, e.g. to live
in nice green, healthy surroundings. This would imply that an understanding of actors
in the regional development should be improved. On the other hand, it does not mean
that the need for the institution ‘planning’ would decrease, especially with the observed
contraditions between the individuals’ desires and the general/common welfare as well as
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with the problems of segregation. Segregation is understood as the wish to separate from
strangers and the desire to gather with those who are alike. In the view of the author this is
a leverage point for the success of planning strategies (Meadows 1999) as residents, among
other things, condition the attractivity of a region. However, this does not mean that it
is promising to plan for a segregated city. Intermediate solutions need to be found. The
approach to this work is grounded in the theory of social system dynamics which allows the
presumption that the attractivity of a region is to a large part based on the presence of ac-
tors and their interactions. The author suggests a modelling tool as a support for planning
authorities that enables the evaluation of the actors’ perspectives and preferences as well
as population development, and prevailing planning strategies. This is an interdisciplinary
approach and has not been commonly used with planning procedures. The application of
the model would break new ground and enable the improvement of alternative methods.

1.4 Initial research questions

Against the background discussed so far and especially in old industrial areas where the re-
gions and cities are sparsely populated one might asked: why are people still so attracted to
the suburban areas?” What does it mean for the city’s development with respect to entailing
consequences and sustainable city development? And what does it imply to planning, its
functioning and its means? The initial research questions organised along 4 themes are the
following;:

1. Process oriented
What theory helps to explain the occurrence of sprawl in post industrial regions including
considerations of the legacies of the different political systems in the case studies?

2. Causes oriented
What are the main causes for sprawl in shrinking, old industrial regions?

3. Consequences oriented
What consequences result from the simultaneous occurrence of sprawl and population
decline?

4. Planning / Governance oriented
How can planning contribute to a more sustainable city development in shrinking regions?
Can a modelling approach as potential new means to urban planners contribute valuable
information to halt sprawling in shrinking contexts?

These 4 themes will guide as a structure throughout the work. The main chapters will be
subdivided along the themes.
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1.5 Research framework and research focus:
Behavioural approach to action space

The approach to answering these questions is based on the assumptions underlying the
theory of action space research (Aktionsraumforschung). Within this theory the city is a
production of the cumulative actions of individuals, the actors on the micro level. Their
individual decisions and actions can explain the urban structures and interdependencies
(Gaebe 2004, p.61). Urban structures, the macro level, are analytical constructs dependent
on and formed by actions and restrictions. The actions on the micro level are influenced by
developments on the macro level and therefore do not occur independently (Gaebe 2004,
p.97). However, the approach supposes a strong individual motivation and significant ac-
tions. This is relevant in particular to the postulated insufficiency of consideration of the
actors’ conscious roles in sprawling development. Figure 1.2 shows the assumptions made
towards the interdependencies between a macro and a micro level of urban areas.

Macro Level or
Aggregated Level
(spatial unit,e.g. a city) M; I;
Contextual Impacts of the
Influences (a) Individuals (b)

Micro Level or
Operational Level
(individuals, actors)

Mj Ij Actions

a) Impacts of a variable on the macro level M; on a variable of the micro level I;
b) Impacts of individual actions on the macro level

Figure 1.2: Relations between the macro and micro level of cities. Source: Gaebe (2004, p.97),
after Friedrichs (1995). Modified and adjusted to the research question.

Within the approach, groups of individuals are of particular importance since an agglom-
eration of actions will change the structure and therefore the production of the city which
then feeds back to the perception of the actors. The approach is based on the claim that
the logic of actions should be integral part of action space research (Gaebe 2004, p.19). The
work is seen as a contribution to this claim.
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Against the background of this theoretical approach, every spatially mobile person has
a space of action. Despite the strong increase in spatial interaction, the dwelling and the
neighbourhood remain the reference points in life, the reference point of social relations
and of the spatial identification. Action spaces are, relevant to the dwelling, limited by the
temporal and the spatial range of actions. These actions are defined as the everyday or
iterating journeys between the dwelling and the place of work, a friend’s house, the shopping
centre, etc. (Gaebe 2004).

Such an understanding of cities and their components was influenced by systems dy-
namics theory. It is the basis of the so called behavioural approach to urban geography
(Heineberg 2001; Gaebe 2004). It is a school of geography established in the 1970s which
uses the matter of perception and evaluation to explain urban structures and their loca-
tions. The interrelations between perception/evaluation and spatially relevant operations
of individuals or groups of individuals is the core of that approach. It enables statements
about the connection between perception/evaluation and the choice of a location, e.g. a
residential location (Heineberg 2001). The concept was further developed by Werlen (1988;
1995; 1997) and Scheiner et al. (1999) to the ‘action oriented theoretical approach’ (hand-
lungstheoretischer Ansatz). Werlen (1995) conceives action (in contrast to behaviour) as
the intentional act of human activity. Although based on intention, an action also incorpo-
rates the subjective social, cultural, and physical influence of ones surrounding. Therefore
the consequences of an action can be intended or not (Werlen 1995). Scheiner et al. (1999)
used this framework and the principle elements of the action space research to create an an-
alytical diagram of operational action (aktionsrdumliches Handeln) (Heineberg 2001, p.19)
which is shown in Figure 1.3.

Against this background: actors (subjects) are at the centre of any spatially relevant
action. The structures of the physical and social surrounding are understood as restrictions
(conditions) but also as possibilities and means for action. These two constitute the action
space and condition the logic of selection (Scheiner et al. 1999). Other external influences
are, e.g. planning policies and land regulations, locational disadvantages, the supply of
available dwellings and market conditions. Figure 1.3 shows the assumptions as described.
It follows that actors influence the perceived physical and the non-physical surroundings
for themselves and for others by their actions. This approach is extremely valuable for the
investigation in this work as it contributes to the understanding of the choice of residential
locations within an existing housing market (Gaebe 2004, p.97). Effects are to be expected
between the perception of an actor and their locational preferences (the internal conditions
and internal effects) and the external conditions (such as the supply of dwellings). Relations
between the factors are expressed as contextual hypothesis as, e.g. the impacts of dwellings
prices on low-income households.

This is one possibility to contextualise and simplify cities as complex systems. Critics
of this approach might relate to the simplicity of the theory: it could miss out important
influences on the actions of actors. However, this is not necessarily the case, and further-
more all theories generalise from a more complex reality. Further difficulties exist in the
operationalisation as the actor’s perceptions and subjective locational evaluations are hard
to explain, to parametrise and to quantify. This point will be taken up later by consid-
ering possibilities to treat these problems. The approach in this work is centred around
the behavioural approach to action space - it argues for a behavioural approach to social
geography in general and residential migration in partiular.
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Figure 1.3: The framework of operational action. Source: Scheiner et al. (1999, p.58) - modified.

With respect to the focus of the investigation this means that the sprawl processes
in old industrial agglomerations are evaluated as a collectively produced change in the
characteristics of urban space where the residents are the most important actors. The
author will look at differences in the population figures over time. It will also be investigated
the population figures according to the sub-city levels with respect to the inner and outer
urban areas. After a theoretical discussion these issues will be analysed in two selected
case studies: Leipzig (Germany) and Wirral/Liverpool (United Kingdom (UK)). The case
studies have been chosen according to the development of population and employment
figures in the recent past. Furthermore both cities are known as formerly industrialised
cities with a strong economic performance also in their surrounding regions. Additionally
both cities have a different political past which leaves a great opportunity to investigate
this political influence. A case study analysis will be undertaken that enables to use the
collected information as input to a modelling application. The author proposes a Qualitative
Attractivity Migration Model to gain insights into the migration dynamics according to the
attractivity evaluation and the interrelations between residential movers. The model is
assumed to reveal valuable information about the possibilities of influence of urban sprawl
processes and the appropriate points in time.
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In the following the specification with respect to the three (geographically) important
dimensions of research are given: the matter of reference, the spatial reference and temporal
reference (see Figure 1.4).

Matter of Reference:

Intra-regional migration especially as development to the urban fringes
Push- and Pull-factors of residential migration
Consequences of decentral development
Qualitative modelling as input to policy and plan making

Spatial Reference:

Former industrialised regions
Inner urban vs. Outer urban areas
Case studies: Leipzig/ Germany
Wirral/ Liverpool/ UK

Temporal Reference:

General population development since 1950
Closer investigation of the last 10-15 years

Figure 1.4: The three dimensions of investigation. Source: Author’s draft.

The investigation forms around the terms: population decline, intra-regional migration,
testing potentially new means of politics and planning, e.g. with qualitative modelling.
They represent the matter of reference to the work. Two case study regions have been
chosen which are similar in some aspects but different in others. Differences and similarities
will be used for the research questions.

1.6 Introduction to the case studies: Leipzig
(Germany) and Wirral /Liverpool (UK)’

Both case regions are formerly industrialised regions, located in Europe (see Figure 1.5).
Both agglomerations have been losing population since about the 1930s (Oswalt (ed.) 2005)
and have experienced some kind of urban sprawl. The difference in form, time and extent of
urban sprawl is mainly due to the different political frameworks (socialist versus capitalist
regime in one temporal part of the investigation), resulting business structures and planning
policies. However, substantial similarities have been encountered in the culture, the business
organisation and entailing legacies from the industrial past despite the different political
background. The reasons for choosing these two case studies will be explained in the chapter
on methods further below.

"This section is an abbriged version of Reckien et.al. (2006): Introduction to the case studies. To
appear in: Urban sprawl in Europe - Planning and Policy. Edited by C.Couch and L.Leontidou. Oxford:
Blackwell.
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Figure 1.5: Location of the case study areas. Source: Author’s draft, SPSS Mapping function,
Red: Major roads.

1.6.1 Leipzig

Leipzig is situated in the Free State of Saxony in Germany. It lies at the heart of an
old industrialised region with a largely flat topography in the former German Democratic
Republic (GDR). In 2005 the city of Leipzig had a population of about half a million people
(500352 inhabitants)(Amt fiir Statistik und Wahlen Leipzig) which is not much less than
in 1990, the year of German re-unification. However, this stability in terms of size was only
achieved by the incorporation of several former neighbouring municipalities in recent years
which almost lead to a doubling of the city’s territory (to 29761ha) and likewise caused the
population density to fall to 1765 inhabitants per square kilometre (sqgkm) in 2003 (from
2888 inhabitants/sqkm in 1996; Statistisches Landesamt Sachsen 2003; Urban Audit 2000).
Figure 1.6 shows the regional situation of Leipzig, the former and the current city area. The
city area until 1996 forms the inner urban area today, whereas much of the new Leipzig
territory can be characterised as suburban.

During the 1990s the city of Leipzig, in absolute numbers, suffered the highest loss of
population of all east German municipalities. Within a few years, the number of inhabitants
dropped by almost 100000, i.e. about 20%, before the enlargement of the city’s territory
made up for a good part of this loss (Nuissl and Rink 2005). Approximately half of the
population loss of the 1990s was accounted for by population movements to the economi-
cally more prosperous western parts of Germany; the other half, however, was an effect of
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Figure 1.6: Regional situation of Leipzig. Source: Urban Audit 1996, modified.

residential urban sprawl. In addition, a drop in the birth-rate of the population marked
a widespread feeling of insecurity in the economic future. Today the city’s population is
fairly stable. Interestingly, the number of households had dropped to a far lesser extent
during the 1990s than the number of inhabitants, because the average household size has
decreased significantly.

Regarding its economic, historical development, Leipzig was founded as a place for
fairs and trading. It became a largely industrial city not before the late 19" century,
with the metal industry being most important at that time. The surrounding region,
including its neighbouring city of Halle, underwent heavy industrialisation until the first
part of the 20" century which gave the region its distinctive character (Nuissl and Rink
2004; Nuissl, Rink and Steuer 2005). Chemical industry and open-cast mining (power
generation) were the most important industrial sectors in those times. The city’s industrial
economic base persisted after World War II but the environment and landscape around the
city deteriorated.

After German unification, and the structural adjustments necessary for free market
operations, the economy of the city shifted from being dominated by industry and man-
ufacturing, to being more dependent on services. Between 1989 and 1995, the number of
jobs in industry fell by over 70% and services made up to 78 % of the employment as early
as in 1996 (Urban Audit 2000). This rapid structural change, which was connected to an
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overall de-industrialisation, brought about severe economic problems and high unemploy-
ment. The unemployment rate was 8.8% in 1996, but was probably much higher due to
the large number of jobs in employment-creating measures, and is today at 13.3% of the
economically active population (Stadt Leipzig 2004). Although more than 50000 jobs have
been created in banks, insurance companies and private services since 1989, the service
sector could not compensate for the heavy job losses so far (Nuissl and Rink 2004; Nuissl,
Rink and Steuer 2005). The only positive outcome from de-industrialisation seems to have
been the environmental benefits.

Due to a lack of maintenance during GDR-times, Leipzig’s building stock was largely in
decay until the early 1990s but today the regeneration of the city is clearly visible. Leipzig
has also retained its function as a regional financial and educational centre. Transport links
within the city and beyond are fairly good. The Leipzig-Halle region has an international
airport and the city has a good intra-urban public transport system, which includes trains,
buses and trams. The city of Leipzig offers a variety of cultural events and activities, most
notably the concert hall (Neues Gewandhaus), the Leipzig Opera House, theatres, variety
halls, art galleries and museums, including the Museum of Fine Arts, the municipal Gallery
and the Museum of City History. City monuments include the Churches of St Nicolas and
St Thomas, the Monument to the Battle of the Nations, the Old and the new Town Halls,
the large main railway station and the Russian Memorial Church. The city is also vaunts
"Auerbach’s Keller’ which is famous for Goethe’s cellar scene in 'Faust’.

Regarding the local government and planning structure, the city of Leipzig is divided into
10 municipal boroughs and 63 smaller municipal districts which do not possess any political
power (Stadt Leipzig 2004). The council is made up of 71 members, who are elected every
five years. The mayor is elected every seven years (Amt fiir Statistik und Wahlen Leipzig).
The city municipality is responsible for development and land use planning. Leipzig is the
administrative centre of ‘West Ssxony’, one out of three administrative regions subdividing
the German Bundesland ‘Free State of Saxony’. It is on this regional level where regional
planning is carried out (Nuissl and Rink 2004).

With respect to the recent history of sprawl in the region, Leipzig is significantly coined
by its political history. During the existence of the German Democratic Republic (GDR),
Leipzig was almost ignorant of the problem of (post-war) urban sprawl. Since the Berlin
Wall came down in 1989 this has changed fundamentally and Leipzig has experienced a
period of heavy urban sprawl which was induced by a set of incentives that largely stemmed
from the institutional framework. According to the dominant features and dynamics of
development this period can be subdivided into four phases. The first phase was mainly
characterised by commercial sprawl immediately after the opening of the German-German
border. Thousands of investors came, developed land and erected buildings to explore the
business possibilities and take advantage of the new market. Then, from about 1992 until
1997 Leipzig experienced a strong process of residential urban sprawl mainly due to the
lack of inner city housing in good shape and modern standards. Newly built apartment
blocks on the fringes of Leipzig could serve the wishes of many people. After 1997 the
trend of moving towards the suburbs started to decline. Inner city refurbishment and the
resolution of restitution claims left a mark on the property market and its prices. The
city’s new retail and leisure facilities made it more competitive against the suburbs. The
kind of urban sprawl changed into single family houses as predominant form. Since then
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suburbanisation decreased continuously. Many proprties are empty, the prices dropped in
the inner city as well as on the fringes (Nuissl and Rink 2002). But the consequences of
the development of the former decade remain and the low prices could possibly lead to a
new wave of urban sprawl driven by market forces (Nuissl and Rink 2005; Nuissl, Rink and
Steuer 2005).

1.6.2 Wirral/Liverpool

Liverpool forms part of the Merseyside County Area, a conurbation made up of five local
authorities — the boroughs of Liverpool, Sefton, Knowsley, St. Helens and Wirral — it has
about 1.5 million inhabitants. Figure 1.7 shows the Merseyside County area with Liverpool
and Wirral. The conurbation is situated in the North West Region of England, an area
that borders the Irish Sea at its western parts.

Wirral and Liverpool

Subcity borders
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Merseyside County
] Country

-"‘-L. Ports

+ Airports
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or Motorway

A%/ Other Road

A%/ Railways
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Figure 1.7: Regional situation of Liverpool and Wirral. Source: Urban Audit 1996, modified.

Wirral which is the focus of closer investigation in the case study is a peninsula sur-
rounded on three sides by the River Mersey and the River Dee and Liverpool Bay. It covers
a land area of 157sqkm. Wirral has a strong urban character in its eastern parts around
Birkenhead at the river Mersey across Liverpool and a suburban, outer-urban part in the
west of the district. Overall, the case study area of Wirral had a population of 312293
people in 2001 (census data), and a population density of 1989 inhabitants/sqkm. The
population density of the north-eastern part of Wirral is about 3700 persons/sqkm. The
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population density in the remaining part of Wirral is about 1500 persons/sqkm (all figures
Office for National Statistics UK 2005).

The commercial and civic heart of Wirral is in Birkenhead, which lies directly across
the Mersey from Liverpool and to which it is connected by road and railway tunnels. The
majority of economic activity is in Birkenhead and along the Mersey shore. Employment has
historically been based around the docks and dock-related industries such as ship-building
and food processing. Today these traditional industries have declined, giving way to a more
diverse and service-orientated economy. There are 27.3% more jobs in the eastern part of
Wirral (per head of population) than in outer Wirral, highlighting its continued role as
Wirral’s economic centre (Couch and Karecha 2003).

In contrast to the historical focus on the ship and harbour industry, the economy in
Liverpool is more diverse today. 21.8% of all people aged between 15 and 74 work in
manufacturing and construction, 25.9% in wholesale and retail trade, transport, hotels and
catering, 23.2% in finance, real estate and public administration, 23.0% in education, health
and social work, and about 6.1% in other sectors. Major employers in Liverpool include
Littlewoods, Royal Liver Insurance, GPT (payphone systems), and Medeva (pharmaceutical
company).

Having suffered heavily due to de-industrialisation and the decline of port activity, the
city’s economy is beginning to recover. The city centre has been subject to major rede-
velopment projects that have improved its environment and infrastructure, and the city is
increasingly seen as an attractive investment centre. The Merseyside Partnership highlights
the recent successes of the city and Merseyside, which includes the creation of more than
3000 new telephone call-centre jobs. The leisure industry is also a sector of growing im-
portance for the city, and investment in new facilities is underway, particularly in hotels.
However, despite recent improvements in economic performance, Liverpool remains one of
the most deprived cities in the UK. Liverpool has experienced significant unemployment
over the last 30 years, with rates consistently higher than the national average. The unem-
ployment rate for Liverpool is given with 6.1% in 2001, and that of Wirral with 3.9%(ONS
UK). Merseyside was granted EU Objective 1 priority status in 1993, which was renewed
in 1999.

The city has a significant higher education sector. Three universities are located in the
city with a total of 42000 students. Liverpool and Merseyside have a rich and varied arts and
cultural industry. Liverpool has more museums and art galleries of national status than any
other area outside London. The city’s mercantile past and recent history are documented
in a number of museums and galleries. Several of these are situated in the refurbished
warehouses of the Albert Dock, which also houses the Tate Gallery. The Conversation
Centre in the city’s centre received the European Museum of the Year Award in 1998.
Liverpool has also played an important role of the history of contemporary music and was
the home of the Merseybeat and the birthplace of the Beatles.

With respect to the local government and planning structure, the district of Wirral is
made up of 22 wards. Each ward has 3 councillors making a total of 66 elected representa-
tives (Urban Audit 1996). The District Council is responsible for a wide range of services
to the area, including waste collection and disposal, schools and nurseries, libraries, social
housing, road maintenance, parks and gardens, and social services. Liverpool City Council
has developed a number of successful partnerships to deliver Single Regeneration Budget
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projects in the Merseyside area. These include the Speke Garston Partnership, the Dingle
Partnership and North Liverpool Partnership. Each of these partnerships include provisions
to involve the local community actively in regeneration initiatives (Couch 2003).

Urban sprawl in Wirral is an established and mature phenomenon. Over the last 100
years the settlements of (sprawling) western Wirral have developed, firstly as a result of the
railways, and more recently as a result of the growth in car-ownership. The causes of sprawl
in Wirral are much the same today as they were in the past. Outer Wirral is perceived
as offering ’a better quality of life’. It can also be shown that households are purchasing
housing in outer Wirral as an investment. However, in recent years the combination of
strong ‘greenbelt’ policies in outer Wirral with ‘urban regeneration’ policies in inner Wirral
has dramatically reduced the rate of urban sprawl.

Among the negatively seen results of urban sprawl are social segregation, the dispersed
polycentric urban form which increases the need for the car, and the loss of rural land. On
the other hand urban sprawl in Wirral has provided a good quality of life for those in outer
Wirral. Problems of urban deprivation and social exclusion remain in parts of inner Wirral
but there is evidence that recent programmes of urban regeneration have had some success
(Couch and Karecha 2003).



Chapter 2

Theoretical Discussion

The theoretical discussion will start with a historical reflection on urban settlements and
then consider recent urban developments. The literature will be reviewed against the at-
tempts to steer processes such as urban sprawl and population decline, against successes
and planning failures — all in the light of policy interventions. It shall be mentioned, that,
despite being politics and planning obviously not the same instance, their roles within the
processes of sprawl and shrinkage will be explained in a related manner. Politics is under-
stood as the activity of the legislative body, whereas planning that of its executive organ.
This is a significant difference but they can be regarded as interconnected since one instance
can not work successfully without the other.

2.1 Relevant theories to intra-regional migration

The life cycle theory of cities explains the development of cities from their emergence and
the population concentration via suburbanisation, decentralisation and dispersal to a re-
newed contraction of population, called re-urbanisation. This theory builds on historical
monitoring of the situation of Western cities since the industrialisation in the 18" century.
Whereas the theory will be explained in more detail below (section 2.1.4), the terminology
will already be used to structure the following historical reflections.

2.1.1 Urbanisation: From pre-modern cities to industrial settle-
ments

In historical times the growth of cities was inextricably linked to economic development.
There was a symbiotic relation between the two. Economic growth was intimately associated
with urban expansion and contraction of the existing cities (Short 1996) and numerous new
cities emerged in times of economic revolution (Braudel 1981; Jacobs 1969).

Short (1996) reports about two major economic revolutions relevant to urbanisation
until the current date, the agrarian and the industrial revolution.

1. The agrarian revolution of the Neolithic period was induced by the founding of many
cities between 5000 and 6000 years ago, the earliest in Mesopotamia. The founding of
these cities demanded an agricultural surplus that was made available by the enhanced
productivity of irrigated farming and the management of the surplus by a social elite.
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2. The second revolution mentioned by Short (1996) is the industrial revolution which
started in the 18" century. Britain was the first country to undergo that transforma-
tion of economy and society with London, at that time, being the prime city in the
world. London was the seat of economic, political and social power. It was the hub of
a vast commercial empire and its growth was extraordinary. It is argued that the trad-
ing wealth of London fuelled its growth. Almost 11% of the country’s population lived
in the city in 1750, highlighting the importance of the city in demographical terms
(Short 1996). This in turn constituted a huge centre of consumption and resulted in
an effective demand for consumer goods. It gave stimulus to a growing agricultural
production and an increased agricultural productivity (as shown by Jacobs 1969). It
also promoted coal production in the north of the country due to energy requirements.
Therefore the technological innovations were stimulated by demand (Braudel 1981),
probably not the other way around as one might assume. The concentration of pop-
ulation connected with a huge trading potential stimulated productivity and was the
precondition for industrial take-off. The enormous effective demand is seen as the
major cause of the industrial revolution (Short 1996; Jacobs 1969).

A reinforcing mechanism then set in: the concentration of production in the new establishing
factories in the industrial centres reduced production costs and increased profits while the
gathering of workers in itself formed a big consumer pool. For maximum productivity
and because of mobility difficulties, the living and working places were located close to
each other. The established working class was spatially housed around the factories: this
formed the industrial city and accounted for its growth. The expanding industrial sector
resulted in the founding of new towns and the growth of existing ones. Urbanisation and
industrialisation went hand in hand (Heineberg 2000; Braudel 1981).

Cities arose in locations that were especially suitable for an advanced industrial, the
capitalist order throughout the 18" and early 19" century. In Britain, the towns and
cities in the Midlands grew where coal production flourished and nearby industries emerged
(Heineberg 2000). Friedrich Engels (1973) reported that in those times an aggressive form
of capitalism was predominant. The market system generated social inequalities between an
upper class and a newly formed working class. The ruling elite stressed a lack of government
and of civic obligation. The physical landscape as well as the social environment was
transformed. First, the growth of the 18" century city was a source of pride to its citizens.
The intimate connection between work and residence explained the universal attraction of
the urban cores. Here, the wealthy and the poor were squeezed together and the mixture
was accepted without question. In the course of time the consequences of this development
appeared (Fishman 1987). Problems of overcrowding, disease and social unrest occurred
until the beginning of the 19*" century in Britain. In countries where the industrialisation
started later, such as Germany (in the middle of the 19*" century), also the problems in the
cities became apparent some time later (in Germany at the end of the 19" century and the
early 20" century). As a result, the reality of the industrial cities belittled the belief in the
advantages of the capitalist order and the market economy. However, the experiences of
the 19" century cities are of great significance for the ongoing development of the societies.
They induced an action, rather a reaction against the hardships of the capitalist city and
created the context for governmental intervention and city planning (Hall 1988).
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2.1.2 Suburbanisation: From industrial cities to modern agglom-
erations

The 18" and 19" century capitalism resulted in numerous urban centres with a dense urban
population. Not only were there problems resulting from overcrowding but also the wish to
change the unbearable circumstances. To the end of the 19" century (with some temporal
variations across Europe) the working class started to organise themselves through trade
unions and the unemployed went on demonstrations to express their discontent about the
housing conditions. These upheavals impacted on the political arena. As a result, authors
claim, the growth of the cities initiated a change of the whole western societies (Short 1996;
Fishman 1987).

The roots of current urban sprawl® are nevertheless to be found elsewhere (Gaebe 2004;
Fishman 1987): the first suburbs as we know them today (see footnote) are found in the
second half of the 18" century on the outskirts of London. It occurred earlier than the rise
of the problems in the first industrial cities, and the industrialisation did not hit London
before the middle of the 19" century.

The form of the 20" century suburbanisation and urban sprawl is a successor of the 18
century form of suburbanisation. It did not emerge from a transformation of the outlying
districts, usually surrounding towns and villages (which were rather disreputable places) but
required a total transformation of urban values. Fishman (1987) claims that the modern
suburb was indeed a cultural creation of the 18" century, only supported by the economic
structures of that time. Suburbanisation developed parallel to the Industrial Revolution,
and is assumed to have started in London, the “birthplace of suburbia” (Fishman 1987,
p.18). Only later it spread out to the new industrial cities in the middle of England, where
the new concept of urbanity was welcomed.

“The modern suburb was a direct result” of the pre-industrial trade-induced “ur-
ban growth [...] that stemmed from the inability to cope with explosive modern
urban expansion. It [...] reflected the unprecedented growth in wealth and size of
an upper-middle-class merchant elite. This London bourgeoisie had attained the
critical mass in numbers, resources, and confidence to transform the city of their
time to suit their values.”

Fishman (1987, p.19)

An alteration of values meant the shift away from the traditional principle that home and
work form an identity. The pre-modern urban ecology locating the wealthy members of
the society living and working close to the centre and the urban poor to the periphery
did not allow much expansion over the existing urban boundaries. The peripheral slums
were meant to remain as small as possible, both by private landowners as well as by the
authorities, which prohibited new building on the outskirts. So, when London grew before
the suburban expansion it did so in the existing districts.

LA ‘sprawl’ of cities existed much earlier in the form of week-end houses and mansions for the upper
class. However, in this work the current form of sprawl is investigated, when it first became possible also
for other social strata to leave the city and secondly, the exploration of a suburban realm includes also
permanent living, not only week-end enjoyment.
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The pre-modern city did not rely on the basis of single functions, or the idea of single-
class districts. The traditional family was more an economic expression than an emotional
cohesion where women, children, neighbours etc. helped in the business. But the big
city was also a pool for enjoyment. The gardens were public places to be seen and enjoy
the London life — different classes all together. The openness and freedom attracted an
increasingly wealthy merchant elite but contributed, again, to an urban core that became
ever more crowded, dirty, noisy and unhealthy. The wealthy middle class was looking for a
change which meant either the rebuilding of the core or a radical decentralisation.

Simultaneously, specific trends in society occurred that helped in choosing the one or
other way out of the urban problem.

1. The first but very subliminal trend, Fishman (1987) expresses, is a shift in the relation
between the wealthy middle class towards the rest of the city population. The relation
of social distance and physical proximity changed mainly due to the different personal
habits of the rich and the poor especially visible in personal cleanliness. Whereas in
previous centuries the rich needed the presence of the poor to remind them of their
privileges, now the rich perceived the physical adjacency as unpleasant. This resulted
in the search for single-class neighbourhoods.

2. A second and much stronger trend was the change of attitude towards the family. By
the 18" century an intensity in the relations of father, mother, and children arose
which was initiated by the decreasing importance of and a rising independence from
kin groups. It resulted in the greater opportunities for both men and women to select
their partner according to romantic instead of economic attraction. The family then
aspired a separation from its environment, a relation on mutual intimacy and child
raising.

3. The third trend was the new religious, the Evangelical movement which took hold
with especial strength in the middle upper class of London citizens. It emphasised
the role of the family with the closed, domesticated family as its typical example. The
contradiction between the joyful city and the Evangelical ideal of the family provided
an impetus for the separation of the home from the 'immoral’ city.

These three trends built the essence of the suburban idea according to Fishman (1987). So,
in the second half of the 18" century the London bourgeoisie started to move out of the
inner city, it leaped over the circle of poorest neighbourhoods surrounding the town and
settled in the picturesque villages in the immediate green vicinity (first via the establishment
of weekend houses). Against this background, suburbanisation was the collective creation
of the city’s bourgeois elite and a gradual adoption of a new way of living by discarding
the old preferences for the centre over the periphery, disassociating home and work place,
establishing neighbourhoods designated for a single class and a single (domestic) function
to form a new kind of landscape that blurred a clear division between city and country.
When London experienced this new way of urban growth the Industrial Revolution had
just began in the North of England. London was bypassed by the Industrial Revolution
and remained a city of commerce until the mid-19*" century. In Manchester, Liverpool and
other prospering industrial cities the newly founded experience of suburban living was fondly
examined, adopted and even stronger implemented as these cities got similar problems (at
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around 1840) that hit London less then hundred years before (after H.J. Dyos in Clapson
2003; Fishman 1987). The extent of suburbanisation in London was fairly small compared
to what the industrial cities in the North experienced from then on.

In contrast suburbanisation was not adopted in continental Europe or Latin America
at that time (Clapson 2003). For instance, the Parisian middle class remained loyal to and
fond of the central city. The substantial growth of Paris was balanced by the opposite
development as compared to England: the Parisian industry and industrial workers were
shifted to the suburbs whereas the bourgeois elite remained in the urban core. Fishman
(1987) assumes this was possible due to the authorities’ interventions, as represented e.g.
by the comprehensive rebuilding of central Paris by Eugene Haussmann (Albers 2005). It
opened the possibility to reshape and restructure the urban core to the changing bourgeois
needs. So, continental European and Latin American cities followed first the traditional
urban structure, while British and also North American cities decided for the path of
middle-class suburbanisation from the late 18" century onwards (Clapson 2003; Jackson
1985). However, the differentiation between continental Europe and Britain became blurred
within the next centuries. In the 20" century continental Europe also showed a middle class
suburbanisation which is driven by consumer preferences (Ewing 1997; Peiser 2001). With
it, sprawl mirrors cultural attitudes. The difference of the 20" century suburbia to its
precedents lies in the attempt to make the benefits of this agreeable way of living possible
for more than just the wealthy middle class (Fishman 1987). Although sprawl remains a
luxury to many people still today (Peiser 2001).

2.1.3 Dis-urbanisation: From modern agglomerations
to post industrial cities

The strong cultural impetus in the beginning of suburbanisation was soon joined by an
equally strong economic motive. Increased mobility offered an opportunity to convert the
land previously far beyond the urban expansion from relatively cheap agricultural land to
highly profitable building plots. This possibility provided and acted as a powerful engine to
drive suburban expansion forward (Fishman 1987). Other economic motives followed and
technological innovations provided the means for a widespread decentralisation in the 20"
century (Castells 1999, 2003; Wenban-Smith 2000; Ewing 1997). Especially the achieve-
ments in the transport technology were wide ranging: suburban railways, the introduction
of trams and street cars (Clapson 2003) and later the invention, innovation and wide in-
troduction of cars (Sukora 2003; Gillham 2002; Kivell 1993; Fielding and Halford 1990;
Camagni, Diappi, and Leonardi 1986; Jackson 1985). Table 2.1 shows the rapid develop-
ment of transport technologies since the 18 century.

The very first result of technological innovations is that products get cheaper due to
automatisation or an easing of formerly complicated production (O’Sullivan 2003). Due
to mass-production of cars they became increasingly inexpensive during the 1920s, and
as wages rose in the post-war economic upswing (prior to the Great Crash in 1929), the
prospect of owning a car was given to millions of middle-class people in the United States
(Clapson 2003; Fishman 1987; Jackson 1985). In Europe, sprawl was fuelled by the avail-
ability of public transport at least until the 1950s, car ownership remained hardly possible
to most middle-class people before that date (Chin 2002; Clapson 2003).
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Innovation phase
and periods

Transportation
modes and
infrastructure

Comments and effects upon the landscape

18™ century

New ‘royal’ or
‘imperial’ roads

At the end of the 18" century the travel
time from the capital to the border is redu-
ced by half in England and France. The
new road network reflects the central or
decentralised organisation of the country.

1825 — ca. 1875

Railway network

The railway network spread from Northern
England, covered Northwest Europe around
1859 and almost the whole of Europe in
1875. The railways took over the function-
ality from the waterways.

about 1880 Electric streetcars | 1881 in Berlin.
about 1890 Undergound 1890 in London (electric, non-electric
railway, metro version was implemented in 1863)
1900 in Paris, 1902 in Berlin.
about 1900 Electric commuter | Electric commuter railways were built in
railway and around the major cities of Europe.
1930s Car The first controlled access motorways
were built in Germany.
1960s onwards Car Improvement of existing roads, new roads
superimposed the existing network, exten-
sion of the motorway network follows inter-
national European co-operation. The frag-
mentation effects by roads increase.
1960s onwards Sea ports Increasing sea traffic demands vast areas
for storing transit goods and larger
harbour infrastructures.
1960s onwards Air plane Although most capitals of Europe were

connected by airways around 1920 already,
an increasing mass transportation with

an annual growth rate of approximately
10% occurred between 1970 and 1990.

1980s onwards

High speed train,
new railroad
networks

First high-speed railway (TGV)
operates in France. The new lines are
characterised by a strong barrier effect
in the landscape.

Table 2.1: Phases of innovation in transportation modes in Europe since the 18" century.
Sources: Inspired by Antrop (2004, p.12); Completed after Hall (1993) and Gaebe (2004, p.149).
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With the faster transport modes people could settle more dispersed, as the time needed
for example for commuting to work remained equal or similar to that needed before the
implementation of the new technology: speed increased and enabled a surpassing of bigger
distances in the same amount of time (Schafer and Victor 1999; Schafer and Victor 2000).
Today sprawl is widely linked to motorisation (Clapson 2003; O’Sullivan 2003; Squires
2002). Nevertheless it represents more an enabling factor allowing access to undeveloped
areas than the real cause of urban sprawl (Chin 2002).

Still by the 1920s in the USA and a little later in Europe a change in business structures
fostering decentralisation set in. Designated with the term Fordism, a new model of business
structure was implemented that engaged the whole society. Fordism characterises a neo-
Marxist flow of understanding capitalism. It is connected to the industrial practices of
Henry Ford whose organisation of work and capital was typical for the whole period in the
early 20" century. It included mass production, an homogenisation of goods and resource
driven production that resulted in large buffer stocks. Business structures were organised
along assembly line work that assured high productivity and output. Spatially it reflected
a homogenisation of intra-regional labour markets and a spatial division of interregional
labour. Fordism was also based on a presumed mass consumption with strong emphasis
on the family. The uniformity and a productivity-related income should enable that every
one can take part in the envisaged economic prosperity and in turn contribute further to
economic growth. Based on the Marxist axioms, a social welfare state was believed to
facilitate the citizen’s life long occupation and a social security system (Schétzl 1998; Leser
et al. 1997; Short 1996; Haussermann 1992).

Mass production in western societies did indeed led to an economic upswing and peaked
in the so called Golden Twenties. The prosperity spread through the society, and the
middle class could fulfil their dreams of a nice, suburban family house. A wave of suburban
development in Europe was the result from the 1920s onwards.

Increasingly independent of the urban core, the suburbs lost their traditional meaning
from about 1945 onwards (at first in the US) when the suburbanisation of residents was
followed by the outward movement of businesses and services. The end of suburbia in its
traditional residential sense is followed by the creation of a new kind of decentralised city
(Clapson 2003). Since about the 1960s in Europe the economies and businesses increasingly
move out of the city centre locations, suburban areas developed increasingly scattered and,
in contrast to the more continuous suburban developments in the centuries before, ‘leap-
frogged’ into the countryside: the core of what we today call urban sprawl emerged.

At that time a shift in the production form of most industrialised countries set in,
so-called post-Fordism. It is characterised by the invention and implementation of new
information technologies, an individualisation of production, a de-hierarchisation, the rise
of the service economy and white-collar workers, an increasingly importance of intellectual
resources in contrast to material resources and the globalisation of financial markets. It was
accompanied by a new emphasis on types of consumers instead of the previous emphasis
on social classes, the feminisation of the work force, a decline in the governmental safety
systems as well as an increasing privatisation and individualisation of all forms of living.
As a general trend the economy underwent a transition away from the primacy of manu-
facturing to a focus on services (Gaebe 2004; Fothergill and Gudgin 1983). Although the
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seeds of service-sector growth and of the new light-industries were already sown between
the wars (mainly facilitated electricity and telephone usage), it was in the 1960s that the
change took notice in spatial consequences (Clapson 2003).

After the Great Crash of 1929 many of the international markets for industrial com-
modities collapsed (Hudson 2005). The established trade routes started to change course
as industries, capital and labour migrated to other regions. Technological innovations en-
abled them to became more footlose (Castells 1999, 2003). Additionally, as old indus-
trial regions accumulated significant agglomeration disadvantages since the industrialisation
(Gaebe 2004), as e.g. high costs for property and human labour, a lack of available proper-
ties for new businesses and decreased accessibility, industries increasingly moved out. The
macro-scale structural changes are felt as a de-industrialisation in the European regions that
were first industrialised (Prigge 2004). New emerging services located in areas different from
those stressed by traditional, industrial economic activity where costs of decontamination
and renovation, a lack of space or existing ownership structures might hinder development.
This is most visible in the strong north-south divide of the service locations in different
countries, as e.g. in Britain and in Germany (Friedrichs 1993; Bade and Kunzmann 1991;
Rodwin and Sazanami 1991). In England, much of the growth in new industries occurred
extensively in the London metropolitan region and in the south-east.

The changes in the international division of labour also led to a de-industrialisation of
Western economical structures by means of a new orientation towards services, liberalisa-
tion, and privatisation (Short 1996). Because the Western industrial model was closely
linked to the development of cities, a transformation of the industrial mode of production
led necessarily to a far reaching crisis for these cities. Industrialisation was connected to
urbanisation - de-industrialisation is connected to dis-urbanisation (at least for most urban
centres excluding the metropolises, Paal 2005; Munck 2004; Meijer 1993; Camagni, Diappi,
and Leonardi 1986).

By the early 1970s in most middle European countries the process of economic decen-
tralisation, and with it dis-urbanisation had fully set in (Clapson 2003). Sprawl became
a well-known phenomenon and the location of jobs are discussed as another reason for
it. Whereas there is some evidence that people follow jobs (O’Sullivan 2003) the rela-
tion seems to have decreased in recent years (Deutsches Institut fiir Wirtschaftsforschung
(DIW) 2001). All these developments mentioned in the last paragraph are connected to
post-Fordism and summarised in Table 2.2, which also compares the differences between
Fordism and post-Fordism.

As decentralisation and post-Fordism set in, researchers mark the shift from the modern
to the post-modern city (Short 1996). Increasing global competition between urban centres
and the resulting attempt to differentiate between the cities became more and more evident.
Such attempts were felt in a changing urban look, a ‘new’ enclosure movement, and a ‘new’
civic culture, as Short (1996) remarks. With respect to urban sprawl especially the new
enclosure movement seems of interest. It meant the privatisation of space in all different
forms (enclosure of formerly open public land, regulated access to buildings, the invention
of gated communities), the increasing wish for security and, post factum, the reinforcement
of security aspirations and fear on one another. Short (1996) specifies:
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Standardisation of production
organisation,

Rationalisation,
Automatation/mechanisation

Fordism post-Fordism

approximately 1920s-1970s 1970s onwards
Economic Monopolisation, Diversification,
organisation Economies of scale, Economies of scope,

De-standardisation,

Flexibility, specialization,
Flexible automatation/
mechanisation.

Labour Force

De-qualification of the
labour force,

Unemployment decreased.

Highly qualified and

skilled labour force,
Unemployment increases,
Limited contracts and

part time jobs increase,

Home working and free-lancing
increases.

Income relations
Trade Unions

Income inequalities decreased,
Power of trade unions increased,

The influence resulted in manifold
legal and social protection
regulations against the
monopolistic entrepreneur.

Income inequalities rise,
Power of trade unions
decrease,

Partly because of the rise
in services where trade
unions are weaker.

Culture & society

Strong collective and co-
operational attitudes
Uniformisation of the
peoples’ life styles.

Individualistic attitudes,
gain importance,
Self-containment and private
property gain renaissance.

Role of the state

Extension of the legal social
security systems,
Interventionist attitude,
Responsibility towards society.

Role of state is minimised,
Market forces are believed to
regulate any development.

Table 2.2: Differences between the production modes of Fordism and post-Fordism.
Source: Author’s draft; after Schétzl (1998), Leser (ed.)(1997), Short (1996), Haussermann(1992a).
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“The shared space of the city becomes the segmented segregation of tiny commu-
nities fearful of the rest of the city.... Our cities now reflect our sense of fear more
than our sense of hope.”

Short (1996, p.33)

This reflects why crime is often mentioned as a cause of sprawl too (O’Sullivan 2005;
Burnham, Feinberg, and Husted 2004; White 2001).

Underlined by a strong neo-liberal trend that set in during the 1970s, building space and
houses, their prices and availability followed market-driven supply and demand patterns.
Land is a resource and can be handled purely in economic terms (Alonso 1964; Jacobs 1969;
Goodall 1972; Evans 1985; Mills and Hamilton 1989; Chin 2002). The free availability of
land is furthermore the very prerequisite for a functioning market (Borst 1996; Fassmann
1991). Land rents arise from the location within an urban system with places closer to
the urban core traditionally being more profitable and therefore more expensive. The land
rents traditionally decreased in direction to the periphery because the products had to be
transported to the market places in the cities. Therefore the profitability of the periphery
fell as transport costs had to be added. Such economic reasoning finds its application in
the agricultural land use model of von Thiinen (Schétzl 1998; Reichart 1999; Leser et al.
1997). Another land use model was developed and applied to urban areas by Alonso (1964).
This is related to the costs of the premises in different urban locations conditioned by the
expected returns in either monetary terms (with businesses) or satisfaction with the living
qualities (with residences). Land users in the urban space are assumed to compete for city
centre locations and decide their optimum location within the city. The land users trade-off
between rents, which decline with distance from the centre, and transport costs, which rise.
The model is based on: a perfect market, a preference amongst land users for a location
as near to the city centre as possible, and uniform gradients in declining rents and rising
transport costs with distance from the centre. The model is illustrated in Figure 2.1.

Such models of optimum land use and related land rents are important to understand
the traditional pattern of land development, but they seem inappropriate for today’s land
use allocation. Nowadays, decentral locations become more profitable to residents and
businesses: the costs of land are lower and the transportion of goods to other locations
in a worldwide economy or commuting becomes easier from the less congested peripheral
locations (O’Sullivan 2003; Squires 2002). The abundance of transport networks and the
spread of modern telecommunication technologies which sometimes remove the need for
transportation at all (especially in the case of information exchange) result in the increased
profitability of peripheral locations. The attractivity of these places increases for the indi-
viduals as well as for businesses. In line with this economic reasoning, demand is driven
by preferences towards a suburban attractivity (Miller 2004; Peiser 2001): monetary and
non-monetary. Audirac et al.(1990) formulated:

“The ideal of owning a single family home, the need for an adequate environment
for raising a family, a strong desire for privacy, and the appeal of a rural ambience
are among the most prominent reasons for choosing suburban and exurban locales.”

Audirac et al.(1990, p.473)
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Figure 2.1: Alonso model of the urban land use. Source: Kivell (1993, p.19).

Preferences towards a location are dependent on attractivity evaluations and the prices
seem to represent an important criteria for it. When sprawl is the result of a compar-
ison between the characteristics of the inner and outer urban areas (Hassan, Zang, and
McDonnell-Baum 1996; White 1981; Todd 1977) it increases when the peripheral locations
get cheaper and more profitable. What follows is that especially low prices make sprawl
possible. However they are not assumed to be the only reason for it as the individual pref-
erences towards other characteristics of the location also seem to play a role in residential
sprawling as they already did in the phase of its ‘invention’ during the 18" century in
London.

Additionally to the social and economic circumstances that influence sprawl development
there are policy and planning factors. They shall only be mentioned here in brief as they
will be comprehensively considered later. In effect, policy and planning influences have
often decreased the costs of sprawl by offering subsidies and allowing externalities. In
lowering the price for the individuals compared to the value they receive the attractiveness
of the suburbs is ‘artificially’ increased. Against this background one can understand the
high consumer demand for single family low density housing. The consumer demand can
be manipulated by public subsidies (Chin 2002). Consumer preferences and technological
innovations are a major cause of sprawl and decentralisation but authors assume that they
cannot explain the extent of dispersal nor the absence of mixed land uses, nor the loss of
valuable natural areas. For that, Ewing (1997) blames the market failures caused by all
manner of subsidies (highway, cars), and that public goods such as open space tend to be
under-supplied by the private market because of the free-rider problem.

“the free-rider problem” is " the inability to charge beneficiaries for the value” one
"receives.”

Peiser (2001, p.277)
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This underlines the decisive role of politics and planning in the sprawl process but
does not neglect the importance of the individual preferences in the evaluation of suburban
attractivities. After these more qualitative reflections, the theory of the life cycle of cities
will be subject to the next section. It tries to quantify the described population dynamics.

2.1.4 Life cycle theory of cities: Urbanisation, Sub-urbanisation,
Dis-urbanisation, Re-urbanisation

The life cycle theory of cities relies on an assumed connection between the changes in the
structure of the urban system and the stage of economic development of a region or city. It
suggests a perpetuating urban development. Accordingly, old-industrial areas should pass
the stages of growth and decline and grow again. It is hypothesised that each stage is
characterised by a certain specific urban development that every city seems to pass through
unless the government or other actors continuously try to steer against it (as e.g. in the case
of the socialist countries in Eastern Europe throughout the second half of the 20*® century,
see the explanation of transformation research below). The shift from one urban stage to
the next is attributed to the economic development as highlighted by Fourastié. However,
in this section the focus is on the spatial implications of the theory in the narrower sense.

In terms of their physical structures cities are a local or regional phenomenon, although
their influences are often wider and their non-physical relations are of regional, national
or global importance. On the local or regional level, the stages of the model are mirrored
as a comparison of the development of the urban core to the fringe. The basic parameter
of the model is population. Its changes and relative trends define the urbanisation phases
according to the relative population growth and decline of centre and fringe (Antrop 2004).
The following stages have been documented throughout the course of the earlier depicted
urban development:

1. Urbanisation: the urban cores grow at the expense of the surrounding countryside;

2. Sub-urbanisation: the overall population growth tends to slow down or even to decline
in absolute terms, while the population in the ring or in ring municipalities continues
to grow - when the ring’s growth surpasses the core’s the stage of suburbanisation has
been reached;

3. Dis-urbanisation: the urban decline in the core exceeds the growth of the suburban
ring, so that the total population of the agglomeration declines; the same applies to
agglomerations where the core declines faster than the ring.

The theory is based on four stages where the fourth stage is believed to close a circle towards
urbanisation and is therefore called:

4. Re-urbanisation: population declines faster in the ring than in the core, or the core
grows as the suburban ring declines (Antrop 2004; van den Berg and Klaassen 1986;
van den Berg et al. 1982). van den Berg and Klaassen (1982) define re-urbanisation
as the result of a sufficiently strong growth causing the entire agglomeration to gain
population. Attention shall be drawn to the fact that a faster suburban decline in
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comparison to a slower decline in the urban core also means an urbanisation in a
strict sense. One has to distinguish between the two kinds of re-urbanisation. The
investigation in the case study regions will reveal information about the occurrence
of the one or other. Furthermore it is necessary to examine whether re-urbanisation
exists, to what extent and under what conditions it might occur.

Figure 2.2 mirrors the phases of the model in the postulated circlular behaviour.
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Re-Urbanisation
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Figure 2.2: The urban life cycle model. Source: Fielding and Halford (1990, p.9) — modified.

Whereas the first three stages have been documented in several western societies through-
out the course of the last two or three centuries, the fourth stage characterises uncertainty
(van den Berg and Klaassen 1986; van den Berg et al. 1982). Accordingly, two possibilities
remain:

1. Progressive dis-urbanisation or
2. Re-urbanisation.

There is some proof of re-urbanisation processes in western cities in recent years (beginning
in the 1990s approximately), as e.g. in New York, Manchester, Glasgow, Bilbao (Oswalt
2004). Also, a re-urbanisation trend has been noticed more recently in the case study
cities, Leipzig and Wirral/Liverpool (Herfert 2005 - personal communication; Couch 2005 -
personal communication; Couch 2003; Herfert 2003; Wiest 2001). Whereas others note that
a re-urbanisation as a general trend has not been proven yet in European urban regions
(Antrop 2004; Champion 2001). If it occurs, reliable information is lacking as to whether
such development is only possible through intensive action on the part of the local or
regional authorities, or whether it is a stage that ‘naturally’ follows from dis-urbanisation
(van den Berg et al. 1982). van den Berg and Klaassen (1986) remarked twenty years ago:
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“Natural or market forces, or aggressive public policies ... may spark renewed
interest in city life and its economic and cultural potential. With population re-
turning, the agglomeration may experience a revival that starts the development
cycle anew.”

van den Berg and Klaassen (1986, p.87)

In the 1980s, it was still not clear what conditions — natural, market or policy — may result
in a renewed interest in the urban cores. van den Berg and Klaassen (1986) came to a rather
pessimistic conclusion with regard to the re-urbanisation possibilities from a comprehensive
study of European urban and regional development between the 1950s and 1980s.

They argued on the basis of the following assumptions:

1. Quality of life is an essential determinant of well-being. The attractiveness of a region
as residential location depends more and more on qualitative factors, such as housing
and environmental amenities.

2. The access to urban facilities and services will continue to determine well-being.

3. The accessibility to work places will be less determining the residential locations.

Following from point 2. they hypothesised that most people willing to leave a dis-urbanising
agglomeration will choose another urban area. The new destination is likely to be an
agglomeration at an earlier stage of development. Thus, when the place of origin was a dis-
urbanising agglomeration migrants will probably relocate in suburbanising or urbanising
cities: inter-metropolitan deconcentration sets in. On the other hand, this might reveal
that agglomerations with declining populations in both the core and the suburban ring
may not expand further into the surroundings. However, under these presumptions dis-
urbanising agglomerations will continue to decline in the short- and medium-term. van den
Berg et al. (1982) hoped that time would bring more insight into the issue. More than 20
years later, there are some examples of the re-urbanisation of formerly dis-urbanising areas
(Oswalt 2004; Ward 2005). Their conclusions did not prove true as a general development.

A higher concentration might be necessary for the renewed prosperity of the region,
especially in the low demand old-industrial areas. It might stimulate a new period of urban
growth and revitalisation by fostering a network of economic services, mutual exchange
between firms, specialisation, high quality jobs as well as the implementation of business
strategies for an innovational milieu. According to the New Growth theory by Romer (1986),
the spill-over of knowledge results in growth which is enabled especially by concentration
(Gaebe 2004).

However, this does not clarify whether re-urbanisation can also take place ‘naturally’ and
in all cities after the dis-urbanisation phase. Even if a re-urbanisation has been documented
from some cities in Europe and the US, which speaks in favour for the urban life cycle theory,
other investigations doubt the regularity that the model proposes. Antrop (2004) and
Cheshire (1995) showed that the theory of the urban life cycle does not apply to all European
agglomerations alike. According to a study of 241 functional urban regions (FURs) in
Europe there is variability according to the geographical region and time. Northern and
Southern European agglomerations pass the stages at different points in time. Figure 2.3
shows the population development for selected Northern and Southern European cities.
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Figure 2.3: The population development of urban core to ring areas in Northern Europe (top)
and Southern Europe (bottom) between 1951-1991. Source: Antrop (2004, p.15f.).
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According to the population change rate in core and fringe zones the crossover point from
the declining urbanisation to the dis-urbanisation phase has been appointed. For Northern
Europe, the crossover is situated in the 1950s-1960s (2.3 - upper graph), in Southern Europe
between 1975 and 1980 (Figure 2.3 - lower graph). The y-axis of both graphs display the
percentage of all 241 FURs investigated that showed the indicated phase. Additionally
there is a lack of evidence about the sequences which the model suggests, e.g. in Southern
European cities. The lack in validity for the Mediterranean cities is underlined by other
sources (Leontidou — personal communication; Antrop 2004; Cheshire 1995).

A re-urbanisation in former industrial regions might also indicate a certain degree of
revitalisation or economic growth. This might be difficult to initiate. The transforming
economies of Eastern Europe as well as the economies in the former industrial regions of the
West reveal a specific weakness that hinders the region from easy structural adjustments:
mostly, neither the urban nor the regional administrations have developed any generic
schemes or programmes for restructuring the industrial base in a flexible manner. Such
a ‘planning gap’ is often filled by the leverages and strategies proposed by the dominant
companies to policy makers. Therefore the inability to adapt to economic changes and the
lack of diversification strategies are strong disadvantages that characterise old industrial
regions (Hudson 2005; Friedrichs 1993). The influence of the dominant companies in old
industrial areas are very intense and restrictive. When, e.g. in Britain, national strategies
tried to revive the declining areas with subsidies, the companies reacted by restructuring
their economic base, expanding their range of products either by buying new firms or by
producing goods and services entirely different from the initial product. This diversification
of production leads to the promotion of prospects of survival of the single firm, but does
not lead to a diversification of industries in the distressed regions or cities.

The strong power of trade unions further impedes a possible smooth change away from
the old, rigid structures. They worked for strongly organised labour movements in many
of the old industrial regions. Wages are kept high and the introduction of new technologies
which could speed up the rate of work are fought very hard. As an effect the capital flows
to cheaper labour regions and cheap-labour countries (Hudson 2005).

If re-urbanisation is connected to an economic revitalisation also locational aspects are
worth to be mentioned. Presumably, peripheral locations are worse off (Fielding and Halford
1990; Camagni, Diappi, and Leonardi 1986). Locality in general describes an effect of in-
teraction between external, non-locational features and internal, locally immanent qualities
(Cooke 1992). ‘Peripheral’ stands for a location away from or on the fringe of established
trade routes and economic alliances. Observations have shown that especially the peripheral
regions of industrialised countries were often affected by economic and population decline,
as e.g. the North-West region of England, in which one of the case studies is located. Nev-
ertheless Cheshire et al. (1991) cast some doubts on hasty derivations, as many peripheral
regions, e.g. the south-western regions of France and the south-eastern regions of Germany
and Ireland, also exhibited some of the most rapid rates of employment growth in the past.
They conclude that if a peripheral location contributes to economic decline it does not seem
to hinder economic growth. With a changing importance of space and distance in the course
of the developing service economies and the spreading of communication technologies the
function of locality in a globalised economy remains to be seen.
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With these possibly influential aspects in mind, it seems not clear whether the life cycle
theory of urban areas applies to the former industrial case studies selected here. A closer
look needs to be paid especially onto the circumstances and legacies that a socialist state
brings about. The investigation of Leipzig might reveal additional insights into these issues
as it has a different political background as the cities quoted above. The urban development
was heavily constrained in the GDR whereas it follows a more freely, economic, capitalist
order since 1989. A comparison between these periods can give information about the
sequence of urban development in dependence from the political influences. The adjusted
research question can be formulated as follows:

Did the population development in the case studies follow the sequences of the life cycle theory
of urban areas and is a re-urbanisation trend visible in both regions?

Hypothesis:

As a result of the political history of Leipzig, which limited an urban development on the
fringes and which also controlled and acted against decentralisation, it is assumed that the
city development in Leipzig has not followed the phases of the life cycle model of cities
over the past six decades. Re-urbanisation is visible in both regions as a new trend after a
period of inner city population decline. However, there are several reasons why this could
happen earlier and more easy in Leipzig:

0 A political change brings about an abrupt and drastic change on all levels of govern-
ment, economy and civility. This implies that the existing structures have to be cut
off or replaced which might ease a new beginning.

[ There was and is an enormous money transfer, especially from the German government
but also from other international sources. Investors from the Western part of Germany
saw their chance to enter the market (irrespective to whether this was good or bad,
or appropriate in the way it was undertaken) entailing a significant money transfer.

0 Leipzig is not located peripherally but rather centrally, within Germany but also
within Europe after the opening of the European Union to the East.

[0 Leipzig is located next to a smaller city, Halle. This could offer certain advantages
representing an additional pool of population, knowledge, purchasing power etc.

Against this background, there is to expect that Leipzig’s revitalisation strategies might
have yielded in a re-urbanisation visible in population figures more clearly. A re-urbanisation
and revitalisation for Wirral/Liverpool seems more complicated.
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2.2 Causes of urban sprawl in former industrialised
regions and actors’ preferences

A consideration of the spatial changes in urban systems must necessarily take into account
the behaviour of the various actors in the process of urban change, and explain how and
according to what assumptions that behaviour leads to the spatial changes observed. The
aim of such a theory is to derive from a study of the actors’ behaviour and from a logical
sequence of casual relations, a meaningful explanation of the relevant spatial developments
(van den Berg et al. 1982). The theory of “action spaces” (Aktionsrdume) can deliver
a very helpful framework to understand the behaviour of actors in space as well as its
implications. The individual preferences towards the characteristics of residential locations
are therefore central, as are the particular circumstances that can enable, restrict or support
urban sprawl in former industrial regions. Such issues will be addressed below.

2.2.1 The combination of urban population decline and sprawling

The issues that can lead to and/or enable urban sprawl have intensively discussed. How-
ever, for the research focus the combination of sprawl and population decline is of particular
interest. For such an evaluation the scale is of highest importance. An inner urban popu-
lation decline can occur simultaneously to a regional population growth and, on the other
hand, urban sprawl can be found in a regional context of population decline (Gaebe 2004;
van den Berg and Klaassen 1986). This is already comprehensible from the definition of
urban sprawl (and suburbanisation) and can be seen in the assumptions to the life cycle
theory. The initial hypothesis however is that these processes are particularly related.

A migration from the inner city areas to the urban fringes is a spatial process: it implies
a reduction of residents in the areas of origin and a growth in the area of destination.
When people move out, the inner cities lose population. Against this background, sprawl
is one possible cause of inner city decline. This is what e.g. Prigge (2004, p.42) sees as
the third reason of urban decline next to de-industrialisation and political transformations:
the exodus of residents, industry and/or services from the city centres to the peripheries.
In turn, it contributes to the inner city problems by aggravating the low demand of inner
city locations: the housing stock remains unused and decays, public budgets are stressed
and can not contribute to inner city renovation, the least affluent inhabitants remain stuck
in the inner cities since they cannot afford to move. This impairs the public budgets even
further. In the American context suburbanisation was a considerable reason for population
decline in the old industrial cities, mainly because of the wish to socially segregate (Downs
1999; Fishman 2004).

Whereas urban sprawl is responsible for an important part of the low demand in inner
city locations today (Mumford and Power 2002) it possibly acts not as a single cause for
urban shrinkage, at least not in the European and often also not in the North American
context. As Fishman (2004) explains for the United States, the economic downswing in
a mono-structural region (e.g. Detroit) initiates suburbanisation. Suburbanisation and/or
sprawl then result as a consequence of de-industrialisation too. De-industrialisation appears
to be the very important cause of urban shrinkage entailing sprawl thereafter. Urban sprawl
can act as a cause of urban population decline and urban decline can also be a cause for
urban sprawl. This suggests that sprawl and urban shrinkage can be reinforcing parameters.
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Additionally there are some peculiarities to take into account which illuminate the cir-
cumstances in old industrial regions. Often, old industrial regions are mono-structurally
oriented towards one core industry. Mass unemployment results when this branch declines.
The old factories are normally big in terms of the number of jobs they offered. They do not
have the possibility to react quickly and adequately, e.g. with a diversification to smaller
firms. Often these factories were also nationalised, as e.g. in Britain. So, a first strategy
to make these businesses survive was the attempt to privatise. When a privatisation suc-
ceeded the new owner answered with additional releases of personnel. This happened to an
even larger extent at the turn from the social democratic to the neo-liberal mode of state
intervention (Hudson 2005).

Consequently, the economic decline impacted on the social conditions of the cities, but
may be they were also evoked by it. Hudson (2005) recalls, that there has been a consider-
able re-emphasis upon the ‘instituted’ character of human behaviour in recent years which
is of great interest in the connection to this work:

“Instituted behaviour can be thought of as embracing a wide spectrum from the
informality of habits, norms, and routines [...] to the formality of behaviour within
the state and its constituent apparatuses and organisation” .

Hudson (2005, p.586)

Some of these sometimes unintended habits were felt as a cause for the inflexibility of
old industrial regions and can help to reveal the population decline. Following points are
mentioned:

e Formerly workers were content and proud of their jobs: they experienced the growth
and prosperity of the region (and nation) to which they contributed. With the break-
down of the major industries, the pride can result in a mental stubborness towards
change, as Hudson (2005) calls it.

e The educational level of the population is very specifically oriented towards the one
practised job or craft. Retraining might therefore be burdensome, time consuming,
unsuccessful or even not welcomed.

e The traditional economic branches were strongly gender divided. With the collapse
of the manufacturing, male employment opportunities broke down while female jobs
increased, mostly in the emerging service sector. Therefore especially the men became
long time unemployed and had to cope with a changed role as domestic workers. This
resulted in psychological entanglements and apathy that often left the women being
both single wage earner and main unwaged domestic worker.

e Because the activity spaces of the population was traditionally very small (firms,
factories and living places were organised close together) there is a marked reluctance
to commute. Even modest distances to work are often regarded as unreasonable.
With a limited number of jobs in the region, people would often need to commute
over long distances (Hudson 2005).
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These last points are of particular interest in terms of regional migration. Following from
this, one might conclude that sprawling in former industrialised regions might be less com-
mon. The strong connectivity of the population to their city and an inertia in change might
also contribute to a loyalty towards the place. However with regard to the last point, it
would be important to clarify what ‘modest’ commuting distances means.

Furthermore, old industrial cities are often undersupplied with natural and green spaces,
the environment is sometimes polluted, parks are often missing, the built environment is
dense and often lacks renovation or revitalisation: the housing stock is old, facilities poor,
dwellings small and dark. In the earlier sections, it was found that the residents’ preferences
are one of the most important reason for sprawl. The preference towards a suburban location
is the hypothetical choice in comparison to other locations. Therefore preferences reflect the
consideration and appreciation of urban versus suburban attractivities. Sprawl can result
from high suburban attraction and from strong antipathy towards the cities. O’Sullivan
(2003) has found that, next to the other reasons of sprawl, central city problems are a
strong imperative for suburban migration. In this case, especially in old industrial cities,
suburban locations become relatively more attractive than the inner city locations. Taken
together, the combination of serious inner city problems, and the very strong connection of
the people to the location seems to be a breeding ground for sprawling, in particular in the
old industrial regions.

Also Power (2001) calls the inner city characteristics the main reason for people to move
to the suburban areas and the periphery. The buildings and public spaces have been allowed
to decay, the streets are insufficiently peopled but over-used by cars and this in turn lets
people feel uneasy. Fear prevails and crime becomes the greatest worry of the population.
Poorer, run-down neighbourhoods have a higher reputation for crime and disorder than
more affluent ones. Figure 2.4 shows that there are higher levels of anxiety about crime in
inner cities and in areas of physical decay and disorder in particular.
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Figure 2.4: Worry about crime linked to locations and physical conditions.
Source: Power (2001, p.733).

With former industrial inner cities having probably more old, unrenovated buildings
than non-industrial cities, this could be a reason for a substantial out-migration from old
industrial cities’ inner areas.
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On the other hand, a necessary prerequisite for sprawl was a sufficient financial back-
ground. The limited resources of the population, e.g., with unemployment in the family,
might be an obstacle and hinder a widespread outflow of the inner cities. In contrast the
property and housing prices are often relatively low as compared to, e.g., the national aver-
age since the demand for property is lower as well (Mumford and Power 2002). Taking this
into account the rate of sprawl might not be hindered that much by financial restrictions.
This unresolved issue will be further considered in the case study analysis while the specific
preferences to residential locations are the focus of evaluation hereafter.

2.2.2 Actors residential preferences and the importance of these
for sprawl

The focus of investigation is positioned against the behavioural approach of action space. It
presupposes constraints and influences to an actor’s behaviour on a macro and micro level.
On the macro level, a further division allows the consideration of influences that impact
either on the demand or the supply of dwellings. These can be summarised as follows in
Table 2.3.

Influence on supply Influence on demand

Housing and dwelling stock (changes | Requirements (population development)
through construction, renovation, demo-

lition etc.)

Housing policy and city planing (amount | Housing and dwelling supply
of social housing, incentives, subsidies,

building restrictions etc.)

National and local regulation schemes
(conservation, preservation of historical
sites, rent policy, tax policy a.o.)

Population structure, social structure (de-
mographic, ethnic and socio-economic
specifics)

Demand for dwellings

Housing policy, town planning (housing

constructions, infrastructure etc.)

Table 2.3: Influences on the supply and demand of dwellings on the macro level.
Source: After Gaebe (2004, p.105f.) - modified.

With respect to the micro level, the individuals as actors are the most important entities
conditioning urban sprawl. Their locational preferences and locational choices are setting
the parameters of residential sprawl. Several reasons seem comprehensible for a change of
residential location. The most prominent named are: a change in household size and a
change in incomes (Gaebe 2004; Chin 2002). Gaebe (2004, p.142ff.) describes prominent
reasons for a general intra-urban migration according to a division in directions: (1) leaving
the inner city, (2) choosing the urban fringes, (3) moving to the inner cities.

Add 1. Reasons for leaving the inner cities:
Amongst the most significant reasons to move out of the core cities are the lack of availability
of desired houses with garden, especially for families with children, and owner occupation.
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A move to the fringes cannot necessarily be explained as an urban flight. People in the
inner city blame most prominently distress of industry, retail, and traffic, but also the lack of
green and open spaces. On the other hand, the high dwelling prices in the inner cities often
work as push factors to leave the city. The trend towards a higher share of older people and
also the increasing singularisation of the society can cause a shortage of dwellings in inner
urban areas (Gaebe 2004). The last point is however, not as relevant for the low-demand
and declining regions.

Add 2. Reasons for choosing the urban fringes:

De-industrialisation has led to an increasing number of jobs located in the urban fringes
and periphery. They attract residents who want to be close to their place of work. But,
the general trend points towards a decreasing importance of employment location for the
attractivity of a residential area, as other investigations show (Kloas and Kuhfeld 2003;
DIW 2001; Renkow and Hoover 2000; van den Berg and Klaassen 1986). Additionally,
most new development happens on the fringes which can also be an incentive for some
people. The wish to live close to people of similar age, education and income, of similar
occupation and life style (social and economic segregation) is another, very likely factor.

Add 3. Reasons for moving to the inner cities:

Current trends of a higher share of women working, the increasing number of single per-
son households, the trend towards fewer children, make suburban locations relatively less
attractive. Especially the young, childless and affluent part of the population appreciate
inner city living, the cultural infrastructure and the urban living qualities. But also older
people seek the vicinity to the centres supposing quiet urban amenities and green spaces
are supplied in the surrounding (Gaebe 2004). Importantly, the reasons for out-migration
(from a living location) have to be distinguished from the reasons for in-migration (to a
certain neighbourhood). Table 2.4 summarises possible reasons for a change of dwelling
according to this division.

Of central importance to this work, as it will be taken up by the modelling later on, are
the reasons to choose the new dwelling displayed in the right hand column of Table 2.4.
They are constrained by personal preferences, resources and other restrictions.

Whereas Gaebe (2004) puts emphasis on household size and income, there is also support
for the importance of age (Knoll et al. 2002). The parameter ‘change in the household size’
in Table 2.4 infers a change of dwelling according to the advancement in the life cycle
of the population (Lichtenberger 1998). The life cycle model assumes a relation between
the demand of dwellings (in the form of size, standard and property form) and the age of
the head of household as well as the number of children. It implies that with the latter
increasing, the household will successively move to the fringe areas of a city and back. Table
2.5 mirrors the different places of living in dependence of the 8 hypothesised stages in the
life cycle model of residents. To evaluate this model of migration several assumptions need
to be taken into account. It was developed from the migration pattern of an ‘average citizen’
of the United States who moves eight times. Therefore, it assumes a great willingness to
move, it presupposes that the single family house is the optimum place of living for a family
and implies the financial resources to follow this pattern (Lichtenberger 1998).
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Possible reasons for out-migration Possible reasons for in-migration

from the current home in the next home

Loss of dwelling Residential preferences:

Lack of dwelling standards (size, price) Size and standard of the dwelling

Lack in the quality of the Location (accessibility with different

neighbourhood (location, crime, means of transportation, job location)

environmental conditions) Social environment (family,

Change in the job location friends, neighbours)

(more jobs in the the peripheries)/ Neighbourhood and physical environ-

place of education ment (facilities, culture, quietness)

Finishing a job/ education/ retirement

Decrease in mobility Resources:

Social advancement,/ promotion Financial resources (income and price

(job, income) of the dwelling, respectively)
Cultural capital (education, life style)

Change in household size (number of Restrictions for action:

people in the family) Level of information to the housing

Distance to family and friends supply

A new dwelling place Housing supply, infrastructure

Economic, ethnic and social changes in Barriers for in-migration (access to

the neighbourhood by in- or out-migration | places, discrimination, violence)

Table 2.4: Possible reasons for moving. Source: Author’s draft, after Gaebe (2004, p.127f.,
p.142f).

Life cycle concept Places of living
1. Young single person in employment Cheap apartment in the inner cities of town
2. (Married) couple Bigger apartment in the inner city
3. Family with small children Suburb, small single family house
4. Family with younger teenagers Suburb, bigger single family house
5. Family with older teenagers Move to another suburb according to
the career of the family father
6. Children moving out of the Small single family house or return
parents household to the inner cities
7. Parents retire Return to an apartment in the inner cities
8. Single household of widow/widower Small apartment in the inner city or home
for the aged

Table 2.5: Stages in the life cycle and possible residential location. Source: Lichtenberger (1998,
p.144) - Modified.
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Against this background, one has to be careful to apply this model to other cities, as e.g.
the transforming countries in Eastern Europe. It is believed that low prices to housing will
remarkably change the migration pattern of the people in those countries (Lichtenberger
1998). Gaebe (2004) notes that there is a lack in empirical evidence if this model is applied
as a single cause for the migration of families to the urban fringes. Other parameters have
to be taken into account. Additionally the life cycle model does not apply to the migration
patterns of gentrifiers, DINKS?, one person households and single parent families. For the
traditional family however, there exists a substantial power of explanation.

Additionally, it is not clear whether the assumptions would hold true in the post-socialist
context. The work will regard this by describing residential preferences in the socialist and
post-socialist realm. During the socialist period the preference towards the inner cities
prevailed (Haussermann 1996), as e.g. Schulz (1995) could show for Berlin. The standard
of apartments as well as the quality of the neighbourhood, such as the amount of green
space etc., were of minor importance. The number of bedrooms was the most important
criteria for judging a dwelling.

After the political change, the demand for spacious flats soon fell as a result of increasing
rents. Counting even more for the new apartment, rising prices were also the reason that
the premises of the old building stock became interesting again, especially to students and
young people. However, next to the price argument, also the quality of the neighbourhood
rose in importance to the attractivity of a residential place (Harth and Herleyn 1996) but
also the poor conditions of inner city housing (Schulz 1995). The lack of maintenance
of most houses during GDR times mainly due to small governmental budgets led to the
expressed wish of many people to move into apartments of higher standard. See Table 2.6
for a comparison of the housing situation in the eastern and western part of Berlin as an
example.

East Berlin West Berlin

31.12.1989 25.05.1987
Property form (in %)
Private 23.6 54.3
Co-operative 16.8 31.2
Governmental 59.4 6.5
Others 0.2 8.0
Accommodation
Flats/1000 inhabitants 493 514
sqm/inhabitant 30.4 374
sqm/apartment 61.3 69.5
with bath or shower (in %) 88.8 92.0
Rent price/sqm Mark 0.85-1.25 DM 6.93

Table 2.6: Housing stock in East Berlin and West Berlin before the political change.
Source: Schulz (1995, p.203).

2Double Income No Kids
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The wish for new housing with higher standards resulted in the hasty erection of multi-
family houses on the urban fringes, as e.g. in Leipzig (Nuissl and Rink 2005). Space
was abundant and the mostly west-German investors saw the market potential. The more
affluent inner city inhabitants moved to the urban fringes, most already in the early years
after re-unification (Lichtenberger 1995a). Less affluent citizens had to remain in the old
inner city stock or the high rise buildings. Nevertheless, especially the financial resources
restrained an out-migration of people into single family houses on the urban fringe, at least
in the early years of the transformation (Lichtenberger 1995a).

According to the focus of the investigation, the preferred characteristics of suburban
locations in former industrialised regions are of particular interest. The reasons for sprawl
were outlined in earlier sections and preferences towards residential characteristics in this.
What remains to the case study analysis is the question whether the issues named hold
true for the population in dwindling regions and particularly also in post-socialist realms.
Following research questions are formulated:

What are the main reasons for people in old industrial regions to move to the urban fringes?
What is more important in the decision to move:

e the characteristics of the inner cities with their mostly negative evaluation as strong push
factors, or

e the characteristics of the outer urban areas, mostly positively evaluated as stronger pull
factors?

Hypothesis:

If the latter is less important than the former, this will indicate that the inner city problems/
the urban environments in former industrial cities are more important in the evaluation
of residential attractivity of sites than the pull factors of the surrounding. Against the
comparison of other investigations a stronger weight of push factors than pull factors is
expected. This in turn would suggest that former industrialised cities might generate more
sprawl than non-industrial cities.
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2.3 Consequences of population decline and sprawling

In earlier sections the causes of urban sprawl have been explained. It has been found that
urban sprawl and decline can respond to each other: decline can cause sprawl and sprawling
can cause decline. In a very unfortunate situation both processes act in a negative way
resulting in a sink spiral reinforcing each other. In such a sink spiral the causes are likewise
the consequences of the development. Therefore a lot of the explanations concerning the
causes of urban sprawl will also apply to the consequences. Already mentioned consequences
of sprawl and decline will be mentioned concisely, issues which have not been received
adequate attention before will be elaborated below.

2.3.1 Social consequences
2.3.1.1 Segregation and social retreat

Segregation means the spatial separation of social groups according to various parameters.
The aspiration to do so was mentioned as a possible cause of urban sprawling in earlier
sections. The term segregation was coined by the so-called Chicago School of Sociology?.
In the meaning of social segregation it describes the degree of disproportionate distribution
of population groups or social strata in different spatial parts of a city. Segregation is
more pronounced the higher the social distance between the groups. Most evidently and
most intensively investigated was social segregation along with ethnic minorities in the
USA (ethnic and racial segregation). It is hypothesised that an early residential segregation
during the phase of industrialisation leads to increased ethnic segregation (Heineberg 2001).
However it is not as prominent in the European contexts (Meen and Meen 2003). In Britain,
social segregation and social exclusion (as the most severe form of segregation) is more
pronounced in the industrial cities of the north than in the cities of the south. However, it
is important to notice that social exclusion does not only result from economic decline but
can also result from economic growth if a certain share of the population can not participate
in the rising prosperity (Roberts 2000).

Gaebe (1991, in Heineberg 2001) distinguishes between different kinds of segregation.
Demographic segregation and social-economic segregation are the most prominent forms
in European cities and can be assigned to the social consequences of urban sprawl. Small
numbers of social housing within the cities as well as a high rate of privatisation in the
housing sectors are made responsible for an increased degree in social-economic segrega-
tion (Heineberg 2001; Harth and Herleyn 1996; Lichtenberger 1995a; 1995b). But also a

3The Chicago School of Sociology created three models or theoretical approaches about the structure of
urban areas and their development. These three classical models constitute what are termed the theories
of Social Ecology today. The Chicago School of Social Ecology represents a very early attempt to describe
the regularities of an interdependent relationship between the social and the economic parameters of a city.
The approach was developed in the beginning of the 20" century but mainly after the First World War.
Important contributors were R.E. Park, E.W. Burgess and R.D. Mc Kenzie. The three urban development
models of Social Ecology (the ring model of urban development after E.W. Burgess, the sector model of
urban development after H. Hoyt and the multiple core model of urban development after D. Harris and
E.L. Ullman) shall not be employed as hypothesis to my studies since their models apply to the macro-level
of spatial reference , after E. Lichtenberger the level of the whole agglomeration. My studies apply to
the meso-level and look to the relationships between different parts or districts of the cities. The term
segregation was coined from the school of Social Ecology (Gaebe 2004).
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demographic shrinking, as found in the cities in Eastern Europe after the transformation
from the socialist to the capitalist systems, and a falling demand in the inner city housing
stock result in social segregation (Herfert 2003). The very rapid dynamics in the moving
behaviour during the political transformation led to an acceleration of social segregation.
The numerous movements of families to the suburban regions during the 1990s contributed
to a very low share of households with children in the inner city, as e.g. in Eastern Germany
(Herfert 2003).

When people move for the reason of an aspired segregation one might think that sprawl
leads to fewer social contacts of the suburbanites in their neighbourhood. It was also argued
that the middle-class suburbanites develop much more short-term local friendships than,
e.g., the inner city working class which is more dependent on the proliferation of kinship
ties. Affluent suburbanites it was argued have the resources to and do retain more long-term
relationships to peers across greater spatial distances (Power 2001).

Sprawl less often creates newly built settlements but adds to existing ones. It develops
in the smaller settlements and communities surrounding bigger cities. Consequently, the
suburban settlements have a mixture of old and new residents who often differ in terms
of education, income, life styles and preferences with respect to the area’s development
(Sukora 2003). Another consequence is the social retreat of the old residents and aggression
against the newcomers. Social retreat has not only been reported from the autochthonous
population, but also from the inner city residents. With the ongoing trend of tertiarisation,
manufacturing continues to decline. The industrial workforce can only adjust slowly. The
skills of the people does not match the requirements of new jobs without further education
which often is difficult to pursue. New jobs are often settling in other regions or outer
suburban areas, following the trend of decentralisation and driving dispersal. For many
people commuting is unwanted and burdensome (as mentioned earlier). As a result, people
give up the quest for work altogether. They drop out of the labour force and are not in the
statistics as unemployed (Power 2001). A phenomenon which seems to be pronounced in
old industrial areas.

2.3.1.2 Traffic

The more people disperse the greater is the flow of traffic through and around the cities.
Urban sprawl has been associated with traffic congestion, noise and air pollution and in-
creasing danger on and adjacent to the roads (Power 2001) as the use of cars becomes
essential for the people in suburban areas. The development towards a constant use of
the car brings those adults possessing a car more freedom, more choices, more comfort
and convenience but it discriminates against people without one, e.g. the elderly and chil-
dren. They are especially affected since the public transport, if it exists, gets increasingly
inefficient. Providers cut services and routes or have to increase prices.

Next to these more obvious consequences a higher car use can also imply health problems
due to the minimisation of physical activity (Jackson and Kochtitzky, nY; Sui 2003). Sui
(2003) reports from an investigation in the 50 largest US-American cities using the length
of commuting as a parameter. Sprawl shows a connection to obesity and heart disease®.

4According to the body-mass-index (BMI) Houston ‘won’ in 2002 and 2001, followed by Chicago, Detroit,
Philadelphia, Dallas. The heaviest German city is Rostock, Leipzig ranks 17! (Renz and Krause 2005; dpa
2005).
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2.3.1.3 Crime

A decrease in physical activity is associated to the modern life styles but it can also be
an expression of the fear about safety (Jackson and Kochtitzky, nY). Car use decreases
the physical activity and it minimises the social contacts. This, in turn, makes the urban
neighbourhoods so thinly populated and streets so under-used that abuse and crime could
occur unwatched (Power 2001). Crime is related to social control (Schelling 1971; Gladwell
2002). Along this line of argument the cities of lower demand and vacancy, such as former
industrial cities would feature a higher rate of crime incidences and vandalism. Power
(2001) finds different levels of vandalism for different European countries. She concludes
that cities built at higher densities suffer less social breakdown than those built at lower
densities as, e.g., Great Britain. The higher densities result in stronger street presence and
might lower levels of vandalism (Power 2001). Figure 2.5 portrays the complaints about
vandalism in selected European countries and underlines that Britain ranks first among the
selected.
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Figure 2.5: Compliants about vandalism to houses and gardens in 1991 [percentage of housing
stock]. Source: Author’s draft. Data: Power (2001, p.736), Fischer Weltallmanach 2003, data for
population density relate to the year 2000.

From 32% of all dwellings there must have been a compliant to the police. Or reversely,
as each compliant relates to one dwelling this affects 32% of the housing stock. The number
of compliants does not relate to urban densities as one can see. An increased crime activity
and vandalism bring additional economic consequences for the individual as well as for the
community.
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2.3.2 FEconomic effects

Sprawl is often blamed for the disproportionate distribution of costs and benefits between
the inner and the suburban areas. This is most visible in the differences of community
budgets which are differently stressed according to the residents. Sprawl brings problems
to the communities and the society, e.g. when the socially lower classes concentrate in
the inner urban areas (Herfert 2003; Downs 1999). People who move take their social and
financial capital with them. This is why owner-occupation is considered a way to increase
the social capital of the community. Owner-occupiers have a greater commitment to the
neighbourhood, move less often and might therefore contribute to a stabilisation of the area
(Meen and Meen 2003). This is an impact on the community level. However, differences
also result for the individuals themselves.

2.3.2.1 Costs for the individual

For the individual the move from the inner city areas to outlying regions has to be positive,
summing up all the changes. Otherwise, one could hypothesise, the residents would not
do so (providing a perfect market). Nevertheless there might be some aspects which have
either not been foreseen by the individual or which are labelled negative but outweighed by
other more positive outcomes (Downs 1999).

When the individuals decided to move they have incorporated prices for dwellings, build-
ing plots and/or the construction of the building itself. However, sprawl has been made
responsible for a rise in house prices as the demand increases (Peiser 2001).

Another outcome affecting suburbanites is the widely agreed rise in traffic volumes and
passenger-miles travelled (Gillham 2002; Peiser 2001; Power 2001). It is often connected to
(increasing) traffic congestion in the urban but also suburban locations. Traffic congestion
is also due to the economies of businesses, which want most people to work during the
same hours so they can interact efficiently. That means they have to travel to and from
work at about the same time each day (Downs 1999). Traffic congestion and the increase
in passenger-miles travelled are linked to air pollution and energy consumption. The use
of petrol escalates. While new vehicle technology may eventually reduce petrol demand
per car and unit of distance travelled, an overall decrease in petrol consumption is not
likely before energy prices increase substantially, which is (against an environmental sound
reasoning) difficult because of the fear of serious economic outcomes (Gillham 2002; Downs
1999).

Traffic also brings about noise pollution, a prominent reason why people move to the
suburban locations. A move can, in this respect, be rather disappointing for the migrants as
noise pollution increases there too, especially with more people wanting to live more quietly
the sources for noise pollution increase. However, the point sources and the extent of noise
pollution in the inner cities might still be substantially different from those in suburban
realms.

Another consequence brought about to the individual is a kind of ‘trapping’ in the
neighbourhood. Purchasing property brings about a stronger affection to the home and a
greater commitment to the neighbourhood. Both might decrease a wish for further moving
(Meen and Meen 2003). A financial trapping on the other hand occurs when people have
a mortgage which has to be paid off or when property prices drop substantially after the
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acquisition (Herfert 2003). Moving does not always bring full satisfaction to the residents,
although a split between the satisfaction with the home and the satisfaction with the neigh-
bourhood has to be made. Herfert (2003) showed for the East German suburban context,
that the satisfaction with the neighbourhood is sometimes very low. The wished-for green
surroundings had to often to be shared with too many neighbours near by, he concludes.

2.3.2.2 Costs for the community

The community budgets in European countries are mainly covered by two kind of taxes:
first, the income tax on the resident population and second, the business tax (Mading 1998;
Downs 1999).

Add 1. In Europe income tax is paid at the place of residence, not at the place of work. For
the community the total payment is of highest interest. The amount of migration only
delivers a limited explanation (Méding 2001). An imbalance of community budgets
therefore mainly results from the out-migration of a wealthy middle class, not from
out-migration per se.

Add 2. The business tax is paid to the community in which the firm is located — the re-
location of firms and businesses out of the administrative areas is therefore the main
reason for a change of community income from the business tax. The trend towards
economic dispersal leads to the imbalance of community incomes between urban and
their neighbouring communities.

Urban sprawl is also made responsible for additional infrastructure costs as plots have
to be developed and prepared before construction, roads built and the infrastructure to be
maintained. Downs (1999) reports from studies undertaken in the US: the growth of cities
via sprawl was estimated to cost about 20% more for roads and land (leaving other costs
aside) as compared to the growth via more compact forms of development. Additional costs
are mainly brought about by the construction of roads, schools, sewerage and water systems
as well as other public facilities which are substantially higher with sprawl.

In contrast, the infrastructure of the inner cities deteriorates and is under-used as it was
built for a larger number of people. Falling demand in inner cities means falling maintenance
inputs, faster deterioration and a shortened life time of the infrastructure (Mumford and
Power 2002; Peiser 2001; van den Berg and Klaassen 1986). Falling demand also means
a decrease in property prices, which aggravates the economic basis of the individuals, the
community and other entities possessing property as their values fall.

The oversupply of infrastructure according to the decreasing demand applies not only to
the local traffic infrastructure but also to social facilities, e.g. schools, libraries, health care
centres etc. It is different with social facilities that are oriented towards a regional catchment
area, e.g. hospitals, cinemas, theatres and so forth. The city normally provides an adequate
performance, but this becomes difficult as the tax base falls with the relocation of households
to outlying communities. The core areas are left with a disproportionate burden of providing
costly services for a regional population but from fewer and less wealthy residents. This
creates a vicious downward fiscal spiral that weakens the ability of core-area governments
to provide quality public services and results in unequal urban environments (Downs 1999).
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However in a comparison of community budgets, it seems inappropriate to speak of
symmetrical losses in the core areas and gains of the communities on the fringes. At
least with respect to Germany the financial compensation between the Lénder results in
asymmetries (Mading 2001). The losses of the urban cores are higher than the gains of the
hinterlands, as Mading (2001) summarises. The same relation holds true for the differences
of the business tax between communities in Germany — the core areas are mostly affected
more severely.

2.3.3 Environmental impacts

The ‘anti-sprawl debate’ as often referred to started from environmental concerns. Among
the classical arguments against urban sprawl are the land use change, an increase in land
fragmentation and a decrease of valuable natural area, damage to the water systems, air,
ground and water pollution (Squires 2002).

2.3.3.1 Consequences for land consumption and fragmentation

In a hundred years, the density of the population in Britain has fallen from around 1000 peo-
ple/hectare (ha) to just over 50 (Downs 1999). Today there are one-tenth of the homes/ha
than were built a hundred years ago when the population was half the size and each home
had twice the number of occupants. Against this background, the difficulties of providing
public transport, local shops, banks or schools with current densities become comprehensi-
ble (Power 2001). Table 2.7 gives an interesting overview of the estimated urban densities
at different times. Britain serves as an example for a general development in Europe.

Date Number of | Number of
dwellings/ha | people/ha

1900: bye-law housing 250 1000
1950: new towns 35 120
1970: inner city estate 100 330
1990: inner city renovated streets

e.g. Islington, part of London 70-100 185-250
1999: national average planning

requirement for new housing 25 53
Ratio of dwellings: 1900-1999 10:1
Ratio of people: 1900-1999 20:1

Table 2.7: Estimated urban densities at different times. Source: Power (2001, p.736).

The term ‘despoiling the landscape’ has been frequently used (Peiser 2001) to describe
trends such as land consumption and land fragmentation. Some of the developments in the
former rural settings, as e.g. new business parks, have been called ugly and wasteful (Power
2001). They have shown little spatial rationality, are cheap and spacious. Sprawl has been
made responsible for the diminishing beauty, drama of the landscape (Power 2001), scenic
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resources and regional open space. It closes up formerly natural spaces that were potentially
available to recreation and leisure activities.

Especially at risk to the conversion from natural to urban uses is the agricultural land
adjoining urbanising areas. They are easily made accessible and do not require much
pre-work, e.g. in comparison to forest areas. As land conversion increases there is also
an increase in the loss of habitat for species. Biological communities that need spacious
untouched and open areas might decline as the landscape becomes more fragmented - edge
habitats increase. The highly specialised species might suffer most, as those in wetland
habitats have shown (Gillham 2002).

2.3.3.2 Consequences for open waters and groundwater

The loss of open green spaces affects both the surface and groundwaters, its resources and
quality.

Add 1. Surface waters: Under natural conditions, the rainfall is either intercepted by vege-
tation or percolates slowly through the ground. In urbanised environments where a
higher proportion of the area is sealed, rainfall becomes surface runoff. During its flow
across the impervious surfaces it takes up pollutants, such as oil, and is then either
channelled into storm drains or runs directly into the water streams. This marks a
disruption of the natural cycle, causes higher runoff and a faster speed than the rivers
and streams might be able to handle (Jackson and Kochtitzky, nY). This can result
in high water levels, flooding and/or faster stream flows (negative to certain species,
causing additional impacts to the river beds). Furthermore pollutants can be filtered
out less, water bodies get more polluted.

Add 2. Ground waters: A greater runoff reflects on the groundwater bodies as well. Aquifers
are increasingly bypassed from rainwater as most rainfall directly reaches the open
water bodies through the drainage system. Communities report difficulties with nat-
ural aquifers and the water provision, although these shortages are often overcome by
an exchange with neighbouring communities (Reckien -the author- 2001).

2.3.4 Attribution problems

The social, economic and environmental consequences that are often mentioned with regard
to urban sprawl have been highlighted in the former sections. One can see, the impacts
are felt on the two areas: the inner cities and the suburban areas as sprawl describes a
spatial process between the two. As a kind of intermediate summary the consequences of
sprawl on the urban hinterlands as well as its possibly amplifying effects on the inner cities
will be mirrored in Table 2.8. The interactions of the social, economic and environmental
pressures that result from urban sprawl make a more sustainable approach to cities and
land use inevitable. Against this background it seems imperative that the costs to cities and
to the society as a whole are recognised. Additionally, nearly all major problems related to
urban growth are regional, not local, in nature. This is most obvious with problems such
as air pollution or traffic congestion and important to notice when it comes to the role of
politics and planning in influencing the urban sprawl processes.
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Impact on urban hinter-
lands

Impacts

Impact on the towns

Disturbance of social networks
and local communities

On individuals

Population loss

Difficulties in surpassing space
for the personally immobile,
e.g. children and elderly with-
out cars

High costs and poor quality of
services

Increased air pollution, road
traffic and accidents

Polarised, fragmented neigh-
bourhoods — depleted elderly
care/ disorder

Increase in noise pollution

Tendency to an over-supply of
land due to speculative devel-
opment

On the community

More traffic inflow — commut-
ing — congestion

Increased road traffic, weak
public transport in dispersed
settlements

Vacant buildings and land,
falling demand — over supply
problems

Increased demand for some
services, e.g. health

Loss of shops and amenities

A relative increase in tax base

Decline in property values,
Public infrastructure becomes
less viable

Impact on waters — pollution
and amount of run-off

On the Environment

Increased land consumption,
deterioration of the country-
side — aesthetical aspects

Loss of countryside, damage to
wildlife

Vacant and derelict land and
buildings

High social costs

High economic costs

High environmental costs

Table 2.8: Environmental, social and economic impacts of residential sprawl and inner city
decline. Sources: Author’s draft; after Rogers and Power (2000), Power (2001).
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For a comprehensive reflection of the sprawl process and its side-effects, one has to
structure the discussion further. Sprawl has often been made responsible for “all the evils
of modern urban life” (Chin 2002, p.11). There is a hot debate about urban sprawl, which
sometimes lacks a constructive or rational argumentation. This might be due to the fact
that there are considerable difficulties in making the link between sprawl and certain con-
sequences, e.g. that there is an absence of reliable empirical evidence to underline the
arguments made either for or against sprawl (Chin 2002). Few empirical studies have been
undertaken and many of them are case studies which are difficult to generalise from. A
possible reason comes also from unclear definitions of sprawl (as elaborated upon in the
introduction to this work). What remains is a blurred picture of the link between sprawl
and its ascribed impacts. In fact, it is very difficult to provide the proof for an attribution,
e.g. of rising energy consumption to sprawl, when the rising energy consumption results
to a substantial part from higher living spaces that need to be heated. It is hard to tell
whether the actor using more energy in the suburb would not have done so in the inner
city also, if she/he would have found a totally comparable place to live. Another example:
‘Sprawl results in rising housing costs’ is also difficult to prove as long as the numerous
subsidies promote sprawl (Peiser 2001). Even more: retail development on large plots has
often been associated with urban sprawl - in fact, sprawl does not create large-scale retail
centres, the economies of retail distribution and often the consumer preferences do (Peiser
2001). The legitimate criticism of large-scale retail development is not that it is a conse-
quence of sprawl, but that it consumes enormous amounts of land and that it can threaten
city centre vitality.

Chin (2002) gives a comprehensive overview of the debate of urban sprawl and sum-
marises the attributed features and outcomes that are agreed upon within the research
community. It turns out that there is very little agreement about what effects should be
attributed to sprawl. Many of the outcomes of sprawl are in fact the costs of modern urban
living, regardless of urban form (Chin 2002). Discussions about the attribution of sprawl
refer to the need of a ‘prototype’ of inner city living or inner city housing in contrast to outer
urban living. It strongly depends on what can be regarded as typically urban and what
can be regarded as typically non-urban, sub-urban, ex-urban. One needs a paradigm to
compare any consequences of sprawl to something else. Without such a possibility one can
only speak of a compilation of case studies without a derivation to more general processes.
However, this might be a difficulty scientific research is facing in general.

Furthermore, urban sprawl is accompanied by a number of processes, of which some seem
to be part of sprawl itself (in Heineberg 2001). Difficulties have been encountered in the
separation of developments that belong to the process and in those reflecting a consequence
of sprawl (Peiser 2001). Gaebe (in Heineberg 2001, p.54) names the following processes
that accompany urban sprawl:

1. A re-organisation of the population and of land use within the agglomeration. He
distinguishes

e A demographic segregation which is characterised by an increase in the propor-
tion of middle-aged people, by children, teenagers and multi-person-households
in the surroundings of the cities whereas the core cities are featuring higher
proportions of the elderly, of foreign persons, one-person-households and ethnic
minorities.
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e A social-economic segregation which can be felt as a rise of middle-income house-
holds in the surrounding areas of towns and a rise of lower-income households in
the inner cities.

e A functional segregation. This is the new allocation of industry, area- and
transportation-extensive functions in the urban periphery, as e.g. wholesale
or dispatch businesses. A concentration of high and highest level functions is
emerging in the inner cities with, for example, financing, management, trade,
consulting, communications and information services in the core areas.

e A change of land use in the suburban areas. It concerns an increasing use of
space for single functions, the formation of residence parks with owner-occupied
single-family houses, new industry, trade or service clusters in the periphery.
The core areas of cities on the other hand become socially diverse and a place
of increasing conflicts. The deterioration of inner cities, building boom and
gentrification appear on a spatially small scale (Lambert and Boddy 2002).

2. An increase in the urbanised area with the simultaneous divergence of the traditionally
spatial-functional unity of living, working, supplying and production.

3. A decrease in the population density of the core and inner city areas.

4. A relative gain of economic power of the surrounding communities of the cities while
simultaneously the core cities lose economic power, tax income and purchasing power.
Also increasing social welfare benefits and the proportionately higher use of infras-
tructure (by citizens of the whole agglomeration) increasingly burden the community
budgets (Gaebe (1991) in Heineberg 2001).

Peiser (2001) summarised the different outcomes often connected to sprawl by dividing them
into process elements, negative end results, both bad and not-bad end results and further
complex results. He assigns the issues named under process elements being the sprawl
process itself. It has to be distinguished from the negative and not as negative end results,
but sometimes does not receive this recognition in the literature. There are also complex
results - the role of these issues in the sprawl process seem not to be fully understood yet.
Peiser (2001) also adds his thoughts to the causes of the named outcomes and distinguishes
between market failures, regulatory failures and the development (process) of urban areas
in general. Table 2.9 shows his considerations. It is an attempt to structure the sprawl
debate and shows the need to further investigate the different contributions of each of
the issues named as only then a target-oriented action, e.g. by planning bodies, can be
implemented. With respect to the focus on former industrial cities, the outcomes of sprawl
subsumed under ‘complex results’ are of special interest. Both a decay of inner city areas
as well as a concentration of the poor have been revealed as characteristics especially of
old industrial regions, mainly because the economic decline left the population with scarce
financial resources and the early industrialisation left its footprints on the housing and
building structure. If both processes are, in a complex way, involved in the urban sprawl
developments one can expect that they occur in old industrial regions in an amplified
manner.
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Outcomes of sprawl End result caused by
Market | Regulatory | Development
failure failure process

Process elements

Low-density development X

Discontinuous (leapfrog) development X

Scattered development X

Land speculation X

Decentralisation of employment X

Retail suburbanisation X

Decentralisation of leisure facilities X

Negative end results

Increasing use of land X X

Monotonous development X X

Environmental degradation X X

Inefficient development:

poor accessibility and infrastructure X X

Loss of open space X X

Increase in car use X X

End results both bad and not-bad

Strip development X X X

Large retail development X X X

Complex results

Decaying inner city X X X

Concentration of the poor X X X

Table 2.9: Outcomes of sprawl divided by process elements and end results. Source: Peiser
(2001, p.284) - modified.

Impeding a structural discussion of sprawl comes about by a normative affection to the
process connected to either ‘good or bad’ (Peiser 2001). Sprawl has positive and negative
sides (Downs 1999), there are cost and benefits (Chin 2002) which apply to different actors,
different levels of time and space.

Additionally, there might be aspects of sprawl that are neutral at a low level of aggre-
gation (a few people moving to the fringes as an example) but which are severely negative
on an aggregated level (when a sufficient number of people contribute): sprawl is not ‘as

bad’ when 10 people move as when 1000 people move. Good or bad can be an issue of
thresholds.

Another issue should be remembered. Sprawl describes a spatial relocation of population
and businesses, which implies that there is a place of origin and a place of destination.
Sprawl and its sub-processes mean different things to different people and different places,
consequently there are mainly two sets of problems.
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1. First, there are impacts on the regions of origin — the cities: Here, the people have
to cope with outcomes that remain from actions of other entities. Additionally, the
impacts on inner cities are mainly accounted negative.

2. A second set of consequences applies to the areas of destination - the growing sub-
urban locations: Here problems arise for the individuals that moved and for the
autochthonous population®. Whereas some of the results on these groups will be seen
negative too, many outcomes are judged positive (Downs 1999).

It appears that the consequences of sprawl are often investigated by looking at the impacts
on different people in different areas. This seems to be a major drawback as seen by the
author. In order to achieve a clearer understanding of the sprawl-related effects one should
first look at the changes for one same entity, e.g. a household moving from the inner to the
outer urban areas. A comparison between the situation or conditions of living in the inner
versus the outer city within one same household is assumed to contribute to a clarification
of the consequences of sprawl. It is a first step as to the attribution difficulties in the
sprawl debate. It is assumed to deliver valuable information to the effects of some aspects
related to sprawl but cannot provide further clarification in the problems of definition in
terms of process elements versus end results. The analysis in this work will focus on both
an assessment of sprawl-related consequences to different people living in different places,
inner urban versus outer urban areas, at the same time and an assessment of sprawl-related
consequences to the same people living in these locations at different times. Adjusted
research question:

Can an increase in living space, the number of cars and the commuting distance be clearly
attributed to the migration from an inner to an outer city location when both different households
are compared at the same time (inner versus outer urban residents) and the same households
are evaluated at different times (moving households from the inner to the outer urban areas)?

Hypothesis:

Against the background of the current literature it is assumed that the households which
are living in outer urban areas have a higher amount of living space, number of cars and
commuting distance in average. If one compares the situation in the same households before
and after a move from the inner urban parts to the fringes, it is assumed that this will lead
to an increase in living space and the amount of cars per household. However, taking into
consideration that the financial resources of residents in former industrial areas are small,
a concentration of employment as a legacy from the GDR period remains, and the people
especially in old industrial areas by cause of a constituted behaviour do not like to commute
it is not assumed that the commuting distance changes much.

5This separation of consequences distinguishes only between the impacts for humans at different loca-
tions. There are however, consequences of sprawl on other living as well as non-living entities, see further

up.
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2.4 Possibilities to influence urban sprawl processes

In this section an overview of the roots of European planning shall be given. It will be
explained how the institutions developed and what kind of planning mentality prevails
today, especially with the focus on Germany and Great Britain. Commonly used planning
strategies against sprawl will be given and new means elaborated to make a reduction of
the negative outcomes of sprawl possible.

Shortly the relation of planning and politics shall be pointed out again. These are
understood as two sides of a coin. The one gives the legal framework, formulating laws and
binding regulations whereas the other side is responsible for the implementation, the kind
of means, the amount of efforts. However, both act in direction of the same goal and are
dependent on each other to reach it. The focus in this work lies at the investigation of the
planning system however this does not mean that the political connection can be left aside.

2.4.1 Planning systems in Europe

Planning receives power through its embodiment in the legislation and regulation which
form part of the legal apparatus of a country. The nature and style of this legal apparatus
can vary between countries and explains the different approaches to planning. On the other
side, the implementation of planning occurs through the administrative system which again
varies across the countries. Newman and Thornley (1996) relate to different ‘legal families’
of planning in Europe (see also Langhagen-Rohrbach 2005). They summarise the variations
in planning systems and identify its factors of influence on urban systems as drawn from the
differing legal and administrative structures. They distinguish 5 ‘legal and administrative
families’ in Europe: the British, the Germanic, the Napoleonic, the Scandinavian and the
East European family. The British and the Germanic family will be explained in detail,
since they embrace the legal frameworks for the two case studies.

The Germanic family: The Germanic legal family is based on the approach of codifica-
tion®. Historically, in Germany there was no central power to impose a unified legal system.
This lack of central power also meant a lack of authority to rationalise and anew the system,
laws became more and more obsolete. Responding to this deficiency, the ancient Roman
law was applied in a more comprehensive way during the 15" and 16" century. It provided
a suitable overall framework to the prevailing situation. Later the approach to codification
was adopted in the Age of Enlightenment during the 17" and 18" century. The realisation
of its merits led in the German case to the implementation with especial rigour and without
the ideology of change. The German approach was abstract and intellectual.

In contrast to the English (unwritten) constitution, there is strong emphasis on the
(written) constitution in the German planning family. It arranges very clearly the powers
of the different levels of government and requires a constitutional amendment to alter the
balance of responsibilities. The Constitution relies on a federal approach: the central gov-
ernment shares much of the power with the states (Lénder), which are the next lower level
of government. The states have their own specifications to deal with the district authorities

6Codification means the collecting and restating of law for a certain jurisdiction and a certain area of
living. It is usually done by subject, as e.g. the civil code (Biirgerliches Gesetzbuch - BGB).
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(Kreise) and the local authorities (Kommunen, Gemeinden), the two levels beneath. To
work efficiently in such a case of multiple responsibilities strong interlinkages between the
government levels are needed and essential — a governmental network develops.

The commune is the basic building block of local administration. The ‘doctrine of
competence’ found here is based on the assumption that local authorities have a general
power over the affairs of the community (Planungshoheit der Kommunen). The principle
of subsidiarity is applied and circumscribes that higher levels of government only become
involved when the lower levels fail to meet the demands. Systems that place importance
on the local commune are likely to have numerous and small authorities at the lowest level.
This fragmentation of independent communes makes it particularly difficult to implement
strategic policies (Newman and Thornley 1996).

The British family: The British family of legal and administrative organisation is highly
distinctive from the other forms in Europe. It is the only family relying on a system of case
law that has gradually built up decision by decision. Evolved from the tradition of English
Common Law (Gewohnheitsrecht) there is a highly empirical note to this approach and an
emphasis on past experience and precedent cases.

There is an ‘unwritten constitution’ (Basic Law - Grundgesetz)(Newman and Thornley
1996, p. 30) in Britain. This means that, with particular reference to the local authorities,
no special protection is available to them. On the other hand as no binding documents
exist, greater flexibility follows. Traditionally, the local authorities in England have been
regarded as deliverers of services. As a result the units of government are fairly large —
an efficient delivery of services is easier with bigger spatial units. The operating range of
local governments is defined by and their action supervised from the central government.
Local authorities are perceived as agents carrying out central government’s policies, so the
national government’s regulation, laws and controls are formulated to allow the enforcement
of their own competence. This is in contrast to the other families in Europe which apply
the ‘doctrine of general competence’ (Newman and Thornley 1996, p.30)(see above).

The traditionally strong dual system of administrative government in Britain -comprising
the national and local level- implies that the central government is responsible for the lo-
cal governments’ legal and financial constraints. Local authorities have little need for local
taxation. Their finances are mainly obtained from national grants. The two levels of govern-
ment are very distinct and operate in two different spheres, e.g. the movement of politicians
from one level of government to the other is seldom in Britain in contrast to other countries
of Europe where politicians work their way up through more than one level of government
(Newman and Thornley 1996).

The legal and administrative families that built around the German and the British case
study feature important differences. However, apart from the historical development of the
legal and administrative frameworks and their distinctive impacts, there are also present
trends and remarkable similarities in the planning systems in the European countries. The
trend towards a globalisation of both the economy and the personal interactions between
people has strong effects on European cities. It reflects the opening up of international
markets, most notably since the process of economic integration in Europe (Schétzl 1994,
2000). Technological innovations might have encouraged this by enabling communication
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and physical interaction over greater distances more easily (Hall 1993; Castells 2003). As a
response to the changing international challenges, the European Commission (EC) tries to
consolidate its role in urban and regional policy.

In contrast, Newman and Thornley (1996) argue that the international policy in Eu-
rope has developed to respond to the global economic change and its economic and social
consequences. The competition between cities has increased both for command and control
functions as well as for other economic development. This, so it was argued, will bring few
benefits to peripheral regions but will rather increase competition between already dynamic
areas, in particular the metropolitan centres (Paal 2005; Newman and Thornley 1996).

Despite the trend towards high level integration, such as the formation of the European
Union, there is a counter-trend towards the increasing importance of sub-national govern-
ments, regional associations etc. (Schétzl 2000). The Agenda 21 programme that arose out
of the 1992 United Nations Conference on Environment and Development (UNCED) has
encouraged the strengthening of regional and local governments, mainly because it is as-
sumed to ease an implementation of environmental policies (Newman and Thornley 1996).
Additionally, the European policies increasingly focus the regional level most visible with
the implementation of the Structural Funds and the Committee of the Regions.

The changing international and global trends call for an adaptation to new roles. Cities
have become dependent on the successful adaptation to the global economic trends (Paal
2005; Sassen 1999, 1994, 1991; Meijer 1993) and on their attractiveness to a global econ-
omy. They are no passive spaces in which national or international capital and functions
locate but have themselves become important actors in enabling opportunities for economic
development through marketing strategies, the creation of new, positive and dynamic im-
ages as well as through the preparation of spaces for economic development (Newman and
Thornley 1996). Competing on international markets is one of the new roles of local (and
regional) communities, their governments and planning institutions. However competition
brings about winners as well as losers. The less dynamic cities and regions, so it is ar-
gued, remain reliant on the international aid and on governmental support (Newman and
Thornley 1996).

2.4.2 Planning in the case studies: Germany
2.4.2.1 The planning system in the Federal Republic of Germany

Since 3 October 1990 Germany is again a unified state. The planning system of the former
West Germany has been applied with small modifications to the East German Léander
(Schétzl 2000; Lichtenberger 1998). The key features of the German approach of governing
is the strong legal framework and a decentralised decision-making structure. The division
of power between the levels of government is set out in the constitutional law of 1949. It
specifies that the Lander produce their own planning laws and the federal government sets
out a framework of regulations only. Whereas the planning legislation is an obligation of
the Lander the full responsibility in the implementation of the development and landuse
control refers to the local level (kommunale Planungshoheit), referring to and derived from
the established self-government of communities (kommunale Selbstverwaltung). There is a
considerable variance of planning practise across the different federal states.
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Following from that, historically there are three levels of administration and correspond-
ingly also three levels on which spatial planning is carried out, though with different services,
responsibilities and obligation.

1. The federal state:

Planning matters on the federal level are housed in the Ministry 'Bundesministerium
fiir Raumordnung, Bauwesen, und Stadtebau’ (BMBau) since 1973 and specified in
the Federal Regional Comprehensive Planning Act (Bundesraumordnungsgesetz —
BROG). The task of the planning institutions on the federal level is the coordina-
tion of planning ressorts and a co-operation in the coordination of the state-wide
planning matters. Furthermore to the coordination, a very important task refers to
the competence in the Building Law (Bauplanungsrecht) which e.g. regulates the
local planning practise (Bauleitplanung). The passing of the law regulating the build-
ing control (Bundesbaugesetz, novelliert als Baugesetzbuch (BauGB) in 1987) sets
out uniform building standards throughout the country (Vogt 1999). The BMBau
does not have any competence of implementation in planning but more a legisla-
tive task. To enable a better communication, coordinated planning and appraisal
of the work an additional body was established on the federal and the state level
(Lénder): the Ministerkonferenz fiir Raumordnung (MKRO). The MKRO has an ad-
vising task but can also formulate resolutions. The achievements of its work are e.g.
a common terminology and basic concepts of planning across the country. It has also
contributed to the federal programs ‘Raumordnungspolitischer Orientierungsrahmen’
(1992) and ‘Raumordnungspolitischer Handlungsrahmen’ (1995), the latest and im-
portant framework-setting documents regarding national planning strategies (Vogt
1999).

Plans and programs can be regarded as one instrument of planning which exists on
all different levels. The first program on the federal level was the ‘Bundesraumord-
nungsprogramm’ (BROP), which was released in 1975. This first program was a
comprehensive evaluation of the spatial development in all German regions including
the monitoring, a prognosis and evaluation of deficits. Later, the federal programs
applied to areas of interest or concern and therefore to specific ressorts only. Another
instrument represents the accounting of the government to the parliament via federal
planning reports (Bundesraumordnungsberichte). With the re-unification the extent
of differences between the German Lander, especially in terms of economic develop-
ment rose sharply. Therefore in 1991, a new concept was released referring to the
situation in the eastern states (called ‘Raumordnerisches Konzept fiir den Aufbau in
den neuen Léndern’). Similar to the concepts in Western Germany, the development
of urban centres shall be fostered. Accordingly 12 urban regions in eastern Germany
were declared development zones — Leipzig/Halle is one. Development axes and a
strong network between them shall enable and support activities across the urban
centres.



62

Theoretical Discussion

2. Planning on the state level (level of the ‘Lénder’ - Landesplanung):

The Lander have autonomy in relation to the details of planning policy. They have
a more executive function as compared to the federal institutions and are the central
level of planning in Germany (Vogt 1999). However, these laws ('Raumordnungsge-
setze’ - ROG) have to comply with the federal framework-setting laws. The Lander
are obliged to set up state-wide comprehensive plans which contain broad statements
of the development intentions and refer to issues such as population projections, settle-
ment hierarchies and priority areas (Heineberg 2001; Langhagen-Rohrbach 2005, Vogt
1999). Therefore the Landesplanung is especially dedicated to the local communities
(and to the different ressorts of planning) and works also with plans and programs as
their main instruments’. These plans are called ‘Landesentwickungsplane’ or ‘Lan-
desentwicklungsprogramme’ (state-wide development plans or programs). They have
to be sufficiently detailed to serve as basis for the next layer of planning administra-
tion.

In the bigger Lénder (in terms of spatial area) the implementation of the planning
laws is strengthened by an additional layer: the 'Regierungsbezirke’ (regions), in the
smaller Lander these are missing. The case study region is situated in Sachsen, where
an intermediate level of Regierungsbezirke exists. On these level regional planning
is set out and the regional plans are developed (Vogt 1999). These regional plans
have to conform to the guidelines of the Federal Regional Comprehensive Planning
Act (BROG) as well (Leser et al. 1997). The planning policy on the regional level
is only in the development stage in Germany - only a few regional planning bodies
exist, which were established since the 1960s, most oftenly by reason of a need for
coordination in bigger agglomerations. Also here the specific plans and programs
are the most important instruments (Regionalpléne, regionale Raumordnungspléne,
Gebietsentwicklungsplane)(Vogt 1999). These plans are developed under the partici-
pation of the communities but are not obligatory and therefore not yet common in the
German planning practise. There exists a legal body for regional planning concerns
in the wider Leipzig region (Regionaler Planungsverband Westsachsen) and regional
plans have also been developed (Regionalplan Westsachsen 1995, Planungsatlas Re-
gion Westsachsen 2001). However their power of influence is small.

There are several means for the achievement of the aims specified in plans and pro-
grams. Generally one can distinguish between direct means, e.g. prohibitions, orders,
land use dedication, and indirect means, e.g. infrastructure investments, general
budgets (Allgemeinzuweisung), specific budgets (Zweckzuweisung), regional economic
development programs, etc. They have different power of influence, an increasing one
in the order mentioned. A common problem of the means to achieve planning goals on
the state level is the easy infringement in local planning matters (Vogt 1999). How-
ever, a retreat from it e.g. by its most powerful means, the budget reduction, could
be compared with an abandonment of influence in planning matters of the Lander,
which is not a wanted outcome according to German legislation.

"Other instruments on the state level are e.g. the reports of the Lander governments to the parliament,

land registries, planning trials, planning prohibitions.
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3. The local level:

The communities have full responsibility in the implementation of the development
and landuse control. This regulation is specified in the Building Code (Baugesetzbuch
1987 - BauGB) which incorporates the Federal Building Law (Bundesbaugesetz 1960 -
BbauG) (Heineberg 2001; Leser et al. 1997). The central instrument on the local level
is the ‘Bauleitplanung’. It specifies the use of two types of plans: the preparatory land
use plan (Flachennutzungsplan - FNP) and the development plan (Bebauungsplan -
BPlan) (Langhagen-Rohrbach 2005, Vogt 1999). The preparatory land use plan is
set up for the whole of the community and mirrors the envisaged development. The
second plan, the development plan, is legally binding and has to conform to the
preparatory land use plan (Leser et al. 1997) - it determines the accepted land use of
plots and contains an environmental assessment. Public participation is envisaged in
the final stage of the preparation of the development plan and objections can be raised
during the time of public inspection of the draft plan. There is also the possibility
to set up local development plans which have to be understood as a coordinating
program between the different ressorts of planning. This became necessary in bigger
cities with a multitude of tasks and rising interacting responsibilites (e.g. concerning
environmental and social matters)(Vogt 1999).

With the challenge of new tasks to urban planners and politicians also new instru-
ments had to be and have been developed. The most relevant with respect to the
study presented here will be described in more detail: regional land use plan ("'Re-
gionaler Flachennutzungsplan’), planning proposal or intention plan (’Vorhaben- und
Erschliessungsplan’), urban re-development (Stadtumbau), town planning projects.

A new instrument on the border between local and regional planning is the so called re-
gional land use plan ('Regionaler Flachennutzungsplan’ - RFP (ARL 2000) or RegFNP
(Langhagen-Rohrbach 2005)). It was implemented not before the year 2000 (ARL
2000) and tries to meet the challenges of a corporate planning in city regions. The
general idea is to merge two planning levels via the production of one plan that en-
ables the degree of detailedness like a FNP for a certain fragment of the regional plan
only. The legal basis form the ROG of a specific state and the BauGB. A precon-
dition to it is the simultaneous development of the regional and the land use plan,
to be approved jointly (ARL 2000). This entails a substantial effort of coordination
between the communities and the Lander government. Furthermore, problems can re-
sult from the 'new’ distinction between areas lying inside the FNP and those outside,
which might bring new problems or shift old ones onto a different scale (Langhagen-
Rohrbach 2005). Critics also refer to the scale of the plan, which was set to 1:50000 -
this is considered too small to sufficiently take up the tasks of a FNP and to serve as
a good basis for the local development plan (BPlan). However, it is the first plan in
Germany which includes a strategic environmental assessment (Langhagen-Rohrbach
2005). It has solved cross-border problems between communities which were so far
only met by comprehensive incorporations. With the compliance to the planning con-
cept of "development axes™® which are represented by major transport routes between
communities such a plan could become necessary in the future. The construction of

8other concepts are e.g. the central-place-concept, the concept of development zones and its proceedings
to the development axis/development network etc. (see e.g. Vogt 1999)
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an excellent transport infrastructure has become a high objective and enables further
out-migration. The planning authority of the region Frankfurt/Rhein-Main was the
first institution that developed such a plan. The response of other regions is mainly
positive, so that e.g. the Ruhr-region and the wider region around Berlin consider
the development as well. The city of Leipzig does (up to the current date and as far
as it is known) not consider the preparation of a RFP yet.

A new instrument which was originally implemented for the use in the new Léander
(but since 1993 available throughout the whole of Germany) is the plan about inten-
tion and opening up of a certain area (Vorhaben- und Erschliessungsplan). It includes
a special kind of development plan (Langhagen-Rohrbach 2005) and enables the plan-
ning permission in areas where a local plan is missing and a developer guarantees the
preparation of a local plan as well as the financing and the service implementation of
the development (Newman and Thornley 1996).

In urban areas of special interest or with particular needs, as e.g. in the declining re-
gions of eastern Germany, there is the possibility to set up a development concept that
incorporates an urban re-development (’Stadtumbau’). They refer to guidelines such
as the ‘perforated city’ (’perforierte Stadt’, Liitke-Daldrup in Langhagen-Rohrbach
2005) and allow a planned demolition of building structure. For example it regulates
the distribution of costs for such an urban retreat.

As another new instrument there is a growing interest in the power of the large-
scale town planning projects. It was first implemented in the old Lander but rapidly
adopted in the new Léander also. In contrast to the introduced concepts, plans and
strategies above, this is regarded as a soft planning instrument. Langhagen-Rohrbach
(2005) distinguishes between soft and hard instruments and classifies the former as
new instruments that seem to become increasingly popular in recent times. This is
especially interesting with respect to the potential in former industrial areas which
are normally characterised by large un-used plots (Heineberg 2001). This goes hand
in hand with the so-called ‘festivalisation of town planning’ and development policies
after Haussermann and Siebel (1993). Prominent examples in the German context
are the Bundesgartenschau and the Landesgartenschau, but also international festivals
gain much attention, as e.g. EXPO or the European festival of cultures (Heineberg
2001). Heineberg (2001, p.240) describes the evolution and incorporation of such
events into the city planning activities as a new local, urban or regional instrument
(’Stadtmarketing’, 'Citymarketing’ or 'Regionalmarketing’). Its greatest capability is
seen in the establishment of a corporate city identity embracing a corporate design,
corporate communication and corporate culture (Ward 2005).

Whether these instruments can be successfully applied in the case study region is also
dependent on another issues such as: the political transformation. The re-unification put
new challenges on the agenda of planning authorities especially in the eastern regions where
the new legal and administrative framework had to be set up. The transformations of the
post-socialist countries brought about certain peculiarities as legacies from the old systems
remained but new structures had to be established 'on top’. Relevant issues to the planning
system in the GDR, its legacies, the transformation of the economic system to the market
oriented approach of the West shall be described in detail hereafter.
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2.4.2.2 Planning system in the GDR, transformation and legacies

The transformation from a socialist to a capitalist regime brings about structural, legal and
fiscal specifics which can result in a multitude of economic and social problems. Whereas
the problems are often manifold the concentration in this section will be put as much as
possible on the implications for the spatial organisation of cities. Another focus is laid on
the East German circumstances as one of the case studies is located in the former German
Democratic Republic (GDR) though the transformation of other socialist regimes in Eastern
Europe might have substantial similarities (Lichtenberger 1998).

As one of the most remarkable consequences, the transformations in the Eastern Euro-
pean countries brought about a strong de-industrialisation and connected structural prob-
lems. The old and manufacturing based economies of Eastern Europe that formerly acted
on a regional basis with only trade links to a selected number of countries had to cope
with a global, highly competitive, service based economy and global market after the trans-
formations. Changes further occur in the fields of decision making and the distribution
of information and resources. For example, it is agreed that the German re-unification
took place under political premises whereas the economic consequences were regarded as
being of only secondary importance (Schmidt 2004). According to Fafmann (1995a) and
others (Schétzl 2000), the political change from a socialist to a capitalist polity involves a
structural re-organisation on mainly three levels:

1. the level of the state,
2. of the enterprises and

3. the population.

Add 1. The organisation of the state:

The real estate market in socialist countries was not liberated. All property, economic
entities and means of production were state owned (Haussermann 1996). Table 2.10 gives
an overview of the development of the property relations for accommodation in the GDR.

Share of accommodation per property form (in %)
Year | state owned  co-operative private and others
1971 28.0 9.8 62.2
1981 37.3 14.9 47.8
1991 41.3 17.6 41.1

Table 2.10: Property relations of accomodation in the GDR over time. Source: Schulz (1995,
p.198).

The prices for accommodation, but also for other convenience goods and services were
low and fixed. E.g., rents amounted to only about 3% of the net income (Schulz 1995).
One result of the low price policy was a considerable demand for living space and a supply
shortage. Another consequence was the advancing decay of the building stock (Seger 1991).
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Flats as well as jobs were allocated by the central authorities according to different
criteria such as family status and political loyalty (Schulz 1995). This enabled a minimal
level of segregation and a full employment (less than 3% unemployment rate; Fassmann
1991). The regulative mode of the state provided a comprehensive social security system
(Schulz 1995) in which the firms became the central place of public assistance. Social
services were provided by and social interaction took place within the firms (Haussermann
1996). This is very similar to the social organisations in Western, formerly industrialised
areas, e.g. such as the UK (Hudson 2005).

Further parallels are to be found in the organisation of cities. Short (1996) calls the
socialist urban areas ‘cities of primitive accumulation’. The whole city was oriented towards
the creation and maintenance of profit: centres of money making with poor living qualities
for the majority of the people. He compares the cities of the centrally planned economies
with the cities in the early phase of the industrial revolution. Both underwent rapid ur-
banisation and industrialisation. Even in the 1970s and 1980s many socialist industrial
cities were characterised by poor living conditions for the workers under environmental and
deteriorating housing conditions. A form of privately induced suburbanisation as found
in western societies was missing. City extension took place in the form of the numerous
pre-fabricated slab buildings on the urban fringes (Haussermann 1996).

The institution planning was formally centralised and concentrated on the big industrial
cities where the model of communist living and housing was aimed to be realised. In the
GDR the role of the local authorities in strategic planning was negligible (Haussermann
1996), planning districts on the intermediate level absent and a planning for rural areas non-
existent (Lichtenberger 1995¢, 1995b). Because of the ‘principle of reserves’ that was applied
in the socialist cities, there was an indirect loss of urban area during the transformation.
The principle of reserves meant a generous allocation of space to and often around the firms
and the city in general. These abundant spaces are now brownfield sites similar to those
in old-industrial cities of western societies (Lichtenberger 1998, 1995¢). It might contribute
to a negative, deteriorating picture of the urban environment and could fuel urban sprawl
development.

The political change meant a change of the institutional framework. The state has to
lay the ground for a market economy. The heart of a capitalist order is the liberalisation of
goods, services and properties in order to enable business on a liberal and almost perfect
market. Prices for all goods have to be negotiated. Therefore the state has to retreat
from the economic scene. After FaBmann (1995a), typical steps towards a market economy
include:

a) The privatisation of land®, of real estate and properties as well as of the enterprises and
means of production: A privatisation of land is one of the most important prerequisites
for the formation of a market economy (Lichtenberger 1998; Borst 1996; Fassmann
1991). The Eastern European countries decided for the ‘principle of restitution’ of
land to the pre-1945 owners (see further down).

b) The liberalisation of the land market and a new organisation of the housing market.

9Tn 1990 land prices in eastern Germany had to be invented with the West German circumstances as a
guideline. But “imagination was plentiful”... (Haussermann 1996).
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¢) The institutional reforms concerning the organisation of banking and the stock market.
d) The new orientation of the money policy.

e) The re-organisation of the fiscal policy with the implementation of a sales and income
tax.

The privatisation processes, especially the selling of firms, developed slowly and further
decreased in speed after the most profitable firms were sold in the early 1990s. Then the
chances for a fast establishment of a new economy decreased. The principle of restitu-
tion produced an additional legislative insecurity and delayed the privatisation and invest-
ment possibilities enormously. Most cases involved a lengthly process of owner clarification
(Haussermann 1996; Schmidt 1995). An additional obstacle lies in the law of inheritance
of the former GDR, as, in a strict sense, real estate could not be inherited. Therefore the
inheritors were often a community of heirs. Competing interests made the treatment of
claims even more difficult. Taken together, the legal obstacles caused a lack of available
premises mostly in the inner cities. It drove prices upwards and city development to the
urban fringes.

Add 2. The organisation of enterprises:

The enterprises as the second level of re-organisation need to gain independence from the
state and its centralistic distribution mechanisms. It is an important undertaking within the
transformation process. The socialist polities of central Eastern Europe were characterised
by a controlled economy with economic entities that were few in numbers but enormous in
the amount of jobs they offered. They accumulated as many workers as possible firstly for
economic reasons (economies of scale) but also for the reason of political and social power:
a small number of economic entities is easier to direct from the central government. On
the other hand, a few, large economic entities make a region highly dependent on these. A
strongly separated labour market and a high degree of inflexibility result (Fassmann 1991).

With respect to economic sectors, agriculture and industry represented the basis of
the economy, they offered the majority of jobs. Although a general sectoral change (after
Fourastié¢) and related de-industrialisation trend must have been recognised, it was tried to
freeze or to decelerate (Faimann 1995b). In contrast, the service sector remained relatively
small. Overall, the economic structure of the socialist countries were highly comparable to
the industrial areas in western societies.

The productivity of an enterprise was not a criteria of success for the businesses. But
productivity is the criteria for success in a market economy and enterprises have to assert
itself on the international markets. Due to the output of -under market conditions- hardly
competitive products the political transformations in central Eastern Europe brought about
a fall in the agrarian and in the industrial production. Specific to the fast change and
in line with the observed sectoral development, the decline in agriculture and industry
occurred simultaneously. Furthermore the formerly established market among the socialist
countries (COMECON™ states) broke down and resulted in a decrease of trade, sales and
output (FaBmann 1995a; 1995b; Fassmann 1991). The unemployment rose accordingly

YCOMECON - ’Council for Mutual Economic Assistance’ ('Rat fiir gegenseitige Wirtschaftshilfe’ -
RGW), from 1949 to 1991 the economic community of the socialist states.
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and people did not easily switch to other jobs. Whole labour markets were closed and
the new demanded qualifications considerably differed from the old ones (Fafimann 1995c¢).
The small service sector could not compensate for the releases from industries. Massive
unemployment resulted. As a necessary consequence these economic trends brought about
the decrease in real incomes. The purchasing power within the countries dropped and sales
decreased further. It is either in the rural areas, in the old industrial and mining regions as
well as in the especially mono-structurally oriented areas where the economic implications
of the transformation were especially severe (Fafmann 1995c¢).

The only remedy against a further decline in jobs seems the attraction of new jobs in
services. However, this is also problematic. The qualification of the labour force often mis-
matches the demand. The better educated population, the young and ambitious ‘deserted’
the regions (Dieser 1996). Furthermore, the lack of a capitalist oriented social strata of
entrepreneurs will impede a smooth and easy transformation to a functioning capitalist
market (Fassmann 1991). The social heritage of ‘life as an industrial worker’ produces a
type of employee who is hardly proactive, who is relying on institutions to ameliorate the
living conditions and whose self-help feelings are low (Olk and Rentzsch 1996). First the
population has to learn and to adapt to the changing qualifications. Also here there exist
considerable similarities to the old industrial regions of western countries (Fassmann 1991).
Against this background there is hardly to expect a fast catching-up of the post-socialist
countries to western regions. Extended stagnation seems more likely (Bulwien and Schmidt
1995).

One aspect of the East German situation distinguishes it from the other examples of
transformation. The economic process of catching-up to the economic performance of west-
ern European countries and especially to the economic performance of western Germany
is and was accompanied by enormous financial transfers from the German state (Schétzl
2000). It amounted to DM 150 to 200 billion per annum in the early 1990s. However, the
demand for investment was still estimated to be DM 3 trillion DM per annum (Bulwien and
Schmidt 1995). One reason is that the GDR had been used as a model for real socialism!!
(Lichtenberger (ed.)1991) in which the repercussions of the socialist idea might last with
especial strength.

Add 3. Changes for the population:

De-industrialisation and unemployment came suddenly. The older people and later the
younger ones were most affected. The increase in unemployment and the hardship of get-
ting a new job split the society. Income disparities rose. A decrease of the social middle-class
was soon recognised. A ‘post-socialist underclass’ emerged and homelessness increased (Olk
and Rentzsch 1996; Fafimann and Lichtenberger 1995). A new ‘proletarisation’ was pos-
sible but only to the most clever and prosperous. The society spoke of the winners and
the losers of the transformation (Frick and Lahmann 1996; Lichtenberger 1995a; Famann
1995). Formerly socially highly coherent communities now developed further apart: pri-
vatisation drives segregation, social retreat and rising disparities (Harth and Herleyn 1996;
Lichtenberger 1995a, 1995c). Furthermore, the restitution of premises to the old owners
resulted in a disturbance of the locally grown communities (Famann 1995).

"UHungary in contrast developed an intermediate form of planned and market economy since the 1960s;
for a comparison of country specifics see Fassmann (ed., 1995).
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On the other hand due to a new freedom of migration, the number of moves increased
considerably after the political change. In combination with the de-industrialisation trend,
the high unemployment figures and the new spatial possibilities of migration a dramatic loss
in urban population was observed after 1990, as Ott (2001) reports for eastern Germany.
People moved to other cities and regions with better employment chances, as e.g. to western
Germany. But also within cities there were recognised high fluctuations (Ott 2001).

In contrast to the first suburban developments of western cities throughout the 1970s
which was single family residential, in Eastern Germany urban sprawl started with large
scale projects first by the establishment of big shopping centres and retail parks (Schmidt
1995), little later as multi-family housing blocks. Mostly foreign investors or West German
entrepreneurs (Borst 1996) entered the scene and wanted to gain maximum profit from the
new emerging market. New tax regulations acted as enormous incentive (Frick and Lah-
mann 1996). These big shopping centres and housing developments were often constructed
on greenfield sites where land was abundant, cheap and easy to reach, and the property
rights clear (Haussermann 1996). Lacking in speed was often the provision of transport
connections or the integration to the urban centres (Bulwien and Schmidt 1995).

In the beginning city planning did not have the means or the power to regulate the
urban development. The administrative reforms in the transformation phase took time to
implement. Qualified personnel were lacking and local politicians often expressed a pref-
erence towards fast growth. This meant mostly uncoordinated, suburban development as
space was missing in inner cities. The new multitude of actors in the cities (property own-
ers, investors and developers, free instances of welfare maintenance, the charges, building
societies, organisations and citizen’s groups, parties etc.) results in a completely different
scene on which the power of city development is negotiated today (Haussermann 1996).

With regard to urban sprawl legacies of the socialist period are here especially visible
with respect to the planning institutions. In the early years of the transformation, the
planning and implementation of land use and development had to take place in a contextual
uncertainty. This meant:

e Either, the political elite, planners and other experts have to be replaced by new
‘staff” who knows the structures to be established. Therefore experts were ‘imported’
from the West. However they were often unfamiliar with the local situations in the
new Lander and as a result their methods and measures were inappropriate. The
import of experts led to a discomfort with the local people.

e Or, the politicians and planners that were already in place remained in their position
and tried to adapt to the new situation. This was not easy either, since the expertise
was lacking and the people were not experienced.

e The uncertainty with the new situation resulted in many rash approaches and often
incorporated elements from before the change in 1989. These provisions have often
proved inappropriate (Newman and Thornley 1996).

e People in the socialist countries were members of a social group, members of the
society more than single citizens. Social involvement was organised through the place
of work and the professional organisations. The firms provided social services such as
kindergartens, cultural programmes, holidays, sport facilities, health care or housing.
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After the change the responsibility for social services went to the local authorities.
The reform of local authorities and the respective new responsibilities of communes
was therefore greater than might have been expected.

e As many enterprises went bankrupt, went down for other reasons or were privatised,
the social budgets were cut first. Additionally in a climate of cost consciousness there
is the danger that small and/or financially weak local authorities will not be able to
pick up this welfare function adequately.

e Furthermore,as after the political change the word ‘planning’ was difficult to use
because of its connotation to the centralised approach to economy - other phrases had
to be used, as Newman and Thornley (1996) point out. It led to the implementation
of terms such as ‘strategic or urban management’ (Newman and Thornley 1996). It is
possible that the rephrasing/renaming leads to a faster and more easy accustoming of
new roles of planning as e.g. in old industrial regions. The general situation of change
and the relative frustration with the past might have flown into a positive attitude
towards change. Difficulties arise however in coping with the popular expectations
that the market will solve all problems. In reality it will create new ones as inequalities
and unemployment rise, and many subsidies, for example in the form of low housing
rents, have diminished (Newman and Thornley 1996).

e The principle of uniformity of state authority during the socialist period did not sup-
port local policies. The socialist party controlled the state and its elected councillors
had to implement the party’s national programme. After 1989, so it was argued, there
was a tendency to resist highly centralised structures, in return very decentralised
structures were adopted. The present federal government strives to increase public
participation in local decisions, including the planning procedures. However, there is
cynicism towards any participation in government action resulting from involvement
in the past (Newman and Thornley 1996). Such attitudes are hard to overcome and
do not match with the participatory idea of a federal government.

With a new legal and political system, city building and CBD (Central Business District)
formation almost starts anew (Lichtenberger 1998). Similarities to the beginning of city
formation, e.g. according to the life cycle theory of cities are possible. The post-socialist
cities might start city re-building with a centralisation process, similar to the urbanisation
phase. Underlining the importance of research question 1, it is interesting to see whether
the proposed stages of a city’s life cycle will be followed, beginning with urbanisation to
suburbanisation, dis-urbanisation and re-urbanisation, or whether the western stage of dis-
urbanisation will be adopted immediately (Seger 1991).

With rent prices becoming a more important determinant of living space and the come-
back of market-oriented land rents according to locational qualities, inner city locations and
luxury renovations in the central cities could generate a gentrification'? process (Harth and

12Gentrification is a process of social revalorisation of the inner city, especially central residential areas
due to the in-migration of a socially upper and upper-middle class. Gentrification is mostly the result of
re-urbanisation strategies that after intensive renovation measures force out the lower income population
due to the higher property prices (after Leser et al. 1997; see also O’Sullivan 2005).
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Herleyn 1996). When the personal situations and especially the incomes become more sta-
ble, the more affluent can and might aspire to a privately owned house. In most post-socialist
countries the building of privately owned houses is subsidised by national programmes, and
thus achievable to a greater number of people. The amount of owner-occupied housing is
assumed to increase and to approximate Western figures, most conceivable as sprawl in the
urban surroundings (Ott 2001).

Although the different political backgrounds in Leipzig and Wirral/Liverpool might
cause the impression of very different structures several aspects have been revealed in the
last section showing that remarkable similarities between post-socialist and formerly indus-
trialised western cities exist. This is noticable especially under the consideration of the
remarks about the constituted behaviour made in section 2.2.1. It is assumed that the
post-socialist feature of Leipzig brings about a higher comparability to the case studies. It
highlights the former industrial character of both case study regions. After these consid-
erations to the specifics of the German planning system the focus is now on the British
planning practise.

2.4.3 Planning in the case studies: United Kingdom
2.4.3.1 The planning system in England

The first comprehensive planning legislation which dates back to the year 19473 determines
the basic principle of planning in England (Roberts 2000). It characterises the division of
planning into three broad functions: development control, development plans, and central
government supervision (Newman and Thornley 1996).

1. Development control

The development control involves the local authority as the executive organ receiving
applications and taking the decision to grant or refuse application. The decision is
made by local politicians based upon advice from local planners taking into account
the political framework and the local situation. An important feature of the British
legislation is that applicants can appeal against a local development control decision
and the appeal is decided by the central government. This is especially important
when the central and the local government have different views on planning. It might
also influence the decision of the local planners towards an application (Newman and
Thornley 1996).

2. Development plan
The local authority is also responsible for the preparation of a development plan to
sketch the land use policies for its areas. The plan is important to consider and decide
on applications but it is not legally binding.

Development plans exist on two levels: there are first, the structure plans which
are prepared by the counties (in the case study: the authorities of the County of
Merseyside) and second, the local plans which are set up by the district authorities
(in the case study: the authority of the District of Wirral). In metropolitan areas

131947 Town and Country Planning Act
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these two tiers are combined into a Unitary Development Plan (UDP). Formerly with
less power the plans’ influence increased after 1991 as compared to the decades before:
the adoption of a plan does not need the approval of the central government any more,
although the government has the right to step in if it wishes. A public enquiry is held
before the approval of the plan (Newman and Thornley 1996).

The practice of development control puts a stronger emphasis on the negotiations of
planning permission in recent years. It is called planning gain or planning obligation
and concerns a secret discussion with the developer about the financial responsibilities,
the provision of infrastructure or community-oriented uses.

3. Central government supervision

The central government takes care of the legislation and the issuing of policy guide-
lines. The central government has a strong impact via the instrument called Planning
Policy Guidance (PPG) Notes. There are two kinds, one topic-based and one area-
based. Topic-based Planning Guidance Notes concern, e.g. Green Belts and Housing.
It has often a big impact on the local policy by e.g. regulating whether to allow out-
of-town shopping centres. The second kind, the area-based Guidance Notes, concern
the Regional and Strategic Guidance for specific areas. These are plans to which the
lower tier plans have to conform.

The particular circumstances described here apply to the English planning system. Other
parts of the United Kingdom, such as Scotland or Northern Ireland, have different legal
and administrative arrangements. However, the distinctive feature of the British planning
system is its centralised nature. There is scope for flexibility for the local authorities only by
balancing the factors in which the development plan is not binding, e.g. local issues such as
access, traffic generation, effect on neighbours etc. The central government has the ability
to influence the local policy through its Planning Policy Guidance, and its role in deciding
appeals. The Planning Policy Guidance approach further allows the central government to
change the planning policies quickly (Newman and Thornley 1996). The latter has been
proven easily in the time of the Thatcher government which is regarded being worth to look
at in more depth.

2.4.3.2 Planning and Urban Regeneration during the Thatcher era

Urban regeneration is an expression for the outcome as well as the opportunities and chal-
lenges of the interplay between the many sources of influence cities may encounter. It is
described as ...

. the “comprehensive and integrated vision and action which leads to the reso-
lution of urban problems and which seeks to bring about a lasting improvement
in the economic, physical, social and environmental conditions of an area that has
been subject to change.”

Roberts (2000, p.17)

Urban regeneration developed during the 1950s in Great Britain (Roberts 2000). Especially
with the focus on declining regions, which underwent drastic changes throughout the last



2.4 Possibilities to influence urban sprawl processes 73

century, urban regeneration represents one effort to meet resulting urban problems. It
implies the application of long-term, strategic approaches and therefore moves beyond the
aims and aspirations of urban renewal.

Urban renewal is “a process of essentially physical change.”

Couch (1990, p.2)

Urban renewal has a less well-defined purpose, it fails to specify a precise method or ap-
proach in urban revitalisation and only formulates the need for action (Roberts 2000).

With the commencement of the Thatcher government in 1979 there was a radical ideo-
logical turn in public policy and urban regeneration. Since 1947 urban planning in England
was connected to the ideas of the post-war Welfare State which then were completely denied
(Lichtenberger 1998). The aim of the Thatcher government was the adoption of a market-
oriented approach to policy (Newman and Thornley 1996; Schétzl 1994). The flexibility in
the British planning system and the power of central government allowed a major change.
However, Britain was only realising a liberal development felt throughout Europe, though
it was implemented with stronger force than seen on the continent. The establishment of
the European Community and of its single market can be seen as an expression for the
economic liberalism in European policy (Newman and Thornley 1996). Liberalism domi-
nated the political discourse in many countries throughout the 1980s - political parties of
the right were not only successful in Britain. One reason for this political shift is seen in the
long-term de-industrialisation in the cities (Newman and Thornley 1996). Other authors
have a different view.

For example Munck (2004) has almost an opposite interpretation and remarks that there
is a significant political aspect to the de-industrialisation of old industrial regions in Britain.
The politico-economic renewal in the 1980s (e.g. represented by the so-called Thatcher-effect
and the economic policies of monetarism) were the advance guard of neoliberalism with its
maxims of liberalisation and privatisation (Hudson 2005). By the mid-1970s the Keynesian
model!? of state intervention in economic affairs had become exhausted. The state activism
to restore full employment could no longer be assured. The new Thatcher policy rejected
state spending or invention. The old industries were left to neo-liberal market conditions
and often closed down due to lacking profitability. It was expected that industry would
become leaner and fitter. As Munck (2004, p.52) remarks, “it certainly became leaner but
not at all fitter in terms of productivity or competition”.

Political structures comprehensivly condition migration, the housing and property mar-
ket as well as business structures, all aspects which might influence the urban/suburban
popoulation dynamics. This is not only visible in the comparison of a capitalist and socialist
state but also within the same kind of state regulation when political leadership changes.

4 Economic theory after J.M. Keynes, that ascribes a key role of regulation and intervention to the state
policy. Through the enforcement of full employment a sufficient income level for all citizens was envisaged
that in turn drives consumer demand, consumption and production. A multiplier effect sets in. The state
should enable full employment and accumulate reserve funds to balance in case of economic depressions.
In such a case the state should invest more than it gets (Schétzl 1998).
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Much of the Thatcher reforms concerned local government. In general, it was aspired
to reduce the power of the local authorities, most notably through financial policies. The
change of local government boundaries, their structures and organisation followed from
a comprehensive review of local government in 1991. It was implemented to reform the
community charge. Furthermore, metropolitan authorities and regional planning responsi-
bilities (e.g. in Scotland) were removed when their functions could rather be fulfilled by
private entities. It would allow governments to operate on a smaller budget and free re-
sources to concentrate on core activities. A variety of agencies were working alongside the
local authority, the latter only regulating standards and monitoring the process. A local
authority should run like a private company and was viewed as one of the many agents
within the urban realm only.

In practise this meant: a shift away from the local authorities housing to owner occupiers
(e.g. with the ‘right to buy’ policy for council houses), the rejection of social objectives
of the planning system and the dawn of a multitude of agencies accomplishing planning
matters. To support or establish the economic viability in an area different initiatives
were implemented that completely by-passed the normal planning system. Especially the
Urban Development Corporations (UDCs), the idea of Enterprise Zones (EZ) and Simplified
Planning Zones (SPZ) achieved wide acceptance.

EZs and SPZs are characterised by a special treatment of investors with respect to
the easement of planning and tax regulations to stimulate development and encourage
investments. Although successful in the early years the overall success was limited as the
investments mostly ceased when the status was taken away from these areas.

The UDCs should boost confidence and help stimulate private sector investment mainly
through flagship projects. The first two UDCs were established in 1981 of which one was in
the Merseyside region (Roberts 2000). The rebuilding of the Albert Dock in Liverpool by the
Merseyside Development Corporation is an example of its achievements. The designation
of an UDC resulted in the removal of responsibility for the regeneration away from local
authorities, which had no means of influencing the Corporation’s decisions. The idea was
to open up areas for development without the influence of local residents or their local
political representatives — to shift the control over planning in these areas to the central
government. The corporations received money from the government, could buy land cheaply
from local governments and had often planning control powers. The participatory rights
of communities and individuals in the planning process were removed. These initiatives
further created competition among the cities (Newman and Thornley 1996).

Conflicts of the strategy followed from the differing economic and environmental objec-
tives of planning. The central government responded with a new implemented possibility
in which certain areas, such as National Parks, Conservation Areas, Areas of Outstanding
Beauty, Green Belts etc. can be excluded from the planning measures. Other implications
that a strongly economic and liberal emphasis brings about were rather disregarded, as e.g.
for the social situation of the society, the trade unions and community groups and health
issues. It was assumed that e.g. social benefits would result from a ‘trickle-down’ effect
in which the economic prosperity of a region will filter down and improve the life of all
inhabitants (at the end of the Thatcherite government it was revealed that this effect did
not take place)(Musson and Tickell 2005; Newman and Thornley 1996).
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As another result of the Thatcherite approach there emerged new forms of partnership
between the local and regional as well as between the public and private interests (Roberts
2000). As cities have been constrained by central government’s financial controls they
needed to look for other sources of funding which was in consultation with the political
idea. This resulted in a ‘city boosterism’. Its objectives were image creation and the
attraction of inward investment. Especially in areas of economic decline such a strategy
was connected to high aspirations. Cities wanted to make most of their unique local assets,
emphasise their local industries, the role of sports or those of higher education (universities
etc.) and, very importantly, promote urban tourism. Such strategies had proven successful
in some cases, e.g. Glasgow, and other other European examples, Bilbao and Barcelona
(Gaebe 2004). Flagship projects, a comprehensive marketing strategy and the application
to host international festivals are all features of such an idea.

At the end of Mrs Thatcher’s time in office the problems, especially the pressure between
the advocates of the market-led approach and the environmentalists, became stronger.
Newman and Thornley (1996) make two trends responsible for that. First, there is the
general increase of attention towards environmental matters, e.g. in the EU. Britain could
not suspend itself from this trend when it was interested in European funding. The second
source of pressure resulted from the construction companies who tried to get greater access
to areas of environmental restriction, e.g. in the fast developing areas around London
and the south of England. This circumstance did not affect Liverpool in particular but
changed the attitude of planning for the whole of Britain. People living close to protected
areas heavily fought against the acceptance of the claims of the house building companies.
These grass-root reactions and the demands from the EU forced the central government to
respond to the opposition of the house building companies by presenting a ‘greener face’.
Additionally, the conflicts between the house building companies and the residents of certain
shires (among other reasons) lead the central government shifting such difficulties to the
local level. Following from that the Planning and Compensation Act of 1991 gave renewed
importance to the development plans, local authorities received a higher importance in order
to balance different interest groups. However, the possibilities for the central government
to intervene into the planning procedures remain valid.

2.4.3.3 Planning and Urban Regeneration after Thatcher

During the Thatcher era, urban policy followed a fairly consistent pattern: the central
government announced an initiative which it controlled through financial and regulatory
powers. In 1990, at the end of the Thatcher government!® audits of the urban initiatives
were carried out. They came to the conclusion that, amongst others, the programmes
implemented during the Thatcher era only served as a patchwork of ideas, a coherent
approach was missing, furthermore the problems of social disadvantage were ignored. The
envisaged trickle-down-effect of economic prosperity onto poorer neighbourhoods did not
take place. Furthermore there was a lack of integration between the local voluntary sector
and the local government (Musson and Tickell 2005). The economic performance was
strongly imbalanced with investments and employment favouring the south and south-east

15The Conservative Party formed the government for the upcoming years. Only in 1997, the government
changed and the Labour Party took power.
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regions of England (Schétzl 1994). If uneven economic development was to be tackled a
transformation of governance would be necessary (Musson and Tickell 2005).

In the 1990s, new government initiatives for the urban areas were launched.

In 1991, the City Challenge approach was set in place which introduced the competitive
bidding approach in which local authorities try to win awards. This document initiated an
important shift in the responsibility of the local authorities although the approach in general
received much criticism. It consumed time, money and effort and was therefore regarded
unproductive. However, the document further opened the way to a greater coordination
between departments which should be intensified throughout the 1990s. Simultaneously to
the redirection of responsibility to the local level there arose the call for stronger public
participation. The term ‘community’ expanded widely within the context of urban planning,
nationally in Britain as well as internationally, e.g. within other parts of the EU.

Other initiatives followed and in 1994 additional attempts were made to better coordi-
nate different programmes: the Single Regeneration Budget and the regional government
offices (GOs) were introduced. The GOs were created to coordinate the regional spending
of the departments of the environment, employment, trade and industry (only three of ten
government departments were structured along the GOs in the beginning) - they are not
a regionally elected authority (Musson and Tickell 2005). In general the centrality of the
British government remained but it was rather restructured to show some form of regional
tier as this was needed to do business with the EU and to receive regional funds (Musson
and Tickell 2005; Webb and Collis 2000; Newman and Thornley 1996). Also, the strong
hold onto the belief in the efficacy of the market remained whereas a greater emphasis was
put onto considerations about the environment: an evaluation to the environmental sus-
tainability was then needed prior to development. It constrained transport and out-of-town
developments (Newman and Thornley 1996).

Although the GOs performed an important role towards a transition in planning paradigms,
it was not before 1997 (the year of the election of the Labour government), that regional
governance became a serious issue. In 1999, the government announced that each region
had to have two new institutions: a Regional Development Agency (RDA) and a Regional
Assembly.

e The RDA has the aim of promoting sustainable economic development and regener-
ation, overall business competitiveness, and labour market development.

e The Regional Assembly is a body of regional voluntary representatives from the local
government, the business community, the voluntary sector, and other social and eco-
nomic partners. It is responsible for regional planning activities, such as a regional
waste strategy, and the production of regional transport and sustainable develop-
ment strategies. In the Assemblies, the sub-regional tensions are played out. It has
form of democratic accountability and fosters the creation of a regional civic culture.
Their effectiveness depends on the ability of their chairperson, who has to be a local
government representative, and of their chief executives. They have to balance the
competing interests of the members.

e The GOs together with the two formerly described organisations form a ‘triad’ of
regional governance in England (Musson and Tickell 2005). The formal work of the
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GOs is programme administration and policy communication - they represent the
interest of the central government as a link between the centre and the regions. The
range and number of programmes that are administered by the GOs in the regions
as well as the represented departments is steadily increasing, which is an indication
for the rising sense of regionalism in England. However, the GOs remain the most
powerful and influential as compared to the other institutions of the triad. They
coordinate and monitor the programmes of the RDAs and the Regional Assemblies
and are the most financially significant institutions of the triad (Musson and Tickell
2005) which mirrors the state of the central government in the regional structures.

Against this background regional governance has expanded markedly during the past decade.
Furthermore, there is more devolution of responsibility and greater freedom to local author-
ities today. Musson and Tickell (2005) conclude, however, that the national state retains
a high level of power and control in relation to the other levels of government. After these
more general reflections to the planning systems the focus is put back onto the sprawl
developments in urban regions.

2.4.4 The role of politics and planning in influencing urban sprawl
development

Peiser (2001) among others (Galster 2001; Downs 1998) blames sprawling development on
especially weak, poor or even non-existing planning practise, especially for monotonous
communities built from developers with high profit. On the other hand he also recalls
that planners are often forced to act according to zoning regulations that are out of date.
Economy and society have rapidly developed during the course of the 19*" century as shown
above. International commerce and intercontinental production raised competition which
is also felt on the sub-continental and sub-regional level. Today the competition between
municipalities is of greatest importance. Communities long for commercial, industrial and
population growth to enable and to attract public-facility, new residents and firms. Income
and business taxes fill the communities’ budgets (O’Sullivan 2003; Squires 2002; Méding
2001; Peiser 2001). If local communities are very small, people can easily move from
one to another but still be in sufficient commuting distance to work and services. This
problem is aggravated when the taxes between local communities vary highly. A more
fragmented system of local governments is therefore deteriorating the competitive situation
and increases sprawling (Squires 2002; Downs 1998).

Critics of sprawl also blame the national policies that encourage single-family homes
and the construction of highways towards more scattered and less dense, car-dependent
developments (Peiser 2001; O’Sullivan 2003; Jackson 1985; Gillham 2002). National gov-
ernments are often responsible for the motorway systems (e.g. in Britain, Germany and
the USA). Furthermore they sometimes provide mortgages for the houses (e.g. in the USA
since 1932/1933) (Chin 2002; Jackson 1985; Gillham 2002) and allow the deduction of
interest paid on home loans, which is an implicit subsidy for home ownership (e.g. in Ger-
many). Such strategies were implemented as an attempt to activate the building economy
in former decades but have later been considered planning failures with regard to urban
sprawl (Clapson 2003). Subsidies are believed to substantially affect the consumer demand,
strengthening the decentralisation trend (Chin 2002).
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Another important issue with regard to sustainable development and already mentioned
shortly before concerns the regulation of externalities. For example, commuting generates
congestion and pollution externalities - the marginal private cost of commuting are lower
than the marginal social cost produced (O’Sullivan 2003). If authorities are unable to charge
the full price of sprawl, additional financial incentives are set in place.

The discussion about the effects of urban sprawl and necessary actions against it devel-
oped, broadly, along two streams of argument: the one that supports urban sprawl and the
other that advocates compact development - centralists versus decentralists (Lichtenberger
1998; Breheny 1996). Usually those from the planning family support compact develop-
ment. They advocate greater regulation and planning to solve the negative outcomes of
sprawl. Their main argument is that people do not act for the general welfare of the com-
munity but only for themselves, which can lead to an unwanted outcome and problems for
the rest of the population. Planning should take care of such insufficiencies and act in the
general welfare it was argued (Chin 2002). On the other hand, the main sprawl supporters
are those who take an economic perspective — although also some supporters of compact
development exist that argue with an economic reasoning. Among both the belief predom-
inates that the economic market will ensure efficient development (Chin 2002). These two
contradicting views reflect the historical evolution of the sprawl debate. Breheny (1996)
adds another group of people contributing to the debate today: the compromisers.

Historically, planning has seen its main goal in lessening the problems that people en-
countered in the 19" century cities. As a common motive there was the desire of healthy
and efficient surroundings, away from disease and congestion. The first comprehensive ap-
proach to an amelioration of urban living and to lessening environmental inner city problems
represents the Garden City by Ebenezer Howard (Lichtenberger 1998). In fact, they repre-
sent the first suburban communities built coherently. The idea of garden cities developed
in England, but it did not spread widely and it was hardly applied in eastern and central
Europe (Lichtenberger (ed.) 1991). Mini-models exist in Prague and Dresden.

Le Corbusier with his Ville Radieuse, as strong promoter of the centralist view, and
Frank Lloyd Wright with his Broadacre City, as decentralist, responded to the work of
Ebenezer Howard with these two total extremes. They both felt the need to propose a
counterweight to Howard’s work, which retrospectively constitutes more the middle way of
the three mentioned concepts (Breheny 1996).

To advocate centralism or decentralism one needs to take into account whether the
ascribed advantages of centralism and disadvantages of decentralism hold true (see Thomas
and Cousins 1996; Knight 1996; Troy 1996; Barrett 1996; Farthing, Winter, and Coombes
1996). Whereas decentralisation has been dammed for a multitude of negative problems
in our cities throughout the last century, the experience of recent decades shows that this
might no longer be pervasive. In some bigger cities of Europe re-urbanisation is claimed
to occur at present (Oswalt 2005). However, Breheny (1996) notes that this does not
count for Britain. Especially the old industrial cities are losing population to the suburban
neighbourhoods and to smaller villages in their surroundings.
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A strong debate about urban compaction and centralism versus decentralism arose in
the late 1980s when it became clear that this discussion is evidently connected to sustainable
development. The most frequently mentioned benefits of a compact urban structure are
seen in a lower demand for transportation, and therefore lower transport emissions as COq
and others. More compact urban structures enable the efficient provision of a public urban
transport network (Apel 1998). Another string of argument concerns the environmental
benefits, such as a reduction in the loss of open space and valuable land (Power 2001;
Breheny 1997, 1996). Again another kind of argument in favour of a compact city refers to
the improved quality of urban living. Urban compaction is normally advocated by planners
and politicians. However a major concern relates to the question of evidence (see section
to the attribution problems, chapter 2.3.4).

Newman and Kenworthy (1989) ignited the debate on whether more compact cities
clearly result in lower energy demands and COs emissions for transportation. In their
international study comparing a number of cities all over the globe, they came to the
conclusion that density corresponds to less travel by car and therefore reduces the amount
of fuel used by the inhabitants. Another study for the UK government, the ECOTEC
study (1993) came to the same conclusion. Newman and Kenworthy’s study was widely
discussed. Major critique concerns the singularity of the parameter (density) taken into
account (Wegener 1998). Later it was suggested that the price level and the income ratio
also have a significant stake in the consumption of transport energy (Schafer 1998; Schafer
and Victor 1999). Additionally, the location of jobs seems highly important (Breheny 2004).
As jobs move increasingly to the urban peripheries or the rural hinterlands as reported
from Germany (BBR 2000) and also from the UK (ODPM 2000; Kupiszewski and Rees
1999; Power 2001) this can change the travel patterns, the travel distances and the energy
consumption for transport considerably. Concerning a comprehensive evaluation of the
most important influencing factors of urban CO5 emissions from transport see also Reckien
et al. (2007).

There will be some merits in either extreme position. Nevertheless, Breheny (1996)
points out that in a realistic judgement advantages and disadvantages exist on both sides.
This is why he claims to support the compromisers view and adds four reasons why the
centralist view might not be realistic:

1. There is a likelihood that centralism does not bring the environmental benefits it
claims.

2. Urban decentralisation might probably not be halted anyway.

3. Some greenfield development is needed even if urban compaction is favoured, because
at some point there will be no more brownfield sites that can be redeveloped at
acceptable costs.

4. Higher urban densities are not likely to provide the high quality of urban life that
centralists believe.

Breheny (1997) notes that a strategy favouring the compact city development might meet
the environmental objectives of reducing emissions and protecting the open countryside,
but that there are economic, technical, and political constraints. Against the background
of population decline a discussion of the four arguments seems appropriate:
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Add 1. The environmental situation in industrialised regions is normally relatively strained.
Therefore it seems difficult to say whether a decentralisation in industrialised regions will
worse the environmental conditions.

Add 2. The inability to halt decentralisation sounds reasonable if one follows the urban
trend in western cities throughout the last century. On the other hand there are contributory
political and planning influences as was discussed above. With that in mind, it seems at
least possible to lessen the decentralisation trend.

Add 3. The exhaustion of brownfields seems not to be a comprehensible argument for the
declining regions where economic development and population are decreasing.

Add 4. The point about urban living quality is not easy to prove and may not be influenced
by population increase or fall but be more a life style type of argument. An indicator for
the quality of living could be the satisfaction of people in and with the neighbourhood, but
also the contacts people sustain to other people in their surroundings. Urban areas can
be sparsely populated in old industrial regions, so a compaction seems possible and could
ameliorate the urban quality of living. Outlined above, people feel uneasy in sparsely pop-
ulated neighbourhoods as investigations have shown (Power 2001). But this requires more
than just re-urbanisation and compaction, it is also a question of physical improvement.

Taken these remarks together, it appears plausible that urban compaction is possible in
old industrial regions and that it will bring advantages to the region. It remains a question
of research how to achieve an urban compaction or a re-urbanisation, e.g. by an influence of
which parameters or under what conditions. The planning institutions have an extremely
important role in it, especially against the background of the general decentralisation devel-
opment in Europe and other issues as mentioned under point 1-4. Especially in the light of
a sustainable city development, an envisaged reduction in energy consumption, greenhouse
gas emissions and land consumption but also with the recent trend of smaller households,
more single households and more childless households (Bundesministerium fiir Bauwesen
und Raumordnung 2005; Roberts 2000) it seems to be the only strategy to secure pleasant
conditions of living for a large share of the population and for other generations (Hillman
1996; Green 1996).

2.4.5 Planning alternatives to decline and sprawling: suggested
action

2.4.5.1 The call for sustainable city development

Sustainable city development and also the concept of more compact inner cities are guiding
principles in urban development. Both developed and became part of the urban planning
practise during the 1990s (Heineberg 2001). Sustainable city development is to be under-
stood as an answer to the global environmental problems and refers to the international
call to favour a sustainable development in general. The term sustainable was introduced
in 1987 by ‘The World Commission on Environment and Development’.
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Their report, more referred to as the Brundtland report, specifies:
" development that meets the needs of the present without compromising the ability
of future generations to meet their own needs” as being sustainable.

World Commission on Environment and Development: Our common future -
Brundtland Report (1987, p.46)

Sustainable development questions the (historical) paradigm that only urban growth is asso-
ciated to urban success (Petschel-Held, Liideke, and Reckien 2005; Richter 2004; Meadows
1999). Sustainable development proposes a balance between the environmental, economic
and social aspects of a development over time. The use of resources by one generation
should not reduce the potential of these resources for succeeding generations. Meanwhile
the principle has been extended and also applies to the current generations: unsustainable
actions, e.g. in the industrial countries not only effect these countries but are ‘exported’
in terms of unfair shares of global resources, and growing inequity between rich and poor
nations, regions, cities (Williams, Burton, and Jenks 2000).

Starting from the sustainable development discourse in the 1980s and 1990s, follow-up
conferences specified the concept further. These included the United Nations Conference
for Environment and Development in Rio de Janeiro (1992) and the United Nations Con-
ference on Human Settlements in Istanbul (1996). The international efforts also stimulated
national actions and debates at lower levels, as the Agenda 21 and the following Local
Agenda 21 document. On the basis of these ideas spatial principles for a sustainable urban
development (réumliche Ordnungsprinzipien) within different countries have been formu-
lated. Heineberg (2001, p.129) names the following three guidelines which are specific to
the German interpretation:

1. Density to urban development
This concerns a compact but high quality development structure which shall be able
to halt the sprawling of urban areas. It is understood as a focus on infill development
and on the extended usage of free potentials. It does not refer to high-rise building
and slab housing. Keywords are renovation, modernisation, re-dedication, brownfield
development.

2. Mixture of land uses
This concerns a mixture of functions, of social classes according to income groups,
households types and life style clusters. The mixture of land uses is more than others
connected to the patronage of compact structures and the ‘city of short distances’.
The latter is seen as especially important in order to reduce the need for mobility.

3. Polycentric city structures/ decentral concentration
This principle goes back to the idea of the Garden City of Ebenezer Howard. It aims
to reduce the need for new development on greenfield sites and more so to enable a
sufficient use of public transport (Heineberg 2001).
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In the British context, the following principles have played a major role: Until about
1970 the major task of town planning in England was to enable the people to move out
of the towns, which at that time were regarded as unhealthy and unfriendly places to
live, especially in the old industrial parts of the country (Power 2001). As an answer,
after World War II (WW II) an emphasis was put on slum clearance (demolishing of whole
neighbourhoods) but also to the building of New towns and new estates within existing ones
(Heineberg 2001). Big inner city council housing developed. This idea has been abandoned
since and quite a few of the older council housing prospects are being demolished. Liverpool
underwent a reconstruction phase twice in two generations, mostly to the cost of widespread
demolition (Power 2001). The most severe problems of the slum clearance strategy evolved
from the translocation of the residents. Social confusion, an alienation of the residents in
the new neighbourhoods and additional social problems appeared in many of the affected
cities in Britain. In contrast, city centre recovery (urban renewal), inner city renovation
and the protection of traditional communities (urban conservation) are the principles of
town planning today (Heineberg 2001). It focuses on the compaction of urban areas which
typically comprises “urban regeneration, the revitalisation of town centres, restraint on
development in rural areas, higher densities, mixed-use development, promotion of public
transport, and the concentration of urban development at public transport nodes” (Breheny
1997, p.209; see also Couch and Dennemann 2000). This closely matches the ideas about
sustainable city development in Germany. The suggested actions to meet current urban
problems are similar in both case study countries.

Sustainable city development is often looked at from the perspective of economic versus
environmental feasibility but also social issues need to be incorporated for sustainable city
development. Burton (2000) has investigated urban compaction in relation to ten claimed
effects of it with respect to social equity in medium-sized cities (80000-220000 inhabitants)
in Britain. Table 2.11 portrays the claims that are typically connected to urban compaction
in relation to social equity. As a parameter for social equity Burton (2000) investigates the
impacts on low-income groups. The table gives also an overview of the strength of the
assumed impact.

Compact city claim Evidence
Better access to facilities Weak but supporting claim
Poorer access to green space Weak but supporting claim

Better accessibility to jobs for low-income groups Ambiguous
Better public transport/use by low-income groups Supporting claim

Greater opportunities for walking and cycling Contradicts claim
Reduced domestic living space Supporting in some respects/ not in others
Poorer health Supporting in some respects/ not in others
Reduced crime Contradicts claim
Reduced social segregation Supporting claim
Lack of affordable housing Supporting claim

Table 2.11: Evidence for compact city claims related to social equity. Source: Burton (2000,
p.1981).
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The results show that urban compaction in most of the cases does relate to the cho-
sen effects, though with different intensities. Burton (2000) concludes that, looked at in
its entirety, in a combination of all indicators, social equity has a limited relationship to
compactness. Meaningful relations can only be derived when the relation is separated in its
parts. The most important predictor for social equity is the proportion of local authority
tenants: the higher the share of council housing, the better the social equity (Burton 2000).

These goals for a sustainable and successful urban development need to be specified with
respect to the locational characteristics. Following peculiarities seem to arise with respect
to urban sprawl development in the case studies.

Sprawl and sustainable development in transforming contexts: A major lesson of
post-socialist transformation in central and eastern Europe has been that the quick exchange
of formal institutions did not bring about the intended results immediately. Rather the
implementation of new laws was obstructed by both the inexperience of the authorities
and the perennial influence of informal institutions (of ‘semi-legal’ activities) that had been
shaped in former decades. In terms of spatial planning this resulted in a kind of planning
vacuum in the first half of the 1990s. It was aggravated by the fact that urban planning has
been neglected in the 1990s because of the priorities of macro-economic reforms and the
connotation of such planning with the former socialist regime (Fassmann 1995a). In this
situation it was often easy to get building permits that did not comply to the development
plans and to sustainable development. Often market forces, not planning prevailed or the
balance between social, economic and environmental needs.

This problem was further aggravated by the unresolved situation of land and building
tenure (e.g. in Leipzig the restitution of property to the owners before the formation
of the GDR). This lack of planning and regulation results in an outward movement to
the outlying communities. Additional difficulties or delays in the implementation of a
functioning planning system which promoted sustainable development follows from the
enforcement of the privatisation of the building stock. Inner city areas are highly fragmented
and difficult to control.

The backlogs of the institutional transformation have to be overcome as soon as possible.
City partnerships or learning from best practise are a few suggestions promising success.
New planning institutions need to be devised and time should be taken for careful design
of these institutions, they also often need time to become effective.

Problems of sustainable city development in declining cities: In declining regions
the economic performance and social peculiarities seem to be responsible for or at least
connected to the sprawl developments and its distinctive problems. In situations of urban
decline it generally becomes easier for the planning system to control residential sprawl
because of a low demand for housing. On the other hand, it tends to be more difficult
to restrict peripheral employment growth because the political pressure to grant economic
investors their requirements is particularly strong when economic growth is lacking. In
a situation of decline, economic development aims mostly take precedence over the aims
of sustainable development and the planning system is obliged to stimulate employment
growth, as found in the Merseyside region (Couch and Dennemann 2000). Even more so, if
an urban region suffers from severe structural problems it is very unlikely that much effort
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will be placed onto the containment of urban sprawl. A public budget which is extremely
stressed hampers costly measures to restrict sprawl as the clearance of contaminated land
or the preparation of derelict buildings for further development.

One promising alternative to urban sprawl in declining regions seems the initiation of
a re-urbanisation, involving inner city regeneration and site clearing. More concretely the
following strategies seem promising:

e Anchoring the goal of economic use of land (i.e. brownfield re-development) in na-
tional policy so that regional land use planning can effectively obstruct greenfield
developments; in connection with this — establishing an effective monitoring system
is needed which gives an account of how much development is taking place on brown-
field/ greenfield sites is needed;

e Development agencies on the regional and local level which effectively promote and
organise brownfield redevelopment;

e Steering investment programs towards inner city brownfields by making the re-use of
previously developed land a prerequisite for subsidies.

Very importantly, it has been found that a well implemented and functioning planning sys-
tem has some power to work against urban sprawl developments to support re-urbanisation
and sustainable development (Couch et al. 2005). A closer look will be paid at which
measures seem workable for re-urbanisation in formerly industrialised regions.

2.4.5.2 Re-urbanisation — Urban re-generation - Urban revitalisation

A precedent of the Brundtland-Report can be seen in the report of Dennis and Donella
Meadows “The limits of growth” (1968) to the Club of Rome. This book questioned the
belief that success is always connected to growth. Meadows (1999) referred to their first
postulates of curbing growth by suggesting and discussing ten anchor points of influence.
These points of greatest effect of influence by a minimum of power of influence are called
‘Leverage points’ (Meadows 1999). Meadows explains as follows:

“Leverage points [...] are places within a complex system ([...], a city, [...]) where
a small shift in one thing can produce big changes in everything.”

Meadows (1999, p.1)

One key aim of this study is to find the leverage points for the reduction of sprawl in old
industrial regions.

Often it is argued that it is difficult to practically implement means for re-urbanisation
that do not conform to the market, because residents prefer to live in decentralised struc-
tures (Breheny 1997). There are two aspects to this argument: first, there are the developers
or the house building companies and, second, there are the residents.
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Add 1. The above mentioned view is not supported by empirical studies of Fulford (1996)
who undertook interviews with house builders and developers in Britain. He concludes
“Indeed, far from rejecting the compact city as an unattainable planning blueprint, some
of the interviewees suggested that the policy framework should be tightened further still”
(Fulford 1996, p.132). It has been found that the house building companies are fully aware
of the implications their work is bringing to sustainability and that they are willing to
commit to a responsible attitude in the process of urban containment and re-urbanisation.
Recognition of this would make a big difference to planning and policy in this area.

Add 2. On the other hand Breheny (1997) has found that most people still aspire to the
very opposite of the compact city and have romantic, positive ideas about a place of living
in a quiet, non-urban surrounding. This view might be influenced by poor urban living
conditions, especially in the old industrial regions. Therefore, it is probable that, even after
an urban revitalisation, some of the proponents of decentralised locations will label them
high value. Nevertheless, there are others who claim that residents’ preferences have been
disturbed by the inefficient market and subsidies (Chin 2002), as mentioned before. Breheny
quotes evidence to show that actually the local authorities resist promoting higher urban
densities in order to preserve the well-established residential preferences of low density,
suburban housing (in Roberts 2000).

There is certainly a big step to make in public education, as e.g. in the case about the
effects of sprawl and greenfield development (Meadows 1999; Peiser 2001). Information is
a high leverage point (Meadows 1999). Still, the question remains whether this will achieve
the re-urbanisation trend. Roberts (2000, p.150) summarises the following suggestions as
important to an urban revitalisation strategy:

e The provision of further and higher education, and associated with it a strong local
service of technology transfer to companies through technology and science parks.

e The supply of a comprehensive health care system and culture, entertainment and
sports facilities, most effectively at the urban transport hubs.

e Heritage and theme retailing as well as tourism that builds on local specifics.

e The 24-hour city with the provision of goods and services around the clock might also
have further potential.

e Building on local strength in sectoral terms to attract new companies with multiplier
effects.

e The promotion of local goods and local services to the local residents.

There are also other measures promoting re-urbaNisation, some are directly related to the
planning practise. In Britain the expertise with urban sprawl is longer than in the East-
German context. Britain has answered to the decentralisation trend after the WWII with
a number of measures. The following two have proved especially successful:

e The Greenbelt policy (PPG2): The function is to restrict the growth of urban areas
and safeguard the countryside from encroachment. Within the Green Belt there is a
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presumption against development except for certain specified exceptions in line with
Government Guidance. However the Greenbelts have to be included into the UDP
and approved by the local governments before they are in force. Councils also have
to assign a separate policy that specifies how the council will react to proposals for
development within the Green Belt. This should be based on the Government advice
on Green Belt Policy (PPG2)'S.

e Sequential test: British Government’s Planning Policy Guidance Note 6 (PPG6: Town
Centres) requires that before planning permission can be granted for a large retail or
leisure development on an out-of-centre site, an assessment must be carried out of the
suitability of other sites, the preference being for those in or immediately adjacent to
town centres. The requirement may now be applied to other types of development!”
since it has proven to be a successful principle that seeks to identify, allocate or
develop certain types or locations of land before others e.g. brownfield housing sites
before greenfield sites, or town centre retail sites before out-of-centre sites'®.

These are two direct examples from the British planning practise. There has often been
a focus on infrastructure investments as an attractor to potential investors for inner city
locations. But authors note the risk of providing excessive infrastructure, in particular in
declining regions (van den Berg and Klaassen 1986). The functional lifetime of (at least part
of) the urban infrastructure is shortened but costly, resulting in the additional risk of over-
expanding the infrastructure relative to its shortened social life (van den Berg and Klaassen
1986). This goes hand in hand with the investments in seminal commercial sectors. For
example, in Germany and many other west-European countries numerous high-tech parks
were established in the belief that investors will come. However, the high-tech sector is in
itself highly heterogeneous. It involves the development of products and processes together
with organisational, market and social innovations. The investment in high-tech parks is
therefore highly controversial, as Haussermann (1992) argues.

Amongst others, a very prominent re-vitalisation strategy is also the creation of new
cultural symbols and the attraction of new ‘cultural capital’, e.g. an opera house or similar
large-scale project. The competition for international events such as the Olympic Games
and/or cultural festivals are believed to deliver similar results. Therefore, the cultural indus-
tries have become an important part of regeneration strategies as the example of Glasgow in
1990 highlights. Since then the European City of Cultures annual arts festival designation
has been used by many to a city-wide economic strategy and marketing drive (Newman and
Thornley 1996). The idea was gaining momentum in the 1990s and is one facet of the city
boostering described above. The belief in these more-than-regional events remains in cur-
rent planning. Liverpool is putting faith in an economic and social momentum from being
the host of the European Capital of Cultures in 2008. Connected with a comprehensive city
marketing it is expected to have multiplier effects, bring ‘external’ prestige and ‘internal’
confidence (see Figure 2.6).

http://www.odpm.gov.uk/index.asp?id=1143928
yww. eastherts.gov.uk/pp/PlanningDictionary.htm
Byww.planningportal.gov.uk/england/government/en/1115310689529 . html
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Figure 2.6: Inner city image of Liverpool. Source: Author, September 2005.

Urban revitalisation or re-urbanisation does not only refer to the establishment of new
centres/structures/events but also relates to the improvement of existing ones, much in line
with an argumentation that people should not only be attracted to the inner cities but also
hold there. Against this background the perception of crime being higher in inner cities
is certainly one of the major threats to an envisaged re-urbanisation. It generates anxiety
across all social strata. It is especially severe in urban neighbourhoods with high levels of
social housing “where the ... disaffected come together. Noise, harassment, vandalism, theft
and drugs are often cited as disincentives to urban living, although the relatively affluent
and more rural areas are not immune” (Roberts 2000, p.159). On the other hand, Robert
(2000) also mentions that crime has much in common with feeling unsafe. Here it becomes
clear that urban crime has a lot to do with the disorder in the neighbourhood. One strategy
to combat crime is through social and educational programmes. Others relate to neighbour-
hood watch schemes, community safety strategies and improved surveillance. Again others
apply to the improvement of the physical security such as ‘Secured by Design’ measures
(e.g. parking close to the house etc.) and improved housing management. Additionally, a
meaningful community involvement is believed to lessen the fear of crime (Roberts 2000).
The inner cities not only lose population but also custom in the shopping centres. In the
UK, where the problems with crime are perceived to be worse than in Germany (Taylor and
Jamieson 1998; Kupiszewski and Rees 1999), cities try various measures. The investment
in security, but also cleaning and car parking staff, funded by a partnership between the
city council and the main retailers has shown big effects, e.g. as documented from Coventry
(Power 2001).
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Inner city areas have to be significantly improved to hold people within the urban centres.
It is believed that if this is not pursued any attraction of new jobs could immediately lead the
residents to move out. “Liverpool has found that increasing job opportunities and wealth
in the city simply led to more people leaving it. The overall surplus, and consequently low
house prices which make it easier to move into owner occupation outside the cities, fuel this
pattern® (Mumford and Power 2002, p.13).

This again shows that inner city (economic) revitalisation might not be the full answer
to the problem. The pressures of sprawl and decentralisation places new demands on plan-
ners especially in formerly industrial areas. No successful means has been developed to be
able to influence sprawl, e.g. in the formerly industrialised areas. Planning needs to be
able to adjust to alterations. Self-organisation is the strongest form of system resilience.
Any system which can not adjust and self-evolve is dammed to collapse (Meadows 1999;
Arnstberg and Bergstrom 2003; Power 2001). With urban areas being subject to sometimes
fast developments, with projected changes in the European household structures a mod-
elling approach might be an appropriate means. It can incorporate future projections and
therefore prepares for future changes. It gives planning a longer time to react to possible
urban developments.

In this work a new means as support to urban planning decisions is proposed: a qual-
itative attractivity migration model. Whereas for more than forty years efforts to bring
together policy design and modelling practise have had a limited success only (Couclelis
2005), there have been made important steps forward in modelling design to adequately
combine the two (Meen and Meen 2003). New methods are now available that promise
to deliver the information helpful to the planning process (Meen and Meen 2003). The
adjusted research question:

What benefits can a modelling approach bring to the urban planning decisions with respect
to the halt of urban sprawl in formerly industrialised regions, e.g. with reference to land use
consumption?

Hypothesis

It has been shown that the preferences for urban living might be blurred by subsidies
and other planning decisions but also that urban sprawl is a social process and that the
proponents of suburban living might be influenced by the behaviour of other people in the
society or the neighbourhood. People who look for suburban living often do so for the
reason of segregation, environmental qualities, and living space. Against this background a
migration model that takes into account the preferences of the movers and the qualitative
attractivity of the suburban areas in dependence of the presence of other movers should be
able to supply important insights into the dynamics of residential migration. It is assumed
that such a model can offer benefits for planning practise.

Before going on in describing the different methods that are used to gain answers to the
research questions they are listed contiguously below.
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2.5 Final research questions and hypothesis

On the basis of the theoretical discussion, chapter 2, here the main findings are compiled
by putting together the adjusted research questions and hypothesis as mirrored in former
sections.

Research Question 1: Process oriented
Did the population development in the case studies follow the sequences of the life cycle theory
of urban areas and is a re-urbanisation trend visible in both regions?

Hypothesis:

As a result of the political history of Leipzig, which limited an urban development on the
fringes and which also controlled and acted against decentralisation, it is assumed that
the city development in Leipzig has not followed the phases of the life cycle model of cities
over the past six decades. Re-urbanisation is visible in both regions as a new trend after a
period of inner city population decline. However, there are reasons why this could happen
earlier and easier in Leipzig.

The hypothesis will be tested by comparing the population figures between an inner and
an outer urban area, defined further down (chapter 3.2.3 and chapter 3.2.5). The decennial
trends will be evaluated in both case studies since the year 1950/1951.

Research Question 2: Causes oriented
What are the main reasons for people in old industrial regions to move to the urban fringes?
What is more important in the decision to move:

e the characteristics of the inner cities with their mostly negative evaluation as strong push
factors, or

e the characteristics of the outer urban areas, mostly positively evaluated as stronger pull
factors?

Hypothesis:

If the latter is less important than the former, this will indicate that the inner city prob-
lems/ the urban environments in former industrial cities are more important in the eval-
uation of residential attractivity of sites than the pull factors of the surrounding. Against
the comparison of other investigations a stronger weight of push factors than pull factors
is expected. This in turn would suggest that formerly industrialised cities might generate
more sprawl than non-industrial cities.

The hypothesis can be tested by comparing the reasons for leaving the last dwelling and
those of choosing the current place of living. Answers to questionnaires of recently been
moving households in the two case study regions will deliver the statistical material.
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Research Question 3: Consequences oriented

Can an increase in living space, the number of cars and the commuting distance be clearly at-
tributed to the migration from an inner to an outer city location when both different households
are compared at the same time (inner versus outer urban residents) and the same households
are evaluated at different times (moving households from the inner to the outer urban areas)?

Hypothesis:

Against the background of the current literature it is assumed that the households which
are living in outer urban areas have a higher amount of living space, number of cars and
commuting distance in average. Also the preference to use the car is assumed to be larger.
If one compares the situation in the same households before and after a move from the
inner urban parts to the fringes, it is assumed that this will lead to an increase in living
space, the preference to use tha car and the amount of cars per household. However, taking
into consideration that the financial resources of residents in former industrial areas are
small, a concentration of employment as a legacy from the GDR period remains, and the
people especially in old industrial areas by cause of a constituted behaviour do not like to
commute it is not assumed that the commuting distance and changes much.

The hypothesis will be tested using statistical data with respect to the case study of
Wirral. This is assumed to follow the traditional method of comparing inner and outer
urban neighbourhoods at the same time. Additionally, the answers of the questionnaire
survey in Leipzig will be used which enable a comparison of the size of living space, the
number of cars and commuting distance of one same household before and after the move
from the inner to the outer urban areas.

Research Question 4: Planning / Governance oriented

What benefits can a modelling approach bring to the urban planning decisions with respect
to the halt of urban sprawl in formerly industrialised regions, e.g. with reference to land use
consumption?

Hypothesis:

It has been shown that the preferences for urban living might be blurred by subsidies
and other planning decisions but also that urban sprawl is a social process and that the
proponents of suburban living might be influenced by the behaviour of other people in the
society or the neighbourhood. People who look for suburban living often do so for the
reason of segregation, environmental qualities, and living space. Against this background a
migration model that takes into account the preferences of the movers and the qualitative
attractivity of the suburban areas in dependence of the presence of other movers should be
able to supply important insights into the dynamics of residential migration. It is assumed
that such a model can offer benefits for planning practise.

The application of the qualitative model onto the case study regions and the evaluation
of the model results is regarded as a test of the hypothesis.
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Methods

In the literature, urban development is increasingly discussed from a systems analytical
point of view that comprises the actions of different actors in space (Oswalt 2005; Borries
and Prigge 2005; Kuhnert and Ngo 2005). Actors are increasingly considered as active,
problem conscious and problem sensitive social subjects who are able to influence societal
processes. Since about the 1970s, the government is less frequently seen as responsible for
the overall welfare of its citizens. This responsibility was, amongst others, met by politics
and planning before that time. As the neo-liberal focus set in, the belief in planning able
to steer or balance spatial development decreased (Oswalt 2005). In turn, the role of many
different actors in space grew. Also urban sprawl and the re-organisation of urban spaces
are increasingly discussed under an actor’s approach.

Moves are motivated by the encountered dis-amenities of the current home (Spain 1988)
and the preferences for a ‘hypothetical’, not experienced living place somewhere else (Fu-
guitt and Brown 1990; Spain 1988; White 1981). Against this background, urban sprawl
is the result of a comparison of attractivities in the light of the actors’ preferences. Urban
sprawl mirrors the performance of actors in the urban region according to the differences in
attractivity between the sub-regions. Actors are all those involved in the migration process:
individuals, economic entities, political bodies, planning institutions, developers etc. The
latter influence the space of action for the movement of residents, and therefore have to be
included as process elements (macro variables that influence the action space on the micro
level - see Figure 1.2 in the introduction). So, one can distinguish between moving and non-
moving actors involved in the urban sprawl process. This is comprehensible in the light of
the research focus as macro-variables, such as subsidies, infrastructure provision, building
codes and building restrictions etc., apply to a particular area. These macro variables are
fixed for a certain amount of time and set the scene in which the actors behave/react/move
according to their individual micro variables. However, both kinds of variable influence the
attractivity of a residential area.

White (1981), using a quality-of-life-index from Todd in 1977, states that an area is
attractive when it features parameters with high values listed in a personal quality-of-life-
index. The provision of specific attributes (or characteristics of a certain living area e.g.
‘living close to nature’) is thought to bring people nearer to their desired goals, to the
so-called life values.
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“By life values are meant goals or desirable end-states, like for instance freedom,
togetherness, and comfort, which individuals strive to attain in their lives”

Garvill et al. (1992, p.41)

According to Garvill et al. (1992), these life values can be reached at four different attribute
levels: intrinsic attributes of the dwelling, locational, neighbourhood and cost attributes.
Cost attributes have been found to be important for both the preferences towards a living
place as well as for the actual choice to live there, two aspects which have to be distinguished.
A certain relation between preferences and consequential choices regarding locations of
living is now widely accepted but the significance was a major discussion point throughout
the 1970s and 1980s. Researchers noted a discrepancy in people’s stated preferences towards
a residential area when asked before an envisaged move and their actual choice some time
later: according to investigations in the US, more people named a preference for rural living
than actually lived there, when the new residential location was documented one year later
(Garvill et al. 1992; Fuguitt and Brown 1990; Lindberg, Gérling, and Montgomery 1989;
Weichart 1983; White 1981; Fredrickson et al. 1980; de Jong 1977; Fuguitt and Zuiches
1975). The discrepancy encountered between preferences and choices was lessened by the
introduction of costs into the evaluations of residential areas. Nevertheless it remained to
a lesser extent. The authors conclude that migration seems to be a complex behavioural
process, more driven by internal constraints (White 1981; Fuguitt and Brown 1990).

In line with Garvill et al. (1992) in this work attractivity is viewed as based on the
four attribute levels. It assumes a strong interdependence between the subjects living in
a certain region. By that it accounts for some internal constraints that were missing in
other studies (White 1981). This element can be understood as an index of the wish for
segregation documented with urban sprawl processes since the 18" century. However as an
answer to the difficulty between preferences and choices another aspect will be added to
the analysis. Here, information about the attractivity of a location will be used that was
elicited after a move to the new place of residence. By that, the discrepancies found between
preferences and choices of a living location when people were asked hypothetically or before
an envisaged move will be counteracted. This is considered to get more realistic results
to the locational preferences of actors, although the valildity cannot be proven within the
framework of this analysis.

According to the methodology, urban sprawl is discussed as an actor-based process that
is initiated by the comparison of locational attractivities between residential areas. As
noted above, the analysis is backed up on three assumptions:

1. Attractivity is viewed as a sum of certain attributes — here called dimensions of attrac-
tivity. These dimensions are characteristics of the living areas close to the subjects
preferences (similar to Garvill et al. 1992). It is further assumed that the dimensions
of attractivity differ between certain kinds of actors. To elicit and account for the
probable diversity in actors’ preferences a questionnaire survey was conducted in the
selected suburban regions of two case studies.
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2. Tt is further assumed that there exists a number of residents who have similar dimen-
sions of attractivity and similar attributes. As people seem to behave in groups more
than they do as individuals (Epstein 1999) these residents are subsumed into actor
classes. A cluster analysis was applied to the empirical data of the questionnaire sur-
vey. It represents an appropriate method to form clusters according to both similar
locational preferences and socio-economic attributes of the respondents. The latter is
reasoned by a potential influence of the life cycle of residents, the lifestyle, the family
status and household type as shown in the theoretical discussion. However, it was
also found that the relevance of the life cycle theory of residents might underestimate
trends such as the increase of one-person-households and single parents. The cho-
sen cluster algorithm will be sufficient to check the relative importance of locational
preferences versus socio-economic attributes of the residents.

3. In the light of a behavioural approach to action space (Scheiner, Illig, and Licht-
enberg 1999; Werlen 1995, 1997) it is assumed that the intended migration of the
actors is restricted by several objective or subjective conditions. For the evaluation
of spatial attractivities in particular it is important to take subjective, internal con-
straints within and between the actors into account (White 1981). The existence
of actors residing in the region of preference can reflect such an internal constraint
(Wolpert 1965; Werlen 1997; Scheiner, Illig, and Lichtenberg 1999). Results from
Herfert (2003) and Wiest (2001) support this assumption by summarising that the
social circumstances in the neighbourhood are a strong motive for people to consider
moving to a different place, as found e.g. in Leipzig. In line with these findings other
studies reveal that social circumstances in the neighbourhood are the most important
assessment criteria for people considering a new place to live (Couch et al. 2003a).
Issues of segregation are an apparent picture of current spatial structures and societal
behaviour (Herfert 2003; Wiest 2001). Subsequently, an assessment of interdependen-
cies between the actors (and actor classes) is of outstanding importance. Therefore,
a modelling approach is proposed that can account for the peculiarities mentioned: a
Qualitative-Attractivity-Migration-Model will be applied.

Each assumption is treated with another method and elucidated in detail. They are applied
to the two case study regions: Leipzig and Wirral/Liverpool. Before going on by describing
the used methods in detail it will be explained why these two agglomerations have been
selected as case studies.

3.1 Case study selection: Leipzig/Germany and
Wirral /Liverpool /UK

As outlined in the introduction to this work a need has been noticed to further investigate
the possible answers to the problems encountered in old industrial regions. Many post-
industrial cities and regions exist in Europe and there is evidence that they might increase
in number as the transformation of the Eastern European countries and the shift to the
service economies proceed. Former industrial cities are often characterised by population
loss and planners and politicians have tried to revive them for many decades (Couch 2001,
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2003; La régéneration urbaine dans I’Europe du Nord-Ouest: Histoire d’un groupe de travail
entre six villes 2002; Roberts 2000; Noon, Smith-Canham, and Eagland 2000). Against this
background one might justify a further need for action.

It seemed particularly interesting to check whether old industrial regions with a similar
historical and economic development might go through similar problems, and whether the
historical peculiarities have led to a similar building structure, city appearance, to similar
approaches in response to the problems. To see whether possible peculiarities are not
dependent on a cultural attitude a cross-national comparison was decided for. To still be
able to reveal informations about the role of different political backgrounds, it was decided
to select two cities, one with a post-socialist and another one with a capitalist history. The
influence of the capitalist versus the socialist order and its legacies onto the city development
can therefore be evaluated. Furthermore it was found that old industrial and post-socialist
cities and its inhabitants have remarkable similarities. This ensures still a high degree
of comparability. Both are formerly industrialised cities in which the legacies of the past
sustain with especial strength.

Within Germany, there are many other examples which could offer some of the pre-
requisites mentioned, for example also the Ruhr area. However, there is a very important
peculiarity which might hamper an intra-regional and strongly urban-suburban analysis in
the Rhur area: the whole region features multiple centres. It might have been hard, even
impossible, to clearly distinguish urban from suburban areas. Therefore, more or less soli-
tary cities or urban areas with a clearly suburban surrounding offer considerable advantages
in the light of the research question. The inclusion of an English city was intended from
the beginning of the investigation as it is the country where industrialisation started. The
selection of a city in the North of England was found especially appropriate as cities there
experienced a very strong industrialisation.

Liverpool and Leipzig are both known for their industrial past. Both cities where known
to have suffered from the reduction in manufacturing jobs in particular as both regions were
reliant on a few business sectors only. Additionally, time series of population figures were
investigated before the case study selection which revealed that the cities had experienced a
significant population decline since about the 1930s. It was also found that both cities have
had a significant amount of migration within the agglomeration, most notably as sprawl to
the suburban neighbourhoods. It was another important criteria for the selection. Under
these assumptions and some prior knowledge, such as the personal history in the GDR
and former working experience!, the decision was taken in favour of the agglomerations
Leipzig/Germany and Wirral/Liverpool /UK.

As a second step the suburban case study region was to be selected. In Leipzig this is the
eastern part of the city which since the year 2000 has belonged administratively to the city
itself (see Figure 1.6 in the introduction). It was a political decision to include the suburban
areas of Leipzig and regain the population into the municipal statistics, so that additional
funds are allocated by the federal government. Incorporations are often due to financial
considerations. The reasoning to decide for the eastern parts of Leipzig is explained later

'Both case studies were part of the European research project URBS PANDENS (Urban Sprawl: Eu-
ropean Pattern, Environmental Degradation and Sustainable Development - Contract No. EVK-CT-2001-
0052) to which the author contributed from mid-2002 to early-2005.
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in this section (see subsection 3.3.1) when the method and specifics of the social survey are
introduced. In the case of Wirral/Liverpool the closer investigation is based in Wirral, the
neighbouring community of Liverpool. It is one of five metropolitan boroughs that comprise
the conurbation of Merseyside (please see Figure 1.7 in the introduction). Liverpool (and
Merseyside) will serve as a reference and comparison of the results. The social survey is
based in Wirral for a number of reasons:

e Wirral has the second highest population density of all five parts in Merseyside (Liv-
erpool 3947 people/sqkm, Wirral 1989 people/sqkm)(ONS UK). It is therefore the
most urban structured borough after Liverpool. It is situated on the other side of the
river Mersey facing Liverpool. Together they represent one urban agglomeration.

e Wirral is large enough to contain all types of land use and urbanisation from an urban
core with central business district, through an inner core suffering the effects of urban
restructuring, to a relatively stable suburban belt and a rural part.

e In contrast to Liverpool it is much closer in size to Leipzig. Wirral has a popula-
tion of 313800 residents according to the mid-2003 estimation (ONS UK). Leipzig
had a population of 500352 inhabitants in the end of 2005 (Amt fiir Statistik und
Wahlen, Leipzig). It is therefore much more comparable to Leipzig than, for example,
Merseyside, which has a population of about 1.5 million people.

e Liverpool in contrast to Wirral has no real suburban ring around the city and within
its own administrative boundaries. The administrative area covers the urban part of
the city with no surroundings which could be classified as suburban. To adopt the
same approach as in Leipzig, the suburban and the urban part investigated should
be located within one administrative district. It assures that the statistical data
(this applies to both case study regions) is computed on the same basis and in a
comparable way. While this is not such a strong reason in England where the censuses
are guided and the statistics administered by a national authority (the Office for
National Statistics UK), it is very much a reason for concern in the German case.
Here, statistics on the municipality level can be counted and computed differently.
It depends on the procedure in the respective community, e.g. as found in the case
of Leipzig and its surrounding communities for the population estimates (according
to Mrs. Gelfert; Amt fiir Statistik und Wahlen, Leipzig - personal communication,
20.04.2005).

Against this background the distict of Wirral in the Liverpool conurbation will serve as the
focus of the investigation. Nonetheless, data for Liverpool will be included in cases where
it can deliver valuable information to the regional situation.



96 Methods

3.2 Statistical analysis of secondary data

3.2.1 Approach to answering research question 1

Research question 1 and the formulated hypothesis is given again beneath:

Research Question 1: Process oriented
Did the population development in the case studies follow the sequences of the life cycle theory
of urban areas and is a re-urbanisation trend visible in both regions?

Hypothesis:

As a result of the political history of Leipzig, which limited an urban development on the
fringes and which also controlled and acted against decentralisation, it is assumed that
the city development in Leipzig has not followed the phases of the life cycle model of cities
over the past six decades. Re-urbanisation is visible in both regions as a new trend after a
period of inner city population decline. However, there are reasons why this could happen
earlier and easier in Leipzig.

For an answer to research question 1, a statistical analysis was performed with secondary
data to the population figures. The data was retrieved from the Boards of Statistics in
both case studies. The heart of the investigation to this question forms population data
on a sub-city level. Therefore the entire urban areas looked at will be subdivided into an
inner urban part and a outer urban part. For each case study agglomeration, the reasoning
and definition of the judgement ‘inner urban’ versus ‘outer urban’ wil be given in the two
following sections 3.2.3 and 3.2.5. The calculated population changes in these two sub-
regions will then be compared as shown in Table 3.1.

Features of population change

Development phase

Inner |QOuter |Agglomeration|Overall development
urban |urban
I - Urbanisation ++ - + Net population growth of
the entire agglomeration
e - e
IT - Sub-urbanisation |+ ++ +++
— o -
III - Dis-urbanisation |— — + - Net population decline of
the entire agglomeration
IV - Re-urbanisation |- - - =
+ R _
Table 3.1: The phases of urban development according to the urban life cycle model. Note:
+,++,+++ represents population growth from slow (+) to fast (+++); —,— —— — — represents

population decline from slow (-) to fast (———). Source: van den Berg and Klaassen (1986, p.88).
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According to whether change is higher in the inner or the outer urban area, it is possible
to draw conclusions with respect to the sequence of the stages of the urban life cycle
model. The analysis drew on data from the censuses as far back in time as 1950/1951 until
today. This represents a unique compilation. However some drawbacks arise from certain
peculiarities of the data. These are described in detail beneath.

3.2.2 Population statistics for Leipzig

In the case of Leipzig, mainly the specific peculiar historical development is reflected in
the data, especially in its availability and comparability. The socialist government was not
interested in making much of the statistics public, although many aspects of life have been
documented. No data is available on the sub-regional or sub-city level in Leipzig during the
time period of the socialist government. Data is available for the years 1950-1989 only for
the whole of the city of Leipzig. Table 3.2 mirrors the availability of data for Leipzig since
1950.

Time period | Data source Spatial resolution and comments
1950, 1960 Statistical Year Book, | Population data available on the level of the
Statistisches Landesamt | local municipality only, referring to the entire city
Sachsen to then current boundaries
1971 Census 1971, Population data available on the level of the
Staatsarchiv Leipzig local municipality only, referring to the entire city
to then current boundaries
1981 Census 1981, Population data available on the level of the
Statistisches Landesamt | local municipality only, referring to the entire city
Sachsen to then current boundaries
1989 Statistical Year Book, | Population data available on the level of the
Statistisches Landesamt | local municipality only, referring to the entire city
Sachsen to then current boundaries
1992-2005 Statistical ~Yearbooks, | Population data available on the level of city dis-
Publications of the | tricts (Ortsteile)
Amt fir Statistik und | However, since 1998 the population data is given
Wahlen, Leipzig as a summary of resident population and secondary
residences only which hinders the direct compari-
son with former time series

Table 3.2: Population data for Leipzig since 1950. Source: Author’s draft.

The data was provided by the Board of Statistics and Elections in Leipzig (Amt fiir Statistik
und Wahlen Leipzig) and the Boards of Statistics for the Bundesland Sachsen (Statistisches
Landesamt Sachsen). Additionally, as not all population data from the socialist period is
already published, the figures for the year 1971 had to be retrieved from the State Archive
in Leipzig (Staatsarchiv Leipzig). All figures are listed in Annex 8.

As the table shows, the years before German unification and the time series after it
are not fully comparable. From 1998 onwards the authority of Leipzig (Maria Gelfert,
Auskunftsdienst - personal communication, Amt fiir Statistik und Wahlen, Leipzig) decided
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no longer to publish solely the resident population, but included the secondary residences,
which from then on cannot be separated in the figures. In the years before 1999, back until
1950, population data was gathered on basis of the resident population only. This fact
decreases the comparison between data of before and after unification.

Problems also arise when city and district boundaries change. This probably affects most
administrations over time and calls for particular attention. Since 1950, in Leipzig adjacent
municipalities were incorporated in 1979 and 1984 and in almost every year throughout the
1990s. In 1979, Leipzig grew from 14305 ha to 14380 ha - an increase of 175 ha or by 1.2%.
In the year 1984, the city area increased by an additional 261 ha to 14641 ha or by 1.8%
(Stadt Leipzig 2004). These incorporations concern minor land parcels, not incorporations
of whole villages or towns. No population changes are accompanied to the boundary shifts.
This allows a full comparison of the population data between 1950 and 1989.

After unification, incorporations took place in 1993, 1994, 1995, 1996, 1998, 1999, and
2000. Major incorporations were in the last two years. Throughout the whole of the 1990s,
the city grew from 14641 ha to 29754 ha, an increase of 49.2% (Stadt Leipzig 2004), please
see Figure 3.1. As a consequence of this, the population data between 1992 (there is a gap in
data between 1989 and 1991 for the population figures on city district level) and 2005 are not
totally comparable, at least not over the whole of this periods. As an additional reason, one
has to mention the change in population data publishing that occurred in 1999 (mentioned
above). Before that date, only the resident population was counted whereas afterwards the
population data for the city districts of Leipzig has been available as amalgamated first and
secondary residences only. Here, the city of Leipzig differs from the calculation methods
common in the neighbouring communities and Saxony as a whole. The population figures
for communities that were incorporated throughout the 1990s can only be retrieved on the
basis of first residences (until their incorporation). As a consequences, it is only in 2000,
when the major incorporations were finished that the population data on sub-city level in
Leipzig is comparable again as from then on it refers to a similar basis of calculation. But
still, they are not comparable to the pre-1989 figures as the city boundaries changed. This
problem is met by the delineation of an inner versus an outer urban area.

3.2.3 Definition of an inner and an outer urban part of Leipzig

A separation between an inner urban and an outer urban part of Leipzig becomes necessary
if one wants to trace the intra-urban migration flows according to the method underlying
the life cycle theory of urban areas.

According to Artmann (2000), in 1990 there were still small settlements of about 500
inhabitants in the immediate surrounding of Leipzig which almost seemed to have missed
200 years of urban development. The whole of the suburban development in the 1990s
concentrated on these areas, which then at the end of the decade resulted in the enormous
incorporations of the Leipzig hinterland (see also the Results chapter) (Artmann 2000).
Additionally, Nuissl and Rink (2005, p.128) divide the city area of Leipzig into two parts:
Inner Leipzig and Leipzig’s new fringe, the former comprises Leipzig in its 1990 boundaries
and the latter is the area of municipalities that have been incorporated since. On basis of
these remarks, it was decided to split the administrative area of Leipzig into an inner urban
part, which forms the administrative area as found until 1990, and an outer urban part which
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comprises the districts incorporated afterwards. Figure 3.1 documents the major stages of
incorporation throughout the 1990s. Since 1989 the city area of Leipzig approximately
doubled (Stadt Leipzig 2004).
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Figure 3.1: City area of Leipzig in 1990, in 1998, in 2000, and in 2005. Source: Author’s draft.
Data: Amt fiir Statistik und Wahlen Leipzig.

Yet, in a few cases, the incorporation did not affect whole settlements but only parts
of them. The new boundary is displaced and cuts through former communities. In such
a case the new district was sorted towards the category ‘inner urban area’, although they
include some acres of the formerly surrounding of Leipzig. Another strategy would have
been to split the spatial areas in cases where necessary. However, it was decided against
such an approach as the data is not available for a lower statistical level than city districts
(Ortsteile). One example where this applies is the new district Plaulig-Portitz. It is on
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the eastern edge of the city, where residential development was begun already during GDR
times. To keep in line with the reasoning above, this should therefore be classified as an
‘inner urban area’. The second example for a cut through former communities is Lausen-
Griinau, in the western part of the city. For the sake of consistency in the argumentation

Lausen-Griinau is attributed ‘inner urban’ as well.

Accordingly, the 63 districts of Leipzig are split into the two categories ‘inner urban
area’ and ‘outer urban area’. Both are comparable in size: the inner urban part is 15650 ha
large and the outer urban area extends over 14160 ha. For a visualisation see Figure 3.2.
The names of the districts belonging to each category as well as the areas are listed in a
table in Annex 7. The classified areas are hereafter called Inner Leipzig and Outer Leipzig.
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Figure 3.2: Definition of Inner Leipzig and Outer Leipzig. Source: Author’s draft.
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3.2.4 Population statistics for Wirral

In the British case study, the availability of data concerning population figures for the
sub-city level is better than in the German case study to the extent that no political
transformation occurred during the relevant time period.

Time period |Data source Spatial resolution and comments

1951, 1961, 1971 | Census data, Office for|Population data available on ward level as
National Statistics UK |separated before the governmental reorgani-
sation in 1974

1981, 1991, 2001 | Census data, Office for|Population data available on ward level ac-
National Statistics UK |cording to the new partition valid after 1974

Table 3.3: Population data and availability in Wirral since 1951. Source: Author’s draft.

Data was retrieved from the Office for National Statistics (ONS) in Britain and is listed
in Annex 10. Additionally to the change in ward boundaries and county affiliation which
are noted in Table 3.3 there are small changes in the method of census taken over the years.
The ONS gives following information: The 1981 population base excludes households wholly
absent on Census night. The 1991 Census refers to the resident population: the number
of people resident in Merseyside on Census night (that is, excluding visitors but including
residents who were recorded as absent on Census night). The observed decrease in resident
population since 1981 results principally from a net loss due to migration, despite there
being more births than deaths in the county. The 2001 “Census results are the first to
represent the entire population, not merely those enumerated as in past Censuses. This
was achieved through a new strategy known as the ’One Number Census’. A key elements
was an independent follow-up survey - the Census Coverage Survey (CCS) which involved
face to face interviews with 320000 sample households spread across every local authority
in the UK. By combining the results of the Census and the CCS, it was possible to estimate

the total resident population in 2001 - the 'one number’ - to a high level of precision”?.

Despite these small changes, the census results between 1951 and 2001 are assumed to
be fully comparable as appropriate adjustments in the calculations were made.

Furthermore as noted in Table 3.3, drawbacks result from the change of ward boundaries
over the years. A major governmental reorganisation took place in 1974 (Alistair Sumptner,
Wirral Borough Council, Forward Planning - personal communication; ONS UK). For the
case study area, this meant a shift in assignment from the County of Cheshire to the County
of Merseyside, associated with major changes in the partition of the area as noticeable in
the ward boundaries and their sizes. To enable a comparison of intra-regional population
dynamics the former ward classification has to be related to the later one. This translates
into certain particularities in the definition of an inner and an outer urban part of Wirral.

Zhttp://www.statistics.gov.uk/census2001/stat methods_qual.asp
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3.2.5 Definition of an inner and an outer urban part of Wirral

The district of Wirral comprises of 22 wards. The main town is Birkenhead and there are
many smaller surrounding settlements. The urban heart builds around Birkenhead and
additionally comprises some of the surrounding districts of it. The outer urban zone is
classified as the remaining areas in the west and the south of the district. Researchers in
the area split the district into an inner and an outer urban part (Couch and Karecha 2003)
according to the classification as seen in the table in Annex 10. Figure 3.3 portrays the
division in space. The ‘inner urban part’ and the ‘outer urban part’ are referred to here as
Inner Wirral and Outer Wirral.
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Figure 3.3: Definition of Inner Wirral and Outer Wirral. Source: Author’s draft.

However, due to the administrative reform in 1974 small adjustments are necessary to
allow a full comparison of the data before and after this date. For the time series analysis
(research question 1) the former definition of an inner and an outer urban area of Wirral can
not serve as a basis for comparison. For research question 1 the definition of the inner urban
area of Wirral additionally includes the wards of Upton, Moreton and Leasowe. The spatial
difference is very small. This peculiarity does not reflect on the quality of the scientific
result. The classification on ward level before 1974, after this date and the corresponding
areas are shown in Annex 10.
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3.3 Statistical analysis of primary data:
questionnaire survey

In both case studies a postal questionnaire survey provided the basis of the analysis to
reveal information to answer research questions 2, 3, and 4. A questionnaire was the most
appropriate means to gather information about residential location preferences and the at-
tributes of households. It is a direct approach to the people who move house. Households
are considered the most important entities when investigating residential migration, be-
cause decisions are taken at that level. To grant anonymity, the questionnaire was posted
which offers substantial advantages. It is assumed to provide the least influenced or biased
responses of residents, which might have occurred if an interviewer were present. A postal
questionnaire also involves fewer interviewers (human resources) than, e.g., oral interviews,
and additionally allows the independent organisation of the respondents. The heads of
household can decide freely about when they want to answer the questionnaire with no
need to be available when the interviewer rings at the door.

Both questionnaires substantially relied on closed questions which means that people
could choose from a selection of offered locational and social attributes. There was addi-
tionally the opportunity to answer three open questions for the Wirral residents and one
additional open question in the Leipzig case. A closed questionnaire seems most suitable
to provide a significant level of comparison between the two studies. It is not assumed
to have restricted the quality of the information because there was also the possibility to
give additional comments. This was hardly used by the respondents. However, it cannot
be ruled out that a completely open questionnaire would have revealed different results.
Nonetheless, for the focus of this study a closed questionnaire is regarded the most appro-
priate way of investigation to achieve a high comparison between the single questionnaires
as well as between the two case studies.

In both case studies the questionnaire was similar, but not identical. This has two
reasons. First, the later survey could profit from the earlier in that it was improved to meet
weaknesses of the former. Second, it appeared necessary to cover some additional aspects
with the latter survey which were not included in the earlier one. This applies to national,
regional and local peculiarities. The survey in Leipzig was undertaken after the survey
in Wirral. Next to the improvements of insufficiencies the post-socialist context should
be reflected in some aspects. Therefore slight modifications of the questionnaire became
necessary. However the broad outline is the same in both and organised along three themes:

1. Locational preferences of the current home - the pull factors of the current residential
area,

2. Misgivings with the former place of residence or the former dwelling - the push factors
of the previous neighbourhood or residence,

3. Socio-economic aspects.

As noted above, drawbacks arise from the difficulty of simultaneously investigating prefer-
ences and choices. This problem contributes to the difficult predictability of choices from
preferences noted in the 1970s. People change their judgement of living location and their
attributes, their preferences towards a living area and the choices made depending on the
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point in time when they have been asked (Evans 1988; Burton et al. 1990). To over-
come these shortages the questionnaires were posted to people who had recently moved.
Shortcomings from false memory or hypothetical moving are therefore kept minimal.

3.3.1 Postal questionnaire Leipzig

The questionnaire survey for the German case study Leipzig focused on newly registered in-
habitants of the eastern suburban area of Leipzig in the years 2000-2004. The questionnaire
which was sent to the selected districts in Leipzig is portrayed in Annex 1.

Ten urban districts (Ortsteile) were selected. These are: Sechausen, PlauBiig-Portitz,
Thekla, Heiterblick, Engelsdorf, Molkau, Baalsdorf, Althen-Kleinposna, Holzhausen, Liebert-
wolkwitz. These districts comprise most of the eastern part of the city which was already
traditionally and still is a prominent region for residential development (Artmann 2000).
In particular after 1990, the residential migration concentrated on the now eastern regions
of Leipzig (formerly outside the city border) as it is the most attractive in terms of natural
surrounding. Especially for the well-off population strata the eastern part of Leipzig offers
an attractivity for both the construction of multi-family apartment houses and single family
houses since the political change (Artmann 2000, Henning Nuissl - personal communication,
19.05.2005). The case study area is hereafter called Fastern Leipzig.

The addresses of the newly registered residents were retrieved from the registration office
of the City of Leipzig. This is possible for scientific purposes only, and a fee has to be paid
to the city authority of Leipzig. The draw is based on a stratified sample allowing for all
age groups in a representative share. The sample is drawn randomly and corresponds to the
population proportion of one district in comparison to entire Leipzig. The questionnaires
were addressed to the resident newly registered, not necessarily to the head of household.
This is a small difference to the Wirral study but unavoidable at this stage. It is possible
that in a few cases two or more people of the same household were approached, as both
were newly registered in the respective time period. In these cases, the statement of slightly
different locational preferences was the criteria to retain both questionnaires in the sample.
It is not regarded as a drawback to the study as both perspectives might have resulted in
the decision to move which was the truly important information to gain.

The survey was carried out in the second half of September 2005. In total, 1423 ad-
dresses were selected and equivalent questionnaires sent. 194 completed questionnaires were
returned — a response rate of 13.6%. This is much less than in the Wirral case and might
be due to several reasons:

e The survey was undertaken in the second half of September. A small number of the
addressees might have been on holiday. However, due to the long time needed to
retrieve the addresses from the Leipzig authority (the personnel was very busy during
the summer to prepare for the national election on the 18 September 2005) it was
not possible to organise the study earlier. Due to time constraints within the study
and the aim to proceed adequately it was decided not to postpone the survey further.
But September is not the vacation season in Germany. Therefore families are not
accidentally excluded, only a minor percentage of households without schoolchildren
could have been on holidays.
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Figure 3.4: Case study area Eastern Leipzig. Source: Author’s draft. Data: Amt fiir Statistik
und Wahlen Leipzig.

e The relatively short time period given to respond to the questionnaire: about 7-14
days dependent on the time taken to deliver the letter. The 'Deutsche Post’ does not
make precise statements about the duration to deliver them as daily post is given
priority.

e The fact that the author and the institute under which umbrella the study was con-
ducted are not local representative. This might have led to the consideration that
the study is of lower importance or even to a reduced trust in the application of the
survey’s result as a benefit to the region.

e The decision against sending a reminder which is regarded very important in postal
questionnaire surveys. Some authors conclude that it is even more important than
the introductory letter (Dr. Thorsten Grothmann, PIK - personal communication,
25.07.2005). However, sending a reminder did not seem possible due to financial
constraints.
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e A general reticence against divulging information. This might be explained by the
residual mistrust from the GDR experience.

e The fact that the questionnaire was sent to the individual’s home addresses might have
been regarded as suspicious, despite the assurance of anonymity. Some respondents
expressed their discontent that it was possible in general to retrieve personal addresses
for scientific purposes. Beforehand sending out the questionnaire it was elaborated
what approach might lead to the least uneasiness with the residents. The personal
form of address is believed to increase the motivation to respond by using the residents
full name. A general form of address (such as ‘Dear madam, dear sir’, ‘Dear resident of
>>street, number<< - ‘Sehr geehrte Damen und Herren’, ‘Sehr geehrte Bewohner der
>>Strasse, Hausnummer<<) is very informal but would also decrease the appearance
of importance to the survey. The questionnaires were therefore formally and directly
addressed to the residents, naming first and surname in the address as well as headline
in the introduction letter.

Taking into account these circumstances the response rate of 13.6% is considered a reason-
able result.

There are two further peculiarities to this questionnaire. First, as mentioned earlier, it is
aimed to account for the post-socialist political framework of Leipzig with some particular
questions. This is most visible in Question 1, where people could indicate the preference
for either affordable rents or affordable land prices. By distinguishing between dwelling and
land prices in Leipzig it was hoped to obtain additional information about the wish to build
new private, single family houses which was not easily possible in the GDR. While renting
is major characteristic of the German housing market and in particular of the East German
housing market, an assumed trend towards a higher share of owner occupation driven by
consumer preferences could be tested.

A second peculiarity of the Leipzig questionnaire lies in additional queries to some of
the features concerning the previous dwelling and its location. The time of commuting,
the number of cars, the preferred mode of transport and the amount of living space can be
judged in terms of before and after the move. This provides information about the potential
consequences of urban sprawl on car use, mobility and living space.

A preliminary fault analysis can be obtained on basis of the size of the sample selected for
the analysis, the overall number of newly registered people in the case study area and those
newly registered in the whole of Leipzig. Table 3.4 summarises the descriptive statistics
regarding the representativeness of the sample. As shown in Table 3.4, the sample of
194 people represents a share of 13.6% of the statistical population, i.e. the pool of people
approached with the questionnaire. This represents 0.77% of all people that newly registered
in the case study area Eastern Leipzig 2000-2004 and 0.04% of all newly registered people in
Leipzig in this period. These are small numbers, therefore the results must be treated with
some caution. However, keeping in mind that the case study sample was taken randomly
and according to the respective age and population distribution in the areas, it is assumed
that the drawn sample is representative. The statistical population shows a percentage of
5.63% of the possible sample, those people that newly registered in the case study over the
respective years. This is 0.33% of all new Leipzig citizens.



3.3 Statistical analysis of primary data 107

Frequency N Percent
of statistical | of possible| of total
population sample | population
Case study sample
= Respondents 194 13.6 0.77 0.04
Possible respondents
= Statistical population 1423 100 5.63 0.33

All newly registered people in the
study area over the period 2000-2004
= Possible sample 25281 - 100 5.81
All people newly registered in
Leipzig over the period 2000-2004
= Total new population 434900 - - 100

Table 3.4: Selected sample of residents and comparison to the overall development in the case
study and in the whole of Leipzig. Source: Author’s draft.

Note: "Total new population’ does not mean that the residents have lived outside of Leipzig before.
Newly registered people include those moving house within the current boundaries of Leipzig.

If one assumes that the sample of household addresses is representative it does not
necessarily mean that the responses are representative. It is possible that a special group of
people with similar characteristics answer very frequently whereas other social groups might
not. In section 4.2 the social characteristic of the respondents will be analysed, and also the
answers of the heads of household of the case study samples will be compared with regional
or national figures. This gives a further insight into the possibility of generalisation from
the results although an unexpected result must not in all circumstances be interpreted
as an irregularity or unrepresentativeness of the data. In general, elderly people might
be expected to respond more often for the reason of time availability. Furthermore one
could expect that the better educated answer more frequently, because they might be more
confident in their ability to interpret a questionnaire correctly, and might feel that they have
the right to be heard (Anke Fischer, International ALTER-Net Summerschool, 04.09.2006).

From the sample households currently living in the case study area of Eastern Leipzig
13.2% of the respondents moved from Inner Leipzig to the suburban areas, 10.6% moved
to their current home from a place belonging to the classification Outer Leipzig and 76.2%
came from elsewhere. The latter category comprises not only, the vicinity of Leipzig but
also places in other parts of Germany as well as outside of it. It is not possible from the
questionnaire to make a precise statement as to the location of the former place of residence
if it concerns a place outside Leipzig. One has to assume that the high figures concerning
the category ‘outside of the current city boundary of Leipzig’ witness a significant flow of
households moving from the surroundings of Leipzig into the city (Table 3.5, Figure 3.5).

Among the households already living in Leipzig, a higher fraction formerly resided in the
inner parts. The smallest proportion of migrants comes from the area classified as Outer
Leipzig. Overall it would seem that there are more new residents from outside of Leipzig
than movers within the city boundaries.
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N Percent Valid
Percent
Inner 25 12.9 13.2
. Leipzi

Valid Outerg 20 | 103 10.6
Leipzig
Elsewhere 144 74.2 76.2
Total 189 97.4 100.0

Missing | 999 5 2.6

Total 194 100.0

Table 3.5: Place of origin of the sample households in Eastern Leipzig. Source: Author’s draft.

M Inner Leipzig
[J Outer Leipzig
[ Elsewhere

Figure 3.5: Former place of residence of the sample households in Eastern Leipzig. Source:
Author’s draft.

However, this distribution might be questioned if one looks at the migration figures from
the Board of Statistics in Leipzig, Amt fiir Statistik und Wahlen Leipzig. Astonishingly,
according to their data the total migration to Leipzig in the years covered by the study
comprises of a majority of people formerly residing in Leipzig and a minority of residents
from elsewhere. In the questionnaire 23.8% of the responding households moved to the
suburban areas from Inner Leipzig and 76.2% came from elsewhere whereas the data from
the boards of statistics in Leipzig points to a distribution of 70.57% from inside and 29.43%
from outside of Leipzig as an average over the years in question.

Table 3.6 displays the statistical data for migration numbers in Leipzig in the sample
districts. Against these figures the sample households of the questionnaire study seem not
to account for a representative share of the households in those districts of Leipzig. One
has to expect that significantly more people who are new residents in Leipzig responded
to the questionnaire as compared to those who have already lived within city boundaries
before moving.



2000 2001 2002 2003 2004

From From From From From From From From From From

outside | Leipzig | outside | Leipzig | outside | Leipzig | outside | Leipzig | outside | Leipzig
Thekla 201 835 | 316 484 330 436 288 367 261 414
Plauflig-Portitz 52 158 | 51 140 36 171 51 149 48 100
Heiterblick 473 466 | 255 397 358 380 154 357 86 345
Molkau 350 697 | 177 385 151 367 79 386 104 433
Engelsdorf 419 1051 | 223 836 253 662 219 760 220 683
Baalsdorf 64 125 | 29 116 33 85 18 67 30 113
Althen-Kleinpdsna 198 239 | 83 211 79 173 85 166 91 158
Liebertwolkwitz 175 374 | 140 377 117 350 133 315 111 400
Holzhausen 138 477 | 123 408 112 435 16 375 131 366
Seehausen 79 224 1 69 206 66 211 106 197 124 149

2149 4646 | 1466 3560 1535 3270 1149 3139 1206 3161

Percentage distribution | 31.63 | 68.37 | 29.17 | 70.83 | 31.95 | 68.05 | 26.80 | 73.20 | 27.62 | 72.38
in each year

Table 3.6: Migration into the case study districts in Eastern Leipzig according to the former place of residence with respect to in/outside

of Leipzig. Source: Amt fiir Statistik und Wahlen Leipzig.
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It is concluded from this that especially and may be only the ‘new Leipziger’ are open to
answer questionnaires and that only those households might be interested in a sustainable
city development, which was the main motivational issue in the introductory letter (see
Annex 2). Additional reasons for this distribution seem the following:

e In the year 2000, the beginning of the period covered with the questionnaire survey
in Leipzig, the new districts of Leipzig formerly surrounding the city had just been
incorporated. Big areas of the current administrational area was assigned to Leipzig in
1999 and 2000. People might have been sparsely informed about the incorporations,
so that a substantial share of the population in communities surrounding Leipzig
might not have been aware of the reform.

e Closely connected to this interpretation, it is also possible that the respondents who
moved within the currently assigned part Outer Leipzig indicated ‘out of Leipzig’ as
former place of residence becuase the major incorporations were quite recent (from
days to less than one year). This would mean that the corresponding question in
the questionnaire was misunderstood. These households already resided within the
administrational area of Leipzig. Consistency within the spatial area covered by the
survey was the main reason to decide for the time frame of newly registered people
of between 2000-2004. The last incorporations came into force 01 January 2000.

If these mentioned aspects apply, fewer people would have indicated moving within the
outer urban areas of Leipzig as actually moved within the suburban area. Correspondingly,
the share of people indicating that they have moved from outside the city into the city area
of Leipzig would decrease. This means, an underestimation of movers within the suburban
areas and an overestimation of people that moved in from outside. It is however not assumed
not to impact on the quality of the results to, e.g. the locational preferences of actors but
reduces only the sample that can be used as representable share of suburban-suburban
migrants.

3.3.2 Postal questionnaire Wirral®

In the British case study, the postal questionnaire survey was undertaken with households
that moved to newly constructed dwellings in a few wards in the metropolitan district of
Wirral. The questionnaire is supplied as Annex 2.

The selected wards comprise: Upton, Moreton, Hoylake and Roydon. These wards
belong to ‘Outer Wirral’ as a representation for the suburban neighbourhoods (Couch and
Karecha 2003b). Two of these wards (Moreton, Hoylake) were characterised by some of
the highest percentage change in dwellings between 1991 and 2001*. This was the main
criterion for selection. Both the additional wards have been included to form a continuous
section from the inner to the outer areas of Wirral. Figure 3.6 displays the case study
region.

The survey covered a stratified sample of the households in Wirral. It comprised all
households that moved into newly constructed dwellings over the period of 1997 to 2002

3The questionnaire survey was undertaken by colleagues from the Liverpool John Moores University:
Prof. Chris Couch and Jay Karecha. The Author is grateful for the provision to use the data.
4Office for National Statistics UK
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Case study area

Western Wirral
'Moreton' - Ward name

Population change
Moreton 1991-2001

[ -18.94--8.0

-8.1--4.0
-4.1- 0.0
0.1-3.73

Numbers indicate

the exact population
change 1991-2001

Number of
newly constructed
dwellings in 2000
0-5
6-13
14-33
L 134-64
I 65 - 95

A

2 o 2 4 Kilometers
]

Figure 3.6: Case study area Western Wirral. Source: Author’s draft. Data: Wirral Borough
Council, ONS UK.

in the respective wards. Therefore the sample comprises 100% of all households that are
of interest to this study (see Table 3.7). This is a remarkable feature. The addresses were
retrieved from the Planning Department of the Wirral Metropolitan Borough Council.

The questionnaires were sent to the heads of households. In all, 598 new dwellings
were approached in the selected wards and questionnaires posted. A total of 203 completed
questionnaires were returned from Outer Wirral. This is a total response rate of 34.0% which
is reasonable considering the means of investigation. A response rate of 20-30% is normal
in questionnaire surveys depending on the research outline (Dr. Thorsten Grothmann, PTK
- personal communication, 25.07.2005). The form of address in the Wirral survey was to
the head of the household as the researchers knew only about the construction of the house
and the address. Therefore the name of the recipient could not be used. Against this
background a response rate of 34.0% from the outer urban areas of Wirral is a remarkable
result. The social survey was undertaken in spring 2003.

3.3.3 Comparison of questionnaires

The differences and peculiarities of the two questionnaires shall be elaborated here in a
concise manner although some aspects have already been named. It is not assumed that
the differences between the questionnaires will substantially influence the comparability of
the results received as they are only small. However, they shall be mentioned.
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N Percent
of statistical | of possible
population sample
Case study sample
= Respondents 203 33.95 33.95
Possible respondents
= Statistical population 598 100 100

All newly registered people in the
study area over the period of 1997-2002
= Possible sample 598 - 100
All people newly registered in Leipzig
over the period of 2000-2004

= Total new population n.a. - -

Table 3.7: Selected sample of residents and comparison to the overall development in the case
study and in the whole of Wirral. Source: Author’s draft.

e First, the questionnaires in Wirral were sent to the heads of household, with only one
questionnaire for one household. In Leipzig the questionnaires were sent to individuals
instead. However the questionnaire was designed to speak for the whole household
and sometimes even formulated to refer to the head of the household, such as with
socio-economic aspects like ‘the profession of the highest wage-earner’.

e Referring to the same issue, sometimes in Leipzig (though very rarely) two people
belonging to the same household both received a questionnaire. This was only recog-
nised after two questionnaires were returned in the same envelope. In most of these
cases only one questionnaire was returned, speaking for the household’s overall per-
spective. However, in other cases the two questionnaires came back and revealed
different locational preferences but the same socio-economic aspects of the household.
This is assumed to meet the requirements as given by the research question. A house-
hold’s move might have been decided by weighing up different locational preferences
of the members of the household. It is a demonstration that residential places are het-
erogeneous, with many qualities to different people and that the household’s moving
decision was taken by consensus. In such a case, both questionnaires are included in
the sample. In other cases again, the questionnaires were answered identically. This
speaks for the similarity of residential preferences between the members of the house-
hold and is therefore an underpinning that actor classes exist. All correctly returned
questionnaires have been included in the analysis.

e The form of address is also significant. In the case of Wirral, the households were ap-
proached indirectly without displaying a name. In the case of Leipzig the respondents
were approached directly with full name, street and postcode. When people realise
that their addresses are not protected and can be accessed for scientific purposes, this
could either lead to resentment towards the investigation or it could result in a higher
motivation to take part in the investigation. The latter is assumed to establish a
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more personal level between the respondents and the researchers. People might feel
especially important in contributing to the improvement of their neighbourhood and
the city they live in, to a decrease in urban problems, or as a contributor to scien-
tific research in general. The increase in personal involvement and motivation was
assumed to be stronger than the possible resentment.

e Additionally there appeared difficulties to directly transfer the British questionnaire

into the German context. Firstly, one question had to be modified to account for the
different clusters of professions in Germany. This was necessary due to the different
social backgrounds and classifications used. A further difficulty with the English
questionnaire appeared during data interpretation. It was not possible to clearly
distinguish retirement as one form of occupation in the English questionnaire. Also,
the household type had a distinction between ‘elderly living alone’ and ‘single adult
living alone’ but no for the ‘adult couples’. These drawbacks could be eliminated in
the German questionnaire with a slight modification. However, these differences are
presumed to be of minor importance in the comparison between the case studies and
insignificantly influential to the results as they can be leveled out by another question
in the questionnaire (e.g. in the case of occupation the elderly were extracted by
seperating the 'unemployed’” and the ’over 60 years of age’).
Secondly, there was an artefact taken from the English rankings (the preferences to a
new place and the push factors of the old one had to be ranked in numbers from 1-low
to 5-high according to English school grades (see the questionnaires in the Annex 1
and 2). This ranking is also used in the German version. Later it became apparent
that this could have caused some confusion with the German respondents, as the
school grades in Germany are from 1-good to 5-bad, i.e. in the opposite direction.
However, the ranking is stated very clearly and included beneath every question. It
is assumed not to have altered the quality of the information gained.

Under consideration of all points mentioned, both questionnaires are still assumed to provide
a good level for comparison between the case studies and a valuable means for the research
questions 2 and 3.
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3.3.4 Approach to answering research question 2

Research question 2 is repeated again beneath:

Research Question 2: Causes oriented
What are the main reasons for people in old industrial regions to move to the urban fringes?
What is more important in the decision to move:

e the characteristics of the inner cities with their mostly negative evaluation as strong push
factors, or

e the characteristics of the outer urban areas, mostly positively evaluated as stronger pull
factors?

Hypothesis:

If the latter is less important than the former, this will indicate that the inner city prob-
lems/ the urban environments in former industrial cities are more important in the eval-
uation of residential attractivity of sites than the pull factors of the surrounding. Against
the comparison of other investigations a stronger weight of push factors than pull factors
is expected. This in turn would suggest that formerly industrialised cities might generate
more sprawl than non-industrial cities.

Descriptive statistics, most notably the frequency distribution, will be used to interpret the
results of the questionnaires towards an answer of research question 2.
To answer it satisfactorily one needs to distinguish between

1. Why people move and
2. If they move, why they move to the urban fringe.

These issues are closely related to the question of push and pull factors as it can be assumed
that (1) relates to a dissatisfaction with the current home and dwelling and (2) refers to
an attraction to a location somewhere else. All aspects can be retrieved from the question-
naire, which includes a question about the reasons for leaving a (the former) place and a
question about the choice of (the present) location. With the aid of frequency distributions
information to both aspect (1) and (2) shall be gained which implies an answer to the first
part of research question 2.

A comparison of the extent of strong positive answers to the push and pull factors will
reveal whether the push or pull factors are more important in the decision to move to
the suburbs (in the Leipzig questionnaire: question 1 and 3, in the Wirral questionnaire:
question 1 and 2; see Annex 1 and 2). If there are stronger answers for the push factors than
for the pull factors one can expect that the quality of the inner cities in former industrial
urban areas contribute significantly to an out-migration of the residents.
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3.3.5 Approach to answering research question 3

Both the use of statistical data and the results of the Leipzig questionnaire prove useful to
gain answers to research question 3.

Research Question 3: Consequences oriented

Can an increase in living space, the number of cars and the commuting distance be clearly at-
tributed to the migration from an inner to an outer city location when both different households
are compared at the same time (inner versus outer urban residents) and the same households
are evaluated at different times (moving households from the inner to the outer urban areas)?

Hypothesis:

Against the background of the current literature it is assumed that the households which
are living in outer urban areas have a higher amount of living space, number of cars and
commuting distance in average. Also the preference to use the car is assumed to be larger.
If one compares the situation in the same households before and after a move from the
inner urban parts to the fringes, it is assumed that this will lead to an increase in living
space, the preference to use tha car and the amount of cars per household. However, taking
into consideration that the financial resources of residents in former industrial areas are
small, a concentration of employment as a legacy from the GDR period remains, and the
people especially in old industrial areas by cause of a constituted behaviour do not like to
commute it is not assumed that the commuting distance changes much.

The hypothesis of research question 3 will be tested using primary and secondary data.
With respect to Wirral, data will be analysed that is assumed to comply with the traditional
method of neighbourhood comparison evaluating inner and outer urban areas at the same
time. Along the division of Inner versus Outer Wirral the general difference in car ownership,
size of living space and commuting distance can be analysed. Such an evaluation takes into
account all the wards in Wirral, not only those in which the questionnaire survey was
undertaken. It results therefore in a statement of the consequences of urban sprawl as often
conducted in other studies and referred to in the literature. It allows a test of whether the
claims of higher levels of car ownership, size of living space, and commuting distance for
suburban households hold true for Wirral as an old industrial area. Here a comparison will
be made of different households from Inner and Outer Wirral at the same point in time.

Additionally, the answers of the questionnaire survey in Leipzig will be used for a com-
parison of the size of living space, the number of cars and commuting distance of the same
household before and after the move from the inner to the outer urban area. The question-
naire for Eastern Leipzig was designed to allow for a before/after comparison with respect
to some characteristics of the households. It was provided with additional queries referring
to the previous home and neighbourhood. Depending on the former residential location,
e.g. inner city or other suburban neighbourhood, it is also possible to estimate whether
a likely increase in the variables mentioned is due to the move from the inner city to the
suburban area or is caused by other factors such as socio-economic status, income, life style
ete.
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Mobility and commuting pattern as well as the size of living space are influenced by
many aspects, not only the place of residence. They are conditioned, e.g., by the building
structure, transport infrastructure, building regulation and other aspects. To fully account
for the contribution of sprawl towards the increase in car use and the increase in living space
all other possible influencing variables would need to be equal (in a perfect comparison).
As this is hardly possible one needs to rely on an environment which is assumed to be
as close as possible to a static state. The reliance on the same entities of investigation
(households) at different points in time is assumed to provide a more valuable assessment
of consequences of urban sprawl than the involvement of different actors at the same time.
There is more than one reason for this. First, in the literature there has not been a focus
on such studies so far. Therefore, no clear understanding exists about what changes result
if households move to the fringes from the inner city locations. This is when most changes
to the households should become visible. Secondly, such an approach tries to distinguish
between the move from a higher density location (as one characteristic among many of inner
city locations) to a lower density location, such as suburban areas normally are, and the
staying in suburban areas. If one understands sprawl as moving to more sparcely populated
areas (as one characteristic among many), this would mean that the consequences should
be visible when households move from a more to a less densely populated area.

If it holds true that urban sprawl leads to an increase in living space, the number of cars
per household, and the commuting distance, a migration between suburban neighbourhoods
should have no significant effect on these aspects. Or vice versa, only the households that
moved from the inner to the outer urban locations should be characterised by an increase
in car ownership, size of dwelling and distance to work. In contrast to the division of Inner
Leipzig versus Outer Leipzig, which was explained earlier, the change of car ownership,
distance to work and size of dwelling will be evaluated with respect to the former place of
living.

3.3.6 Statistical tests

Beside the peculiarities of the data mentioned in the comparison of the questionnaires above,
additional statistical analysis is necessary to test that the results are representative.

This includes firstly that all results to the frequency distribution for research questions
2 and 3 will be displayed with the statistical confidence interval (CI). The household sample
in both case studies represent a categorial (nominal) sample in which a certain percentage
of the whole population belongs to a certain category (e.g. the percentage of the population
that say yes or no to a particular issue). According to the frequency distribution one gets
percentages for the one or other category which cannot promise that the same distribution
of percentages will appear if one draws a second sample out of the statistical population.
Therefore standard errors should be provided along with the parameter estimates. An
informative way to do so is the use of confidence intervals. Confidence intervals allow one
to be more specific about plausible values of the parameter of interest than just reporting
a single value (Mason, Gunst, and Hess 1989). They are intervals formed around the
parameter estimate. It is described as
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“A 100(1-a)% confidence interval for a parameter 6 consists of limits L(6) and
U(0) that will bound the parameter with probability 1-a.”

Mason, Gunst and Hess (1989, p.246)

The statistical analysis in this work relies on a 95% confidence interval, which is commonly
used in economic and social sciences (Bamberg and Baur 1996, p.161; Sachs 1992, p.179).
A higher confidence, e.g. 99%, is more often used in surveys where the error probability «
needs to be extremely low, such as in medical studies (Sachs 1992, p.179). The length of
the interval provides a direct measure of the precision of the estimator. However, there is a
contradiction between the precision of a statistical statement and the confidence: in cases
where the precision is high the confidence interval is correspondingly wider.

Confidence intervals can be provided for different statistical distributions that are as-
sumed to underly the statistical sample. The normal probability distribution is well-known
and often used however it is not the most precise. Especially when the statistical sample
is small the normal distribution might not be a good representation. The number of cases
necessary to justify the reliance on a hypothesised normal probability distribution can be
computed. According to equation 3.1 a normal distribution for the parameter n can be
hypothesised for cases in which:

N py (1 —pg) 29 (3.1)
after Sachs (1992, p.270)

N — statistical population,
py — percentage distribution of the parameter investigated.

This holds valid in cases where confidence intervals are computed for the entire statistical
populations used in this work, the number of returned questionnaires (N=194 in Leipzig,
N=203 in Wirral) as well as some subgroups. It is not valid in the cases where conclusions
are drawn from the sample of people who moved from the inner to the outer urban areas
(N=25 in Leipzig, N=31 in Wirral). In those cases the confidence intervals need to be
provided on the basis of a hypothesised binomial probability distribution, which has its peak
not in the very middle of the sample if one plots it. The binomial distribution is assumed to
be more precise than a normal probability distribution. The latter is an approximation of
the binomial probability distribution and allows a simplification of many statistical problems
(Sachs 1992). However, as it was not possible to justify the use of a normal probability
distribution in all cases the binomial probability distribution has been used even in those
where the size of the sample would have been sufficient. .

A binomial probability distribution does not assume an even spread of the data but
has a higher gradient before and a lower gradient after its peak. The confidence intervals
for a percentage distribution of a population parameter py needs to be a range of a lower
L(6) and an upper U(B) confidence limit which is assumed to embrace all figures of further
samples 0., drawn.

CI : L(é) <0 <U(é) (3.2)

after Sachs (1992, p.433)
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The confidence intervals are displayed as follows:

CI : [L (é) —u (é)} (3.3)

The lower and upper boundaries of the confidence intervals for a binomial probability
distribution are:

A (x+1)F ,
U (e) - th Fiar—2(a41).dfs—2(N—a 3.4
Nzt (zt)F "0 Tldh=2ernda=2(N=a)] (3.4)
L (é) i ith F (3.5)
= wi —(N—a —on .
T+ (7\7 — 1)F [df1=2(N—xz+1),dfo=2x]

after Sachs (1992, p.433)

with

N — statistical population,

x  — number of occurrences of the parameter investigated,
' — F-value,

df — degrees of freedom.

Statistical programs compute the lower and upper limits of the confidence interval if the
percentage distribution of the investigated parameter is given. This was done under the
support of the statistical program R and the function binom.exact() in the package epitools
in this work. The algorithm was developed by Clopper and Pearson (1934).

Because confidence intervals provide bounds on a population parameter, it is also the
bounds that are random, not the parameter value. “The advantage of confidence intervals
lies in the quantification of its imprecision” (Sachs 1992, p.180). Accordingly one can
assume that if a large number of samples could be taken, 95% of them would be within the
one interval one has computed. Confidence intervals can be interpreted in three ways:

e With 100(1-a)% confidence, the confidence interval includes the parameter.

e The procedures used (including the sampling technique) provide bounds that include
the parameter with probability 1-a.

e In repeated sampling, the confidence limits will include the parameter 100(1-)% of
the time (Mason, Gunst, and Hess 1989, p.246).

The above described procedure only provides confidence intervals for a binomial data set,
e.g. yes and no. In cases of a multinominal data distribution with more than two categories,
the data set has to be converted into a binominal one. This is possible by using one
parameter of interest and combining all other categories to a second category (as to be
seen in DeGroot 1989, p.297). This depends on the structure of the questions in the
questionnaire.
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Shortcomings of confidence intervals are given especially with respect to the results
which can lead to a false interpretation. First, the larger the confidence level, the higher
the intervals. In turn, the lower the confidence the shorter the interval. The shorter intervals
are more precise but they are also more uncertain. The next sample drawn would, with a
higher probability, be outside the given interval. Second, confidence intervals do not reveal
any information about the validity of the parameter. The parameter gained is not tested
in terms of right or wrong. And thirdly, confidence intervals are therefore only one method
or one approach to retrieve an interval estimation (Bamberg and Baur 1996, p.161; Sachs
1992, p.179). They do not reduce the need for additional statistical tests.

3.3.6.1 >-test for independence in cross tables

In cases where cross-tabulation is used (crosstables show the relation between two variables
in rows and columns grouped by a number of categories of each variable in the column
and row) a y?-test can give a more precise indication of whether the variables in rows and
columns are interrelated. This test applies either to a 2x2 matrix or to multiple matrices,
as e.g. RxC matrices (see Table 3.8).

1. variable — | Grouping | Grouping |-j- |-C- | Row sum
12. variable category 1 | category 2
1
2
-
“R-
Column sum N

Table 3.8: Example for an RxC matrix. Source: Author’s draft, after Sachs (1992, p.593).

The null hypothesis represents the statement that there is no relation between the
variables in rows and columns. For tables with any number of rows and columns, a y>-test
should be selected to calculate the Pearson x? and the likelihood-ratio x2. It is based on

the following approach:
" S N2
2 = N L — 1 :
& [ZZ NV, ] (3.6)

i=1 j=1

after Sachs (1992, p.593)

with:

N  — statistical population

r  — number of rows (all 7)

¢ — number of columns (all j)

N;; — parameter in the i*"-row and the j"-column
N; — sum of row i

N; — sum of column j.
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The y2-test on independence gives the output of an asymptotic significance. If the sig-
nificance is low, normally lower than 0.05, it cannot be discounted that there might be
some relationship between the two variables. Whereas the y?-test for independence can be
used to a single data set with different categories in the statistical population there is also
the possibility to test samples from two alternative populations. The null hypothesis of
independence between the variables can be rejected if:

P > i%df,0.0S) (3.7)

after Sachs (1991, p.581)

with:
df — degrees of freedom.

It means that the computed #? is compared to the i%df’o.%), a figure which is provided in
statistical books. Df stands for the degrees freedom and represents the number of columns
minus one (N —xz — 1) multiplied by the number of rows minus one (k—1) in the kx2 table.
This means if 22 is larger than f%df,o.os) the variables tested are significantly related.

3.3.6.2 Analysis of two-way tables of the type kx2-type - contingency tables

The peculiarity of this test is that it can be applied to tables displaying two independent
samples or variables but not the grouping variables of one parameter in the rows or columns.
Therefore it is perfectly applicable to the frequencies of two independent case studies and
their comparison. The row-sums and the column-sums do not need to be equal in both

samples. This is important to test the data for research question 2. A kx2 matrix is shown
in Table 3.9.

Variable — | 1 2 Row sum
| Category
1
2
-J- Zj Nj — N;
k-
Column sum x N -z N

Table 3.9: Example for a kx2 matrix. Source: Author’s draft, after Sachs (1992, p.593).

Pearson-y?-test on homogeneity can be used. To follow this approach the equation
of Brandt and Snedecor is a valuable test for homogeneity between the two independent
samples. It shows whether two samples of alternative data can be regarded as belonging to
the same statistical which is provided in statistical books. Df stands for the degrees freedom
and represents the number of columns minus one (n—z—1) multiplied by the number of rows
minus one (k—1) in the kx2 table. population. The null hypothesis of homogeneity is that
both samples are similar, because they are drawn from the same distribution. It states that
all distributions from which the different samples are drawn are actually alike, homogenous.
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This means that the share of parameter 1 is assumed to be equal in the population of k.
In the sample of k this can be tested by z/n. If the null hypothesis cannot be rejected
the matrix in Table 3.9 will show an approximately proportional distribution towards the
row and column sums. This translates into the test whether the relative distribution of
frequencies of j is similar to the frequency over all j classes. For a decision to reject or
adopt the null hypothesis, the following approach is used:

2

5 N? i iy x
S (N —x) [;ﬁj - N] (38)

after Sachs (1991, p.581)

with:
N — statistical population,
x — total numbers of categories

N; — sum of the frequency of the category j in column 1 (see Table 3.9).

The null hypothesis can be rejected if the

P > i%df,o.os) (3.9)

after Sachs (1991, p.581)

with:
df — degrees of freedom.

Formula 3.9 can be used in confronting the computed #? with a comparative figure of
i%df’o.%), a number provided in statistical books. If the computed 42 is larger than the given
i%df,o.%) the two statistical samples do not belong to the same statistical population.
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3.4 Qualitative Attractivity Migration Model

3.4.1 Contextualisation of the QuAM-Model
- Approach to answering research question 4

The qualitative model represents an important part of the investigation discussed in this
work. The development of the model and the application of the modelling approach onto
urban dynamics can be understood as one of the main efforts of the work and the analysis.
It is the centre piece to deliver answers to research question 4:

Research Question 4: Planning / Governance oriented

What benefits can a modelling approach bring to the urban planning decisions with respect
to the halt of urban sprawl in formerly industrialised regions, e.g. with reference to land use
consumption?

Hypothesis:

It has been shown that the preferences for urban living might be blurred by subsidies
and other planning decisions but also that urban sprawl is a social process and that the
proponents of suburban living might be influenced by the behaviour of other people in the
society or the neighbourhood. People who look for suburban living often do so for the
reason of segregation, environmental qualities, and living space. Against this background a
migration model that takes into account the preferences of the movers and the qualitative
attractivity of the suburban areas in dependence of the presence of other movers should be
able to supply important insights into the dynamics of residential migration. It is assumed
that such a model can offer benefits for planning practise.

As noted above, a meeting of the two fields of planning and modelling is an attempt that
goes back for more than 40 years (Couclelis 2005). During that time most emphasis was put
on the integration of land use models into the planning practice. While it is assumed that
during the early years, the modelling tools could not appropriately answer the questions
planners really face, with the increasing sophistication of models and the application on
other research issues than only land use it is worth considering a potential contribution
of modelling to planning (Couclelis 2005). The improvement of tools, techniques and ap-
proaches are assumed to considerably ameliorate the application of modelling approaches in
planning issues. To justify such a statement one would need to assess how models improved
and what they can offer for planning today.

The tension between modelling and planning has many roots, e.g. the conflict between
science (the model world) and policy (connected to planning). Planning has to integrate a
lot of disciplines with problems often arising from issues in the purview of social sciences
- but modelling often concentrates on single disciplines. Planning is about interpretation
and values - models about information and facts. Problems especially stem from the need
to consider an uncertain future - on the other hand, this point in particular represents
a field where modelling could aid to planning matters with the consideration of the past
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as a preparation for the future. It has been noted that nowadays planning has often lost
sight of the future (Couclelis 2005) and some of its function as strategic, forward acting
entity. One reason for it was described by the increasing trend of bottom-up, decentralised
activities within the field of planning. Blame was also put on the quantitative methods that
often dominate in modelling (Couclelis 2005). There are now new methods available which
work on the basis of qualitative assessments instead of quantitative measures. They work
in favour of social sciences and social based research approaches and allow for particular
local circumstances that bottom-up approaches have to consider: one of these qualitative
modelling approaches will be presented here.

Another main problem, and a reason for the continuing tension is the uncertainty con-
nected to an evaluation of future developments. Generally, there is uncertainty in any
decision one takes, as every effort (hence also planning effort) launches a unique, nonre-
peatable experiment in place, time, and context, so that in general it is not possible to tell
whether things would have been different, better or worse without it (Walker et al. 2003;
van der Sluijs et al. 2005). It should not be forgotten that planning and modelling face the
same uncertainties. However, of particular concern is the apparently paradoxical fact that
models which are most often developed to make forecasts about (possible) future states of
a system rely on historical data, processes and trends.

Nonetheless, it is a likely possibility that the future will be a prolongation of the past
- in this case modelling could contribute significantly to planning decisions as it is able to
draw future prospects from the present and historical situations. Modelling cannot hide
from uncertainty but can narrow it down. As future always relies on the past (as it comes
out of it) many elements of future urban systems can be assumed to be predetermined. It
is not assumed that urban systems are chaotic. Couclelis (2005) sees scenario-writing as
an important contribution by modelling to planning, certainly an aspect concerned about
the future. By displaying a variety of options and their outcomes, modelling can contribute
and improve uncertain future-oriented planning decisions.

To consider a fruitful co-operation of planning and modelling, one has to know the
demands and possibilities of both. For planning that acts on a local to regional level
certain peculiarities need to be considered. Meen and Meen (2003) name:

1. The interactions between agents on the local markets, which can be extremely strong.

2. Behaviour may be highly non-linear, e.g. with strong differences in house prices across
a few streets.

3. Social segregation and social exclusion are the central theme (Meen and Meen 2003).

These are the minimum demands that models should be able to cope with if they are to be
useful for planning design. Additionally they should be able to integrate policy issues, as the
authors conclude (Meen and Meen 2003). Briefly, it will be refered to some of the historical
developments in modelling. Points 1. to 3. will be addressed. This is important for a
conceptualisation of the suggested qualitative modelling approach which will be described
in detail later.

In order to account for the social interactions (see point 1.) in a neighbourhood social
interaction models were developed which drew on complex biological systems (Rubner 1995;
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Pahl-Wostl 1995; Wackerbauer 1995). This was reasoned by the observation that groups
of people do not behave as single actors would do (collective versus individual behaviour;
Rubner 1995), a fact proven in biological and social systems alike (Epstein 1999; Rubner
1995). However, social and economic systems have been found to be less comparable to
biological dynamics in another respect. People include more psychological aspects into
their interactions to other people and they can learn from past experience (Rubner 1995). A
further and very important difference relates to the self-organisation of complex (biological)
systems. Meen and Meen (2003) specify:

“Complex systems are those with a very large number of interacting parts where
the interactions are non-linear and the behaviour of the system as a whole cannot
be understood simply from a consideration of the constituent element”

Meen and Meen (2003, p.924)

It implies non-predictability and uncontrollability which is not necessarily the case in social
and economic systems (Meen and Meen 2003). QuAM takes up this point in supposing
specific interactions between the actors in a residential area, which respects a certain degree
of predictability and relates to point 1. and 3.

Furthermore, as migration describes a dynamic process, the model should be able to
reproduce these dynamics. The work on the representation of dynamics and the spatial
distribution of actors in the urban space goes back to the ‘checkerboard model of segregation’
by Schelling (1971), which is a slim form of a cellular automaton (CA)®. The basic idea is
that depending on the (e.g., racial) composition of an actor’s neighbourhood they make the
decision to stay or to move to another neighbourhood with a more appropriate composition
(see 3.). In case of moving the composition of both the old and the new neighbourhood is
changed, thereby directly influencing the appropriateness for other actors and generating
possible new moves. Characteristic to this approach is the emphasis on the immediate
feedback of locational decisions of moving actors on the decisions of others which generates
an endogenous spatial dynamic (i.e. only controlled by the explicitly formulated decision
rules)(see 3.). Because the model includes the functional relationships between actors in
space, the spatial areas investigated with the model can be very small. This allows to
respect point 2.

Another branch of modelling uses conceptual dynamic models which also follow the
feedback paradigm and include non-economic relations between actors by quantifying these
with plausible, albeit not further justified mathematical functions (Forrester 1969; Allen
1997). These conceptual models were the first that made it possible to investigate math-
ematically the influence of complex and differentiated relations between actors and places
on the qualitative spatial dynamics of an urban region (concentration, homogenisation,
differentiation etc.). But the non-economical relations have to be expressed by explicit
quantitative formulations (mathematical functions), for example, social relations which are
not actually known in quantitative terms.

5A kind of modelling where a number of actors or land use types are combined through complex rules
of interaction aiming to produce e.g. the most appropriate neighbourhood structure for an actor, (Liideke
and Reckien 2006)
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But migration is possibly not only caused by considerations regarding the social compo-
sition of the neighbourhood. Economically oriented approaches to spatial dynamics close
the feedback loop between the motivation to move and the influence of movements on the
properties of locations via market mechanisms. The spatial dimension is introduced into
the originally ”space-less” economy via transport costs (Alonso 1964; von Thiinen 1826).
In these early theories the spatial concentration of economic activities due to increasing
returns was postulated but not mathematically explained.

That is one of the main aspects where the qualitative attractivity models attempt to
go one step further. On the one hand, it seems important to consider the results and
include the gains of studies dealing with preferences and mechanisms of locational choice
but, on the other hand, one needs to include feedbacks between actors as realised in cellular
automata, spatially explicit economic models and conceptual models. They give important
insights in the mechanisms generating urban dynamics. The important new mathematical
concept of qualitative differential equations (QDEs) was first introduced by Kuipers (1994).
Their main characteristic is the possibility to represent qualitative relations directly, i.e.
without choosing one quantitative function arbitrarily. An interesting consequence is that
the resulting dynamics differ from usual outcomes of quantitative dynamic models: they
include different possible developments and are described rather in terms of trends and trend
changes than in terms of explicit numbers. This is of particular interest when using urban
models to predict possible future developments. Here the scenario-like outputs of QDEs
seem much more appropriate than the exact and unique quantitative outcomes which have
been identified as a significant drawback of traditional modelling (Couclelis 2005).

3.4.2 Basic structure and development of a QuAM-Model

The Qualitative Attractivity Migration Model (QuAM) introduced here is an appropriate
tool as it can meet for the requirements stated above. Qualitative modelling seems an
appropriate method to derive information about a possible future development when data
is lacking. It is especially appropriate where the value of a certain variable is difficult to
express in quantitative terms, e.g. ‘proximity to natural landscape’ or ‘the aesthetic value of
the landscape’. These aspects are relatively vague and their evaluation and parametrisation
very difficult. Qualitative modelling is useful in aspects and processes commonly ascribed
to social sciences where data might be insufficient, a clear definition of parameters and their
quantification difficult. It is appropriate for a comparison of case studies on a more general
level. In line with the argumentation of a behavioural approach to migration decisions the
central entities of the model are actor classes, their locational preferences, and the impacts
of their behaviour on the region and the people (see point 3. in the previous section, also
see Figure 1.3 in the introduction; Wolpert 1965; Werlen 1988, 1995, 1997).

The approach mainly starts from the reason of migration as the basis of consideration,
the attractivity of an area but proceeds in suggesting that migration implies a feedback
onto the properties of a location. Attractivity of an urban region will be used here in an
extended sense, closer to the migration decision: it comprises the usual locational properties
as well as the affordability to move for the considered actor class. In this notation a region
which does not offer affordable housing, for example, is not attractive for an actor class
that has this preference independent of other advantages. An example for feedbacks is
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given by the work of Weichhart (1983) who could show that the natural environment of a
location is an important determinant of residential preferences - a spatial property which is
certainly strongly influenced by in-migration. Issues of social or socio-economic segregation
(point 3.) are also implemented via the feedback of migration onto the characteristics of
the residential location. For example, if one assumes that the middle income households
are highly interested in affordable housing it is hypothesised that an increase in well-off
residents would decrease the attractivity of the location to them. This is an example of
socio-economic segregation. Other interdependencies can be formulated with respect to
household type, age structures etc. As all interaction in the QuAM-Model are translated
into an attraction or rejection among actor classes the issues of segregation are a centrepiece
of the approach. The reliance on actors and actor classes additionally enables the modelling
of highly close, specific and spatially restricted neighbourhoods, as it was asked before (point
2. in the previous section).

The term ‘actor’ is used similar to the term ‘agent’ deriving from the multi-agent-
systems-approaches (cf. Hare and Deadman 2004) referring to their heritage from agent-
based simulation. Here actors are moving and non-moving entities in space. Moving actors
contribute to sprawl by causing land consumption and land use change. In the case of
residential actors the households are considered as single actors. This is the smallest unit
in which decisions are taken to move home. Non-moving actors are physical features of
the area, land use planning schemes, the political framework and other external influences
impacting on the residents’ decisions. They are included as indirect parameters of the
locational attractivity translated as a direct feedback via an increase or decrease of the
attractivity dimensions for an actor class, e.g. an extension of subsidies is felt as an increase
in the financial attractivity if this issue is of concern for the actor class in question.

A model which describes the dynamics of intra-urban and in-migration of aggregated
classes of actors seems to be appropriate to understand an important part of urban dy-
namics, as it was noted that people are assumed to behave in groups more than they do as
individuals (Epstein 1999). Classes of actors (different kinds of residents in this case) are
characterised by homogeneous ways of assessing the attractivity of different urban regions
with respect to a decision to move there. In the model, the attractivity assessment of an
actor class depends on three aspects:

a) the fixed characteristics of the respective region (orography, ....),
b) the presence of other actor classes (competition, synergies, homogeneity, etc.), and
c¢) policy influences (incentives, taxes, ...).

Actor classes migrate along attractivity gradients (from a region of lower to a region of
higher attractivity). They reduce their population in the region they leave and increase it
in the region they move. This migration may change the attractivities of both regions for
all actor classes with respect to mechanism (b) and causes potentially further changes in
migration fluxes. This means that the mechanisms cited in (b) will be endogenised into the
formal model while (a) and (c) will be considered as exogenous. The proposed model deals
with net migration of actor classes, i.e. some actors of the class may move in the other
direction, the model describes the net fluxes under mean preference assumptions.
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So far the main ideas of the proposed model are similar to established attractivity mod-
els in urban dynamics (e.g. Allen 1997) but it differs by applying a qualitative method
of dynamic modelling. The main characteristics of formal qualitative modelling is that
only the direction of the interactions between the actor classes (A influences B) and their
nature (A dampens or reinforces B) are used as inputs for the calculations. The effect
of a changing number of the population of actor class i in region j (P;;) for the attrac-
tivity for actor k in the same region j (Aj;) will be characterised only by the direction of
change (e.g.: 'the attractivity of an urban region for the elderly decreases with an increasing
number of teenagers’). This makes it possible to consider interactions although they are
not quantifiable. As a consequence of these qualitative statements, the resulting dynamics
will not be characterised by quantitative rates of change (e.g. 500 families with children
will move to suburbia during the next year’) but by trend combinations and their changes
(e.g. ’while the population of retired residents will continuously increase, the number of
families with children will first increase and then decrease’), and by the succession of the
changes and possible persistent development states from which no further changes are to
be expected (provided that the stated interdependencies and external mechanisms do not
change). Qualitative modelling produces possible and conceivable scenarios for the regions
dependent on the actor class interdependencies.

A main limitation of the model is the magnitude of trends and the time scale of trend
changes which are not possible or, at best, in a very restricted way. The model tells us
what will happen, but not when.

Setting different interactions of actors (e.g. caused by external variables such as politics
and planning that change the interactions of the actor classes) the externally changing
political and planning framework can be evaluated. By judging the scenario results of the
model e.g. in the light of sustainable development, policy and planning recommendations
can be derived. In general there are two different ways to use the suggested model for policy
advice:

1. Starting with general targets for urban development a model based analysis can result
in the identification of specific mechanisms which have to be influenced. This is most
comprehensible if the impact of a specific actor class is negatively dominating the
attractivity of the area. The policy advice could then be formulated as a suggestion
to either reduce the strong impact of the actor class, or the overall attractivity of
the region to the actor class (therefore reducing and maybe reversing its population
trend). Both possibilities can gain from information of the model.

2. The strategies proposed by planners, politicians, and urban experts to make urban
development more sustainable can be evaluated on the basis of the model results. This
is most effective if the suggested dynamics and their spatial implications in terms of
actor class population trends can be judged against development goals.

The mathematical basis of the qualitative modelling approach is provided by ”Qualita-
tive Differential Equations (QDEs)”. They were introduced by B. Kuipers (1994). The
algorithm was developed at PIK. For the model structure see also Liideke, Reckien, and
Petschel-Held 2004, or Liideke and Reckien 2006, and the explicit mathematical description
in Annex 3. Two steps are necessary to define a Qualitative Attractivity Migration-Model:



128 Methods

1. An identification of relevant actor classes and their specific preferences in locational
characteristics and

2. The feedbacks of the changing actor class populations onto the properties and the
attractivity of the location, e.g. by a change of the social composition or a change in
the locational properties.

The questionnaire survey can be used to gain information to the first point. The second
has to be defined according to other investigations and secondary expert knowledge. It has
to be understood as hypotheses. Both steps will be explained in more detail.

3.4.2.1 Clustering of actor classes

The forming of classes of actors is in two ways important to the study:

1. Any change in the urban system and the urban physical, structural dimension is
produced by the collective behaviour of actors on the micro level. The city represents
the aggregated action of its residents and any change is in turn feeding back on those.
This implies that a change in city parameters only becomes visible from the combined
actions of its people (see introduction, Figure 1.3).

2. It has been stated that people behave in groups more than they do as individuals
(Epstein 1999).

Therefore a cluster algorithm was applied to the questionnaire results. The clusters should
form along the equal statements to the preferences towards a location’s characteristics as
well as along the socio-economic features of the residents. By that clusters with shared
preferences and attributes have been extracted (preference- and attribute-homogeneous).
It backs up the assumption that people in those clusters are looking for similar residential
locations and have a similar impact on the attributes of the location, by e.g. land use.

It was decided to take a cluster algorithm for binary datasets to express most clearly
the preference towards or against an attractivity dimension. As the characteristics of a
residential location, the attractivity dimensions, had to be ranked by the respondents from
1to 5 (see Annex 1 and 2), the responses of the questionnaires were re-coded. The original
rankings and the new codes are given in Table 3.10:

Coding in the Meaning New Meaning
Questionnaires Coding
1 [rrelevant  to  the
choice of location 0 Not important
Of slight importance to the choice of location

Fairly important

Very important 1
Crucial to the choice
of location

Important

QU = | DN

to the choice of location

Table 3.10: Re-coding of the relevance of attractivity dimensions. Source: Author’s draft.
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For the binary code the former rankings 1, 2, and 3 are transformed to ‘O - unimportant
to the choice of location’ and the formerly used rankings 4 and 5 are taken to express ‘1
- important to the choice of location’. This translates into a binary data set in which the
number of people that rated a dimension highly important were most relevant.

The socio-economic information is already available as binary code. However for practi-
cal reasons, some adjustments were made. In the case of Leipzig, some of the socio-economic
categories were subsumed into one group. This concerns those summarised in Table 3.11:

Category | Former Former label New New label
code code

Occupation 7 Person in military service 7 | Trainee/student

8 Trainee/student
Household 3 Family household with 3 Family household with
type with one child with child/children

4 Family household with

two or more children

Table 3.11: Re-coding of the socio-economic information in the Leipzig questionnaire. Source:
Author’s draft.

The first merger is justified by the fact that nobody in military service responded. The
second merge has to be understood against the background of the British questionnaire
where only family households were extracted independent from the number of children.
For the sake of comparison the codes 3 and 4 in the category "household type’ have been
subsumed into one, so that also in the case of Leipzig a category ‘family households with
child/children’ appear. In the end, there were 39 variables for the clustering of the sample
of the Eastern Leipzig respondents: 15 attractivity dimensions and 24 socio-economic at-
tributes. For Western Wirral 38 parameters were used: 14 attractivity dimensions and 24
socio-economic attributes. Table 3.12 lists the included parameters.

In Eastern Leipzig and Western Wirral all returned questionnaires that were completed
correctly have been implemented. This results in a number of N=194 responses in Leipzig
and a total of N=203 samples for the clustering of Wirral respondents. The actor classes of
residents were formed independently in each of the case studies. They did not need to be
the same size in Wirral/Liverpool and Leipzig. This ensures that the investigation stays as
close as possible to the local particuliarities and the actual regional processes. Additional
settings to the cluster algorithm include:

e The dataset in this analysis consists of binary variables. Therefore a cluster algorithm
for binary datasets has to be applied. The choice of clustering method will determine
the way in which the proximity (or similarity) between two clusters is measured. It
is therefore the central parameter for a cluster method. Similarity and dissimilarity
coefficients are common © 7. Here, a similarity index p is applied. The so-called simple

Shttp://www.clustan.com/proximity_analysis.html, 02.05.2006
"http://www.resample.com/xlminer/help/HClst/HClst_intro.htm, 02.05.2006
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Parameters for Eastern Leipzig | Parameters for Western Wirral
Proximity to work Being near to your place of work
Proximity to shopping Being near to food shopping places
Proximity to leisure facilities Being near to other shopping places
Proximity to nature and landscape Being near to leisure places
Little environmental pollution Being near to areas of countryside or

the coast

Good road network Having good road connections
Attractivity Gooq pul?lic transport Be%ng 1.[1ear to a rai?way station .
dimensions Family friendly neighbourhood Being in an area with good bus links

Good schools/child-care facilities Being in a low-crime neighbourhood

Proximity to friends and family Being in an area with good schools

Quiet neighbourhood Being near to friends or family

Safe, low-crime neighbourhood Being in a quiet neighbourhood

Affordable building land Being in an area of affordable housing

Affordable rents Being near to a park

Appropriate offer and supply

One person household Single adult living alone

Two person household, no children Elderly person living alone

Family household with child/children | Adult couple

Single parent with children Adult couple with child/children

Community household Single adult with child/children

Worker Two or more adults sharing (with no

children)

Skilled worker Other

Junior employee Professional or managerial position

Senior employee Administrative or clerical work

Executive employee/manager Skilled non-manual work

Self-employed /freelancer Skilled manual work
Attributes | Trainee/student Semi-skilled work

Pensioner Unskilled work

Job-seeking/not in employment Not in employment

Up to 34 years old Up to 34

35-59 years old 35-59

Older than 60 years 60(+)

Less than 20 minutes Less than 20mins

Between 21 and 40 minutes 21-40mins

Between 41 and 60 minutes 41-60mins

Above one hour lhr+

No car No cars

One car 1 car

Two and more cars 2 or more cars

Table 3.12: Parameters for the cluster analysis. Source: Author’s draft.
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proximity measure counts the differences between two data points in a case (0-0=0;1-
1=0; 0-1=-1; 1-0=1). From this, the absolute values are summed up across all the
data points. The distance between two clusters is defined as the average of distances
between all pairs of objects, where each pair is made up of one object from each
other. This is called the average linkage clustering. In the average linkage method,
the distance D(r, s) is computed as

D(’l“, S) - Trs/(Nr : Ns) (310)
with:
T, — the sum of all pairwise distances between cluster r and cluster s,
N,., N, — the sizes of the clusters,
r,s — the clusters, respectively.

At each stage of the clustering, the clusters rand s, for which D(r, s) is the minimum,
are merged. With this method, groups once formed are represented by their mean
values for each variable, that is, their mean vector. The inter-group distance is now
defined in terms of distance between two such mean vectors. Those two clusters are
merged such that the newly formed cluster, on average, will have minimum pairwise
distances between the points in it.

e The similarity index p was set to 0.87 in Western Wirral and 0.8 in Eastern Leipzig
(p ranges from ‘0’=no matching to ‘1’=totally alike). It was the highest possible
value that still formed sound actor classes and is different in dependence on the
regional situation. This means that the clusters formed for Western Wirral are more
consistent then those for Eastern Leipzig. In the context of the results there will be
more explained about the significance of the values of p.

e The cluster algorithm is based on a hierarchical technique of clustering for binary data
codes. Additionally a Monte-Carlo Method and an Exchange Method were tested to
check the consistency of the results. In hierarchical clustering the data is not par-
titioned into particular clusters in a single step. Instead, a series of partitions take
place, which may run from a single cluster containing all objects to n clusters each
containing a single object. Small differences have been revealed between the meth-
ods, though the overall characteristic of the results (number of clusters, distribution of
attributes and preferences among actor classes) are very similar. In the end, the algo-
rithm based on a hierarchical method was chosen because it gave the most consistent
results.

e The amount of clusters was decided for 5. Several test runs with a number of 3, 4,
5 and 6 actor classes preceded this decision. The increase of cluster numbers up to 5
improved the results remarkably. However, a further increase to 6 clusters could only
yield a small quality gain in both case studies.

e The cluster seed was selected randomly. This is to allow for an adequate mixing of
actors and different results of test runs in order to find the most appropriate cluster
compositions.
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e Furthermore a weighting between attractivity dimensions and the attributes of the
respondents is possible with the algorithm. This is represented by the variable a which
is set to alpha=20 in both case studies. Alpha=0 stand for a perfect consideration of
the attractivity dimension whereas alpha>0 includes the attributes of the respondents
into the formation of the clusters. Alpha can reach up to 100.

The cluster algorithm is attached in the Annexes 4 — 5. Since both the attractivity di-
mensions and the attributes of the movers are included in the clustering, it is possible to
form attribute and impact consistent clusters. This is necessary for the assumptions of
interdependencies between actors and the impacts on attractivities. The clusters are used
in two ways:

e First, the actor classes are formed and
e Second, also the locational preferences of each class can be elicited.

For more clearly visible results the stated importance of the locational preferences was
divided by a grouping of 0-30-60-100%: this stands for a respective percentage of actors
who named a respective attractivity dimension important in the decision to move. The
frequency of respondance will later be visualised with colours: dark grey stands for a
clear importance named by 60% or more of the sample in each actor class, light grey
marks a less clear result in which 30-59% of the respondents in the respective actor class
named the parameter important and white cells indicate that this attractivity dimension
or attribute was named by less than 30% of the respondents in the respective actor class.
This three-tailored division is assumed to represent an appropriate overview of the issues
that are very important, still important and not very important. A 0-30-60-100 division
is often used in quantitative research where thresholds have to be set on a scale of 1 or
any order of magnitude (e.g. see Massey and Denton 1988; Cutler, Glaeser, and Vigdor
1999, to investigations about the extent of segregation using 0-30-60-100-tailored indices
of dissimilarity as a potential measure of segregation; and Meen and Meen 2003 as an
overview). Such a division brings additional the advantage that it yields information about
the consistency of the preference structure of each of the actor classes. The actor classes
with a lot of preferences indicated by a frequency between 30-59% of respondents have to
be assumed least consistent while those actor classes with a preference structure of many
dark grey and many white cells are very consistent.

Following as a next step, the mutual influences between the actor classes have to be
formulated but only for the dimensions of significant importance.

3.4.2.2 Feedbacks of the actor class populations on the attractivity - Influences
between actor classes

In a next step the interactions between the actor classes will be extracted. They are of
great importance to the chosen methodology. Each of the dimensions of attractivity named
by an interviewee has to be assessed regarding its vulnerability to change dependent on
the change of the actor class populations: how do the dimensions of attractivity change in
qualitative terms when the populations of actor classes change?
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The interdependencies of actor class populations, the actor classes, their attractivity
dimension and the influence of the attractivity by the actor populations, can best be mir-
rored in a matrix structure. The attractivity matrices mirror the different actor classes P;
in columns and their respective preferences in attractivity dimensions A; in rows (Table
3.13). The influences are represented by ‘+’ = positive/mutually reinforcing, ‘- = nega-
tive/conversely reinforcing and ‘0’ = no influence. This means that, e.g. in the case of the
displayed ‘-‘ in Table 3.13, an increase in the population figures of P; (column) will decrease
the attractivity A; (row) for the same actor class.

PI PII PIII PIV PV
Ao o [+
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Table 3.13: Example for the display of interdependencies of actors = Attractivity matrix. Source:
Author’s draft.

In both case studies the questionnaire was not able to reveal such information about
interdependencies. It had to be derived from expert knowledge and secondary data. Despite
these difficulties, a reflection on the interactions between actor classes seems very important
to get a closer insight into the residential dynamics of the region. The interactions have
much to do with the actual situation in the case studies. Therefore the assumptions that
underlie a reasoning of the mutual influences will be explained in the next section while
presenting the results. It is regarded as an outcome of the analysis.

Such a matrix structure is sufficient for the input to the qualitative model. The output
is given as qualitative scenarios picturing trends, trend changes and their succession.

3.4.3 Qualitative Scenarios

The graphical output of the modelling result can look as shown in Figure 3.7.

vanas
aavas

Figure 3.7: Example for the graphical representation of the model result. Source: Author’s
draft.
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The ellipses represent qualitative states. The arrows in between two ellipses indicate that
the development can proceed along this line from the one to the next state. A development
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between ellipses which are not connected through an arrow cannot occur according to the
formulated dynamics of the attractivity matrix. A pictured change-over from one state to
the next is always accompanied by a trend change of exactly one actor class. The columns
in the ellipses are reserved for the five actor classes as formulated in 3.13, from the left-P;
to the right-Py,. The icons in the columns show the respective trend, e.g.

V - decreasing population,
A - increasing population,
¢ - unclear trend, increasing or decreasing population.

With the aid of the pictograms an evaluation of the succession of the actor class pop-
ulations, their trends and trend changes can lead to an assessment of desirable urban de-
velopments and the possibilities to steer these. Comprehensive model outputs reveal the
relevant stages in the systems’ development from which a desired development state or
a desired stable state can no longer be attained. These decisive development stages act
as leverage points for the urban system. An analysis of these can reveal information for
planning support.



Chapter 4

Results

4.1 Past and recent intra-regional population devel-
opment in the case study regions

Before presenting the results in detail, an overview will be given to the general population
and economic trends in the case study cities, both historically and in recent times. This
is intended to provide a better foundation for the comparison of case studies later. It will
enable a consideration of the developments in the case regions within the wider regional
or national context. A closer look is taken at the intra-regional migration in the two case
studies, e.g. the process of suburbanisation. Additionally the first results of the question-
naire survey are presented giving the socio-economic attributes and living conditions of the
respondents.

4.1.1 Leipzig

Leipzig developed as a market town, a place for fairs and exhibitions.

Founded in medieval times at the crossing of important trade routes, it was given trade-
fair privilege in 1497 (Oswalt 2005, p. 628). With an extension of the privilege to a
wider area in 1507, Leipzig was given the title for market fairs in a radius of 112 km
(Berger 2005). It is a proof of Leipzig’s advantageous location in Europe and Germany at
that time. A good location for trading in historical times does not need to account for an
advantageous location in present times, as has been witnessed during GDR times. However,
the re-unification of Germany and the European Union’s opening to the East increased the
locational advantages of Leipzig - very much in contrast to that one of Wirral/Liverpool.

Industrialisation started in Leipzig around 1840 with light industry and mechanical
engineering. The construction of the new railway system across wide areas of Europe in the
19" century improved Leipzig’s spatial impact and boosted the industrialisation that had
just begun. Numerous unions and other political organisations for workers were established
until the end of the 19" century (Oswalt 2005, p.628). Leipzig’s appearance is marked
by industrialisation: the fair developed from a market place for goods to a trade fair and
spread over a bigger area in the city, the urban population increased rapidly from 1870
onwards and new workers’ tennement housing (griinderzeitliche Blockrandbebauung) was
erected in inner city quarters.
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In about 1933 Leipzig reached its historical peak in population of 713470 people (official
figure by the Stadt Leipzig 2004). As a result of the world economic crises following the
Great Crash in 1929 the trade fair lost a third of its exhibitors and visitors. A decrease
in industrial production follows, unemployment rose to about 40% in the following years
(Oswalt 2005) and Leipzig decreased in population from that point on (despite several
extensions of the city area until the current date)(Stadt Leipzig 2004a; Oswalt 2005, p.628-
629).

In the early years of the GDR the industrial basis of Leipzig was fortified with allocations
of plants from the coal, energy and chemical industries. Due to the importance of lignite in
the south of Leipzig mining and refinement industries were especially prominent (Artmann
2000). 1.6 sgkm of the present city area was allocated to open cast mining. Population
resettlement became necessary and affected communities, e.g. Hartmannsdorf in the south-
west of Leipzig (Haase and Magnucki 2005). In the 1970s additional branches were allocated
to the region, such as the metal industry, engineering and the car industry as well as
electronics. In the 1980s more than half of the population was employed in industry and
manufacturing. Leipzig was the only big city in the GDR that lost population since about
1930 (see also Nuissl and Rink 2005) although the GDR government invested substantially in
the industrial and economic performance of Leipzig, controlled the population distribution
and regulated the migration flows with the aim to plan for a prosperous industrial city.

A suburbanisation in the form of an individual’s decision to move to the suburban
fringe as found in many western cities after the WW II did not exist during socialist times
in Leipzig. However, although the political system in the GDR controlled the free movement
of people there was a tendency towards more single and double family houses on the urban
fringe of Leipzig after 1945. According to calculations by Liideke, Rommeney and Boschiitz
(unpublished material) on the basis of data from Haase® (UFZ Leipzig/Halle) (Haase and
Magnucki 2005) the land area dedicated to single/double family houses amounted to about
2.6% in 1940 and 7.1% in 1985. The area for this land use type increased by 4.5%, therefore
more than doubled from 1940 to 1985 (cf. Figures 4.1 and 4.2)2.

In the maps, the category displaying the detached and semi-detached family houses is
represented by the very orange colour. One can see that the area for this kind of housing
increased very much between 1940 and 1985 which seems incomprehensible at first sight as
one would expect no change or a decrease against the background of a very restricted and
controlled housing market. Such a development is especially interesting against the light
of the life cycle theory of urban areas, which was not found realistic in Southern European
cities. With this in mind it is most interesting to look at the population re-distribution
within Leipzig during GDR times.

Leipzig was planned for a prospering industrial city during GDR times - it could not
maintain this status after the political change. In 1989, the economy in the eastern part of
Germany collapsed and mass unemployment was the result. Little has been invested in the
modernisations of industrial plants during the GDR times, and adjustments to the changing
economic demands were not pursued. Consequently, the plants were even less competitive

In gratitude for the use of the data: Dr. Dagmar Hasse, UFZ Leipzig/Halle, email:
dagmar .haase@ufz.de, Matthias Liideke, PIK, email: luedeke@pik-potsdam.de
2See the full set of land use maps developed by Haase and Magnucki covering 1870 - 2003 in Annex 6.
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Figure 4.1: Land use of Leipzig in 1940. Source: Magnucki and Haase (2005, p.12-14).
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Figure 4.2: Land use of Leipzig in 1985. Source: Magnucki and Haase (2005, p.12-14).
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on the open international markets that Leipzig had to face since 1989. Leipzig’s economic
performance almost vanished within a period of a few years. Between 1989 and 2003 a
decrease in industrial jobs by more than 90% (1989: 101000 to less than 10000 in 2005) are
documented (Nuissl and Rink 2005); as an illustration see Figure 4.3.

Figure 4.3: Abandoned industrial plant near Leipzig - Malzfabrik Schkeuditz; Source: Author,
May 2005.

A strong decrease in employment reported as a consequence of the de-industrialisation
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