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Abstract

Understanding and computing motions in the atmosphere is partic-
ularly challenging because of the multitude of physical processes and of
the different space and time scales involved. Nonetheless, atmospheric
motion takes place in a very special regime: The Mach number M, the
ratio of the wind speed to the speed of sound, varies from zero at rest
to 0.3 in fast jet streams, hurricanes and tornadoes. Unfortunately,
in the M — 0 limit, the fully compressible fluid equations which gov-
ern atmospheric motion become singular. Because of this, numerical
schemes for these equations exhibit a dramatic breakdown in efficiency
and accuracy in the low Mach number regime.

We propose multiple scale low Mach number / low Froude number
asymptotic analysis as a general framework for understanding the mo-
tion in the atmosphere on space scales ranging from a few meters to
thousands of kilometers. The theory provides a consistent picture of
slow atmospheric flows and turns out to be the natural framework in
which popular approximations, traditionally obtained on the basis of
simplifying assumptions or ad hoc scaling arguments, can be derived.

The analysis yields strong implications for discrete methods aiming
at the numerical computation of atmosphere motions as, e.g., in nu-
merical weather forecasting or climate modeling. There are two kinds
of implications. On one hand one finds constraints on parameteriza-
tions of unresolved physical processes such as those for turbulent heat
or for for velocity boundary conditions. These constraints apply to the
the continuous as well as the discrete equations. On the other hand the
asymptotic analysis suggests how to design efficient methods for com-
puting low speed flows in the atmosphere. The theory provides guide-
lines for consistently “filtering” the equations in the various regimes of
length and time scales and shows that the “dynamic range problem”
can be overcome by introducing suitable multiple variables that mimic
the asymptotic representation of the field variables.
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1 Introduction

Understanding and computing motions in the atmosphere is particularly
challenging because of the multitude of physical processes and of the differ-
ent space and time scales involved. Very little is known of the interactions
which take place between the different scales and whether, how and in which
measure small scale motion affects the large scale dynamics and vice versa.



This knowledge, however, is crucial for the construction of accurate and effi-
cient numerical methods for climate research, weather forecasting, regional
modeling, accident simulation and other applications.

In spite of its physical complexity and variety, atmospheric motion is con-
fined in a very special regime. The Mach number M, the ratio of the wind
speed to the speed of sound, varies from zero at rest to 0.3 in fast jet streams,
hurricanes and tornadoes. Unfortunately, in the M — 0 limit, the fully com-
pressible fluid equations which govern atmospheric motion become singular.
These equations are essentially conservation laws for mass,momentum and
energy for a multi-phase compressible flow. They are equipped with some
empirical or semi-empirical description of the macroscopical effects of unre-
solved physical processes (the so-called “parameterizations”) like turbulent
heat transfer.

It is because of the singularity of the governing equations in the limit
M — 0 that pressure differences as small as M? can generate O(1) accelera-
tions of the horizontal winds. The impact on numerical methods is dramatic.
In fact the problem of extracting the “right” net effect out of an almost per-
fect balance is a very common one in weather forecasting, see, e.g., [12]
page 187. Indeed, both theoretical and numerical investigations of atmo-
spheric motion make use on approximate models of the governing equations.
Approximate models allow a simplification of the governing equations by as-
suming some kind of balance: hydrostatic, geostrophic, Boussinesq, anelastic,
pseudo-incompressible are popular key-words used to describe simplifying
assumptions, subsets of the governing equations, numerical models or, in
general, a particular regime or kind of motion. For most models no rigorous
derivation from the governing equations is known. Therefore, neither quan-
titative knowledge of the range of validity of the models nor error estimates
are available.

In spite of the outstanding role of approximate models, modern compu-
tational approaches in numerical weather forecasting turn back to discrete
forms of the original conservation laws, see [2]. Some reasons are:

1. The governing equations are believed to allow a better description of
real motions than approximate models do.

2. One would like to design numerical methods which are valid on a wide
range of scales. Such methods could then be coupled with local mesh
refinement techniques for regional weather forecasting. Since very little
is known about the range of validity of approximate models one prefers
to use the original conservation laws which are believed to hold on a
very wide range of scales.



3. In the numerical computation of atmospheric motions efficiency is a
crucial issue. Both numerical weather forecasting and climate research
need fast algorithms. If one knows how to “filter” the full equations to
avoid time step restrictions due to fast modes, the computational cost
of integrating the full three dimensional Navier-Stokes equations with
explicit or semi-implicit methods is significantly lower than the cost of
numerically solving the equation of, e.g. an anelastic model. The last
approach would require the solution of a three-dimensional elliptic
problem at each time step. The advantages of explicit methods are
particularly evident if computations are performed on massive parallel
distributed memory architectures.

When attempting to compute numerical solutions of the original conserva-
tion laws on different scales, however, one has to face two major problems.
The first problem is a consequence of the above mentioned singularity of
the M — 0 limit. It is well known that numerical methods designed for the
full compressible governing equations exhibit a breakdown of both accuracy
and efficiency in the low Mach number regime, see [15], [9], [8], [14], [13].
This “dynamic range problem” is probably the most severe obstacle in using
numerical methods for the full governing equations in the computation of
atmospheric motions: the above mentioned “filtering” problem is, in fact,
far from having been solved.

The second problem is that as the physical scales change one has to
adjust the parameterizations of the sub-cell processes according to the new
scaling. Often the models used to represent unresolved processes like turbu-
lent heat transport, condensation/evaporation, radiative heat transfer and
chemical reactions are heavily based on empirical relations and data fitting
([2], [11]). Such parameterizations have been designed (and are believed to
be valid) for a given scaling or even for a well defined grid size. Tautologi-
cally, there is very little knowledge on how parameterizations should depend
on the grid size. It has been observed in climate research and weather fore-
casting that, for a given model, a simple grid refinement by a factor of two
(a common practice in the experimental estimation of the accuracy of a
numerical method) may have disastrous consequences on the solution.

In the scientific community there is a broad awareness of the importance
of these two problems. Nevertheless we do not know any systematic attempt
to obtain a quantitative picture of the relevance of dynamic range problems
in e.g. numerical weather forecasting. Nor are we aware of any attempt to
understand what are the implications of the M — 0 limit on parameteri-
zations. We believe that multi scale asymptotics can be usefully applied to



answer these questions.

We propose multiple scale low Mach number / low Froude number asymp-
totic analysis as a general framework for understanding the motion in the
atmosphere on space scales ranging from a few meters to thousands of kilo-
meters. The theory provides a consistent picture of slow atmospheric flows
and turns out to be the natural framework in which popular approximations,
traditionally obtained on the basis of simplifying assumptions or ad hoc scal-
ing arguments, can be derived. The analysis yields strong implications for
discrete methods aiming at the numerical computation of atmospheric mo-
tions as, e.g., in numerical weather prediction or climate modeling. There
are two kinds of implications. On one hand one finds side constraints on
parameterizations of unresolved physical processes such as turbulent heat
transport or velocity boundary conditions. These constraints apply to the
continuous as well as the discrete equations. On the other hand the asymp-
totic analysis suggests how to design efficient and accurate methods for com-
puting low speed flows in the atmosphere. The theory provides guidelines
for consistently “filtering” the equations in the various regimes of length and
time scales and suggests that the “dynamic range problem” can be overcome
by introducing suitable multiple variables that mimic the asymptotic rep-
resentation of the field variables. These applications will be addressed in a
follow up publication.

This report is organized as follows: in the rest of this section the gov-
erning equations are introduced. We discuss a few general assumptions and
introduce the basic concepts and the notation used in the analysis. In sec-
tion 2 we shortly review two classical approaches used in the derivation of
approximate theories and models of atmospheric motion. Sections 3,4 and
5 are focused on the asymptotic analysis of atmospheric motions on micro,
meso and synoptic scales. In section 6 we draw some conclusions and outline
future work.

1.1 Dimensional equations

The equations governing a dry atmosphere can be written as follows

py +V' - (pv') =

(p'v )y + V' (p’v ov') + V'p' + p'd'k + p20'QAxv' = D/,

(Pe)e + V' ((de +p)') = Dyl (1)
1

p= -0 =o' = pg7)



where p, v, p and e represent density, velocity, pressure and internal en-
ergy, respectively and «y is the ratio of specific heats. Here primes denote
dimensional variables. We will consider a simplified geometrical setup in
which the acceleration of gravity, g, acts in the vertical direction k of a
Cartesian frame of reference of coordinates z, y, z and unit vectors ¢, 7 and
k. This frame of reference rotates with constant angular velocity €' around
the axis defined by the unit vector € := jcosp + ksiny. D;,v, represents
the effects of microscopical transport of momentum. D:) r.» accounts for both
microscopical transport of energy and for diabatic heating (chemical reac-
tions and radiation). These processes are usually parameterized by means
of empirical relationships or models.

1.2 Hydrostatic balance, scale height

An atmosphere is said to be in hydrostatic balance when the vertical pressure
gradient balances the force of gravity

ap' r
_ = — 2

57— P9 (2)

Let p/., be a reference pressure (e.g. some mean sea level pressure). The

scale height A/

scale

/
hl = pref (3)

scale *7 !
prefg

represents the height in which pressure changes of magnitude p/ , would
occur in an atmosphere in hydrostatic balance and of constant density p!;.

Generally, the scale height is a proper measure of the vertical distances over
which relative pressure variations of order unity arise.

1.3 Stability and entropy stratification

For v’ = 0 one has D;,v, = 0. Thus an atmosphere at rest is in hydrostatic
balance. This balance may be stable, neutral or unstable depending on
whether
o (@)
97 04|,
is less than, equal to or greater than zero. Here s is the entropy. The second
term of (4) represents the isentropic (i.e. adiabatic and reversible) rate of



change of density with height. The rate of change of entropy with height is

os' (1 op' 1 8p’>

o2

o 07 ’Y;g (5)

Thus the isentropic rate of change of density with height reads

a9’

B o op'
0z (6)

"o

Using (6) in (4) one has

T (7)

07 07|, 0z p o7 v

apl 8pl B 8pl p/ op' B p/ 1 0p v apl ,OI Os'
R R

The last equation shows that the stability of the atmosphere depends on the
sign of 9s'/97z'. One has

0s'/02' >0 = stable
9s'/07 =0 = neutral
0s'/02' <0 = unstable

For a stable atmosphere a widely used stability measure is the buoyancy
(Brunt-Vaisala) frequency

10p  ¢'p
N?=—g (=22 492 8

! (ot )
From (7) and the hydrostatic balance (2) one has

g/ Os'

N? =L
e, 07

1.4 Reference values, dimensionless equations

Equations (1) can be made dimensionless by introducing the following set
of reference variables

/ / / / / ! R /
prefﬂ UV refy pref’ gref’ lrefa tref '_lref/v ref (10)



The resulting system of equations reads

pt+ V- (pv) =0
/ !/ !/ 17/
pre grelre 2ere
(pv)e + V- (pvov) + — f2 Vp + ,fz Lpgk + - d

ref ¥ ref ref ref

(pe)t + V- ((pe + p)v) = D,.

pQxv =D

pv

]‘ U,rZe plre plre glre llre
p=(r = )(pe — 3 Lt st .y Lol
p ref ref

(11)
These equations explicitly depend on the following dimensionless parameters

/ / /

VU ref VU ref U ref
M= —= Fri= ——— Ro := ———— (12)
I# glrefl,r(?f 2Q l ref
P ref

Other dimensionless parameters (e.g. a Reynolds number) are hidden in the
right hand side of (11).

1.5 General assumptions

We analyze (11) in the singular regime M — 0 under the following assump-
tions.

(A1) The reference length I',.¢ is equal to the scale height A/

scale*®

(A2) The right hand side of (11) contains terms which are at most O(1) as
M — 0 (no singular perturbation in the right hand side).

(A3) The Rossby number Ro is O(1) as M — 0.

The first assumption implies that Fr = M and, taking into account (A3),
we are left with a system of equations in only one singular parameter. The
first assumption also implies that, for a reference velocity of the order of 10
m/s, the reference time t',.; is of about 20 minutes. This is quite a short
time in meteorology. According to [12] it is about two order of magnitude
shorter than the characteristic lifetime of meteorological phenomena on the
so-called “synoptic scale” and about three order of magnitude shorter than
the lifetime of phenomena on the planetary scale.

20 minutes is the characteristic time associated to meteorological phe-
nomena of horizontal and vertical extension of about 10 kilometers such as,
e.g., cumulonimbus convection. It is the relevant time scale for numerical



weather prediction in the sense that it can be fully resolved with time step
sizes which are or are to be standard in high resolution numerical methods
for weather forecasting, see [2].

1.6 Governing equations

Using the dimensionless parameters (12) and the first of the above assump-
tions the governing equations (11) can be written as

pt+ V- (pv) =
(pvov) + —1 Vp + L k+ ! Qxv=D

o) _— p—
p WE p WE P9 Rop pv (13)

(pe +p)v) = D,

(pv)e + V-
(pe)e + V- (
p=(y- )(pe—%MQPv-v—pgz)
From (13) one can derive an evolution equation for the entropy
s:=pp " (14)
This equation reads

8t+'l)'v3:,077(’y_1) (Dpe_MZU'Dpv) (15)

1.7 Horizontal and vertical directions

In the analysis of (13)-(15) it is useful to split the momentum equation into
a horizontal and a vertical component. With the following notation:

v:=1u+ ju+ kw =:u+ kw (16)
Vovi=u+v+w, =V -utw, (17)

V- (vow) := iV - (4u? + juv + kuw) +
FV - (3vu + jo* + kvw) +
EV - (iwu + jwv + kw?) =
=1 (V- (uu) + (uw);) + (18)
3 (V- (w) + (vw)2) +
k (V- (uw) + (w?),) =
= V- (wou) + (uw). + k (Vi (uw) + (w?);)



Vp :=1ip,; + gpy, + kp, := Vip + kp, (19)

QXxv = 2w cos p — twsing + jusin p — ku cos ¢ (20)

=: wbsin @ + dwcos ¢ — kucos g
D, =D, +kD,, (21)
and C, S for cos ¢, sin ¢ respectively the system (13) can be written as
pr+ Vi - (pu) + (pw), =0
1 1 .
(pu) + V, - (puou) + (puw), + WV..;D + o (ULS + sz) =D,,

1 1 1
2
(pw)e + Vi, - (puw) + (pw*), + SVELE + 2P~ E,OUC =D,, (22)
(pe)t + Vi - ((pe + p)u) + ((pe + p)w); = D,,.
|
p=(v=1)(pe = 5M*pv-v - pgz)

Replacing the energy equation with the entropy evolution equation (15) one
obtains the following non-conservative form of the governing equations

pt + V- (pu) + (pw), =0
1 1 _
+ anp + ol (ULS + sz) =D,,
1 1 1
(pw)e + Vi (puw) + (pw*)s + 5Pz + 3509 = 7opuC = Dy
st +u-Vis +ws, = '077(’)/ - 1) (Dpe - MZU'Dpv)
p: Sp’Y

(pu)t + V- (puou) + (puw):;

1.8 Asymptotic ansatz

Let U be a shortcut for a solution component or a functional of a solution of
the governing equations (23). For instance U could represent the pressure
p or the velocity v. In general U depends on the horizontal coordinate
x := iz + jy, on the vertical coordinate z, on the time ¢, on the singular
perturbation parameter M and on other dimensionless parameters like Ro,
the Reynolds number etc. We focus the attention on the behavior of U as
M — 0 and simply write U(x, z,t; M) for U = U(x, z,t; M, Ro,...). We
consider special cases of the following asymptotic expansion of U

U, z,t; M) ==Y M UD(n,@,¢,2,7,1,0) (24)
=0
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1 is a new small scale horizontal coordinate e.g. 1 := /M. £ represents
a new large horizontal coordinate. In a similar way 7 and 6 are new short
and long time coordinates. We will not consider any multi-scale ansatz in
the vertical direction in this report.

We require the functions ¢ to satisfy the following sub-linear growth
conditions

]\l}mOMLl(i)(a:/M,a:,Ma:,z,t/M,t,Mt):0 i=0,1,--- (25
—

Al}moMu@(g/M?,g/M,g,z,O/MQ,o/M,9):0 i=0,1,---  (26)
—

1.9 Averages, fluctuations

In the analysis of the governing equations (23) we take averages on the
domain of definition of the independent variables. The averaged variables

— =t
are represented by means of over-lining. For instance U(9) represents the
temporal average of /() on the domain of definition of t. The difference

between a variable and its average is called the fluctuation. Thus
U =y —y®" (27)

represents the fluctuation in time of 2/(?). We will use the following averages

— 1 ,
U = o [uOdedy s = / dz dy (28)
Y P Da
_. 1 ,
Ui = X /u@) dz D, | :Z/dz (29)
D, D
Q)" 1 (1)
Dy Dy

where D, C R?, D, C R and D; C R are the domain of definition of «, z and
t respectively. Notice that, since we are integrating on the whole domain of
dependence, averages of fluctuations are identically zero:

U =y =y =0 (31)

11



2 Classical theories, approximate models

As mentioned in the introduction, theoretical and numerical studies of at-
mospheric motions are usually based on approximate models of the full com-
pressible governing equations.

2.1 Adjustment problems

One class of theories or approximate models can be derived by considering
adjustment or perturbation problems. The approach dates back to Laplace
(1749-1827) who first derived an equation for the vertical displacement of a
material particle on a free surface. The idea is to perturb a known solution
of the governing equations, the so-called basic state, and derive evolution
equations for the perturbation. The basic state is often the hydrostatic state
of rest ([5], chapters 5-7) or some simple geostrophic motion ([12], chapter
8). The amplitude of the perturbation is assumed to be small enough for
the effects of quadratic terms in the perturbation quantities to be negligible.

Introducing ad hoc, physically motivated approximations into the system
governing the evolution of the perturbation one can select special classes of
responses. These motions, e.g. of an incompressible, stratified fluid, shed
some light on the structure of solutions of the full equations in a given special
regime: namely that one in which the introduced approximations hold. In
many cases, for instance, the motion can be decomposed into traveling wave
components and one can derive constraints, e.g. in the form of dispersion
relationships, for the motion of these components.

As an example consider the equations which describe the evolution of
small perturbations of the rest state in a non-rotating, compressible, inviscid,
dry atmosphere. According to [5], pages 169-177, these are:

Pp_ o (P O\ _ 0 - 0w
a1z~ 0\ gz2 T gz TP \IY T g,
0w 10
2 2 2
G gp T Noqw = — = (QerCo&)

where Ny, c3 are the buoyancy frequency and the speed of sound of the rest
state, respectively

10
NG :=—g < A0 +gc%> = 'y@ (33)

These equations support special solutions consisting of acoustic waves, in-
ternal gravity waves and the Lamb wave. In section 5 we will show that

12



a system of equations similar to (32) naturally emerges, in the framework
of a two-scales asymptotic analysis of atmospheric motions, as an evolution
equation for the large scale motion of first order perturbation quantities.
However, in the present framework the leading order solution (the analog
to the basic state) is neither at rest nor stationary and has, in general, non
trivial structure both on meso and on synoptic scales. Therefore, we find, in
contrast to (32), additional forcing terms. These terms account for the ef-
fects of rotation, of non-trivial meso scale motion, heat transfer and friction
on the large scale motion of the first order perturbation.

2.2 Scale analysis

A second class of models for atmospheric motion is obtained through “scale
analysis”. In meteorology scale analysis is usually understood as a pro-
cedure to derive simplified systems of equations which describe with suit-
able accuracy atmospheric motions in some particular regime, [12]. The
procedure is very straight-forward: the governing equations are re-written
in non-dimensional quantities by introducing suitable reference variables.
These variables are chosen in such a way that the dimensionless quanti-
ties are functions having values about 1. The procedure leads to a certain
number of dimensionless characteristic numbers just as the Froude number,
the Mach number and the Rossby number in equation (11). The idea is
then to consider special regimes in which some of the characteristic num-
bers are small w.r.t. the others by simply neglecting those terms of the
governing equations which are multiplied by the small parameters. As an
example consider the horizontal component of the dimensionless momentum
equation (11)s:
/ 17/

(pu)s + V- (puow) + (puw) + Lo p 220w

/

p (uLS + iwC) =D,
(34)

!
ref Y ref U ret

We already know M << 1. For l' ; >> v'./2Q, that is ', much bigger
than about 100 kilometers, the Rossby number Ro is the ratio between v’
and 2Q'0’..; is much smaller than one as well. Thus, one can derive an
approximate horizontal momentum equation by simply neglecting the first
three terms and the last term of (34). Transforming back to dimensional
variables leads to the following equation:

Vil + p'20 (u'J'S v iw’C) —0 (35)

13



This form sheds some light on the role of pressure gradients in the large
scale dynamics of the atmosphere. In this regime pressure forces essentially
balance Coriolis forces and the resulting horizontal wind u' blows parallel
to the iso-bars. This kind of balance is called geostrophic and models based
on (35) are called geostrophic models.

The synoptic scale atmospheric motions responsible for weather dynam-
ics are in an approximate geostrophic balance, see, e.g., [7]. Their temporal
evolution is governed by the advection of potential vorticity which occurs
on time scales much longer than those considered in the present work, see
section 1. The present theory could be extended to describe these long times
effects by introducing multiple time scale analysis. This is beyond the scope
of the present work and left to subsequent publications.

Another family of familiar approximations is obtained by replacing mass
conservation (1); with one of the following equations:

Vv =0 (36)
V' (pv') =0 (37)
V' (7o) = Do~V D (38)
T
14 I K 4 5
! ! !/ !
T = R 0" =T (p_ﬁ> o= (17_6> (39)

According to [3] p is a “vertically varying mean-state density”. Similarly
0', ' are vertically varying mean-state potential temperature and Exner
function.

Equation (36)-(38) are called the Boussinesq, anelastic and pseudo in-
compressible approximations, respectively. The pseudo-incompressible ap-
proximation can be derived from the governing equations (1) under two
assumptions. These are, see [3],:

v — 7| << 7
Let ) e
<_f> P
tref pref
Notice that if [,.¢/t.s = V., Which is what we are assuming throughout this
report, then the second assumption simply means that we are considering
motions at low Mach numbers. Equations (37)-(38) are widely used both in

data analysis and in numerical methods for weather forecasting. A discussion
on the range of applicability of these equations and a comparison between

14



anelastic and quasi-incompressible approximation is presented in [3]. Here
we want to stress the following fact: in those regimes in which both the
anelastic and the quasi-incompressible approximations are valid one has

' _ Dp/e/ — U,Pplv/

i

oz

that is the vertical velocity w’ is defined in terms of heating and stratification
through a simple algebraic relationship! We will encounter different forms of
equation (2.2) throughout this report. This equation suggests that, in those
regimes in which it holds, atmospheric motion is not truly three-dimensional
or, equivalently, that the fluxes of vertical momentum must satisfy some
particular constraint for (2.2) to hold.

w

3 Micro scales: deep convection.

We consider the following particular case of the asymptotic ansatz (24)

Uz, 2, M) :=> M UD(n,z,7) (40)
=0
T t

This ansatz can be embedded in a multiple scale framework in which the
solution has non trivial structure on the meso scale and/or on the synoptic
scale. In such framework we expect to see non-trivial interactions between
the different scales; in particular, we expect small scale correlations to ap-
pear as forcing term in the equations which describe motions on larger scales.
Here, however, we are interested in working out the sole microscale
physics and we focus on the above single scale ansatz under the general
assumptions (A1)-(A3) and the following additional assumptions:

9,5 =0 (42)

The physical domain Dy, is unbounded (43)

The unboundedness of D, together with the sub-linear growth condition
(25) imply that in the limit M — 0

1 .
= o] / UDndL =0 (44)
8Dy

N

\YAZ(0;
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as one can see by parameterizing |Dy|, |0Dy| through M and using the mean
value theorem to express the integral of /()m on the boundary of Dy,.

3.1 Asymptotic equations

Introducing the ansatz (40) into the governing equations (23) one obtains
the following cascade of asymptotic equations.

3.1.1 Mass

9,00 1+ %, - (pu)® = 0 (c1
0:p) + % - (pw) V) + 8. (pw)® = 0 (C”)

3.1.2 Horizontal momentum

V@ =0 (H3)
Vnp(l) =0 (Hiz)
0 (pw) " + ¥y - (puou)® + Vpp®) = DLV (H)

3.1.3 Vertical momentum
0.p" = —pVg (V=2)
8- (pw) O + %, - (puw)® + 9,p® = —pMg 4 D (V1)

3.1.4 Entropy
9.5 1 u(o)-Vns(U) =pO (v = 1)DD (E~)
pe




3.1.6 Energy

9r (pe)® + - ((pe + pyu)® = DV (En~")
3r(pe) ) + % - ((pe + p)u) + 0. ((pe + p)u)® = DO (En?)

3.1.7 State: p= f(p,e,v)

3.2 Analysis
3.2.1 Leading order pressure, density and entropy.

The horizontal momentum equations (H~?), (H 2) imply

p® =p(z,7) (45)

p" =p(z,7) (46)
Through (V' ~2) the first equations yields

pO = pO(z,7) (47)

The state equation (S) shows that the entropy s(®) does not depend on 7.
Recalling the additional assumption (42) one has

5 = 50)(3) (48)

The state equation (SY) can be used to express the leading order density on
the right hand side of (V~2) by means of p(®)(z,7) and s(*)(z). Integrating
this equation in z from the (unknown) initial condition p(EO)(T) yields

PO =9 (1) + 70 (2) (49)

Taking the time derivative of (V2) and using (49) yields 9,p(®) = 0. Thus
P =pO() (50)

P = p0)(2) (51)

s = 5O (z) (52)

i.e. the leading order thermodynamical state only depends on the vertical
coordinate and is known in terms of the initial condition. This fact has
two major consequences. The first one is that Dge_l) (microscopical energy
transport and radiative heating) has to be zero (equation E~1).
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3.2.2 Leading order velocity.

The second consequence is that, because of (C~!), the leading order hori-
zontal velocity %% must be divergence-free:

V- u® =0 (53)

Using continuity the horizontal momentum equation (H ') can be written
as

1 1
87'11:(0) + ’UJ(O)'VWU(O) + anp@) = WD,EZI) (54:)

Equations (53),(54) are the incompressible Navier-Stokes equations in hori-
zontal planes and p(®) is a known function (of the vertical coordinate). Thus,
one possible solution could be a constant wind

u® = const. (55)

In the following we concentrate the attention on this particular case. Notice,
however, that one may want to consider other kinds of flows in which w(®)
has some structure on the 7 scale or, in a more general setting, even on
larger scales.

3.2.3 First order perturbation.

Using (55) and the results obtained so far equations (C?), (V~1) and (E?)
yield
3, pM + ul®.v, 0N + pO% 2w 18, (puw)® =0
)

1 p(! 1 _

35 4+ u0.v,s) 4+ w(©8,50 = pO77( —1)DO)

pe

Averaging over Dy, and taking into account (44) the above system yields

18

0.p0" +8,(pDVw®") =0
1 p@” 1 —o"
0" - 9,0 __P" 1 pED
I S DX R O (57)
8,s0” + w®"9,5® = p© 7 (y —1)DP"



One can use the state equation (S!) to replace the last equation with an
evolution equation for the first order pressure p(\):

0rpY + 0. (ypOw®") = (y - 1) <D52)n - p“’)gmn) )

Equation (58) shows that system (57) supports linear acoustics in the ver-
tical direction. This can be easily seen by taking the 7 derivative of (58)
and using (57.2) to eliminate 9,0,w(©®". Stationary solutions of this system
satisfy

2-(pVw®") =0

- —
9.p" = —pM™"g + DY (59)
0. (ypOw®") = (y = 1) (Dgg»" - p“’)gw(o)n>

Since p(© — 0 for z — oo and w(®" is bounded it must be w(®" = 0. Thus,
in the stationary case, one has

’U}(O)TI = 0
9.pV = —p0"g + DGV (60)
D" =0

i.e. the leading order heating must average out over the micro scales!

Subtracting (57.1) form (56.1) and recalling the definition of fluctuations
(27) and V,p) = V,p) — 0" = ¥,p0" one has

8, pD" 1+ 4O .Vnp(l)" + O, w4 9,(pOw®"y = 0 (61)

Equations (57.2) and (56.2) yield

N — (1) o)
OTw(O)" +ul® -Vnw(o)" + 2 = LD%I) (62)

20 9= 50

Using the state equation (S!) and the continuity equation (56.1) the energy
equation (En) can be re-written as

0-p" + O, - w4+ 40 (PO w) + (v = 1)pVguw® = (y — 1) DY

pe

(63)
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Subtracting (58) from the above equation yields

1 O% - u® 478, (pOw®") + (v~ 1)pVguw®" = (y = 1)D (64)

Equation (64) can now be used to eliminate Vj, - u) in the evolution equa-

tion for the density fluctuation ,0(1)" (61). One gets

—m —n —n — (0) —==
8, pD " + u(o)-Vnp(l) + w0 (329(0) _ Lazp(0)> — _7_1'0_1)58)

(0)? v p
(65)
Introducing
D
E = 87— + 'U/(O) 'Vn (66)
and noticing that
1 1
0 _ = 550 — _,07 (0)
e S T A (67)
equations (65),(62) can be written in the following form.
D" — G
(02,07 ]/; — - 0,50 ©" = _ )7 (y _1)p
n (68)

D@
Dr T 097 50

The systems (57),(68) describe deep convection in a constant horizontal
wind (). Notice that in the stationary limit (as both density and vertical
velocity fluctuations are simply advected by the horizontal wind) the vertical
velocity fluctuation becomes a simple function of heating and stratification
and buoyancy forces are balanced by turbulent drag:

— _ =
9.5Ow©®" = p© 7 (y ~1)DY
;(T)n I ety (69)
OOt
The first of the above equations is nothing but equation (2.2) in non-
dimensional form. Thus we have found that the vertical velocity in sta-
tionary deep convection is the same velocity which is obtained when both

the anelastic and the quasi-incompressible approximations hold!
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4 Meso scales, single time scale

We now consider the following particular case of the asymptotic ansatz (24)
under the general assumptions (A1)-(A3).

Uz, z,t; M) ZMl (e, z,1) (70)

and the following additional assumption:

9,5 =0 (71)

4.1 Asymptotic equations

Introducing the ansatz (70) into the governing equations (23) one obtains
the following cascade of asymptotic equations

4.1.1 Mass

815,0(0) + Vi - (pu)(o) + 8z(Pw)(0) =0 (C°)
3t,0(1) + Ve - (Pu)(l) + 3Z(pw)(1) =0 (ch

4.1.2 Horizontal momentum

Vep!” =0 (H?)
Vep) =0 (H™1)

0u(pu)® + Vs - (puou)? + 9, (puw)® + Vpp®

L Ley\(0) 4 0)) _ (0 0
+ = ((u'§)0 +i(pw0)®) = DO (H°)
4.1.3 Vertical momentum
9.0 = —pOyg (V2
2.p) = —plg (V=1

3 (pw)® + V- (puw) ) + 8, (pu?) O + 9,p? + pPg
1
— 5= (pu0)” = DY) (V)
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4.1.4 Entropy

pe

8,50 1 0.7 sM 4 00750 4 00,50 4 05O
- 1
=p? T(y = 1)DY — pO" 7 pDy(y —1)DO (B!

pe

4.1.5 State

p© = 50,07 (59)

(0)

2 2

V) = sWp07 4 O (07 = (8")
p

Notice that, due to assumption (A2), no dissipative effects appear on the
right hand side of the momentum equations of order less than zero and there
are no entropy equations of order less than zero.

4.2 Analysis
4.2.1 Leading order pressure, density and entropy.

The horizontal momentum equations (H~2), (H~') imply

Together with (V~2), (V1) the above equations yield
©(z,1) (74)
W(z.t) (75)

The state equations (S°), (S') show that the entropies s(%) and s(!) do not
depend on x. Recalling the additional assumption (71) one has

P
™=,

50 = 50)() (76)
s = sM (2, 1) (77)



The state equation (S°) can be used to express the leading order density on
the right hand side of (V~2) by means of p{®)(z,t) and s(°)(z). Integrating
this equation in z from the (unknown) initial condition p(()o) (t) yields

pO(z,t) = pi” (1) + 70 (2) (78)

Averaging (C°) over Dy, taking into account (74) and using the divergence
theorem yields

T

9p© + 0. (pOw®") = —p

C
—
—
£
S
3
I8
~

(79)

Because of the hydrostatic relationship (V~2) this equation can be rewritten
as

9,0:p — g0 (pOw®") = gp® ﬁ / ul”-ndlL (80)
“ 0D

Inserting (78) in the above equation shows that the leading order density
and pressure (and, per assumption, the leading order entropy) only depend
on the vertical coordinate and are known through the initial condition:

P9 =pO(2) (81)
PO = 50 (z) (82)
s =50 (z) (83)

This result is not surprising. As seen in section 1.5, our reference time is
about 20 minutes. On such time scale the leading order thermodynamic
quantities are stationary. The point here is that we have not explicitely
considered multiple time scales in the analysis so far. This would lead to non-
trivial evolution equation for p(©, p(® and s(©) in the slow time coordinate.

Notice that the vertical rate of change of p(o)w(o)ac (or, since p0) s
known, the vertical rate of change of w(o)z) is defined in terms of the mass
flux through the boundary of D,. This mass flux is known if boundary
conditions for the velocity u(®) are given:

3Z(p<o>w<o>w):p<o>ﬁ / w® . dL (84)
0Dy
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Taking the average of equation (E°) over Dy yields

w®7 9,50 = pO 7 (5 — 1)D,(,2)Tn (85)

The last two equations show that if 9,59 # 0 then the leading order mass
flux through 0D, and the vertical rate of change of the leading order average

T

heating D,(,g) are coupled by a simple relationship. In the special case of
zero mass flux equation (84) requires 9, (pYw(®") to be zero. Since p(®) — 0
for £ — oo and w® is bounded it must be

w©®" =0 (86)

In this case equation (85) shows that the x-average of Dgg) (microscopical
energy transport and radiative heating) must be zero as well.

4.2.2 Leading order velocity.

Assume the vertical velocity w(® is known. Then the zero order continuity
equation (C?) can be interpreted as a divergence constraint for the horizontal
velocity u(9):

V- (0P u®) = pOv, . 4 = -9, (p@w®) (87)

Subtracting J; of the above equation from the x-scale divergence of the hor-
izontal momentum equation (H?) yields a two-dimensional Poisson problem
for the second order pressure p(?):

Aep® = 8,0, (pOw®) (88)
— 0O, (u®.vu® + w([’)azu(O))

Given a right hand side and suitable boundary conditions for p?) equation
(88) provides, for each z and ¢, the second order pressure. The time deriva-
tive on the right hand side of (88) points back to the assumption that w(®)
being known.

To find the vertical velocity w(®) consider the entropy equation (EP).
Together with (76) this equation yields

w95 = o7 (y = 1) DY (89)

and one has to distinguish between the two cases 9,59 # 0 and 9,s*) = 0.
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Leading order stratification 9,5(®) # 0. Equation (89) yields the verti-
cal velocity w(®) in terms of the microscopical energy transport and radiative
heating:

O (v —1)DO)
[]) — p (’Y ) pe (90)
9,50

w!

If this heating vanishes then w(®) = 0 and the divergence constraint (87)
becomes

V- u® =0 (91)

Notice that equation (90) is consistent with the stationary limit of small
scales deep convection (69) of density fluctuations. Notice also that (90) is
simply equation (2.2) in non-dimensional form.

First order stratification 9,5(°) =0, 9,s(1) # 0. In this case equation
(89) yields

DY =0 (92)

pe

i.e. the leading order heating must be zero. Consider the first order entropy
equation (E'). Because of (76), (77), (92) and since 9,5(*) = 0 this equation
becomes

s + w950 = p® 7 (y — 1) DIV (93)

Averaging over D, and taking into account that ,0(0), s do not depend on
the x-coordinate one has

85 + w7 9,51 = pO 77 (y — 1)D,Ei)ac (94)
Subtracting equation (94) from (93) yields

— —~—

w©®7 9,50 = pO (4 — 1) DY (95)

The integral of (84) and equation (95) define the vertical velocity w(?). The
last equation shows that if 8,s(1) # 0 the fluctuation of the leading order
vertical velocity w(®) is defined in terms of the first order perturbation of the

differential heating. If D(1) has no fluctuation then w® i identically zero.

pe

This means that w(® = w(©®" and the divergence constraint (87) reduces to

Vv, - ul® = _|Dl | / u®.ndL (96)
0Dy
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Higher order stratification 9,80 = 9,s(1) = 0. A detailed analysis for
very weak stratification with only second or higher order variations of en-
tropy with height is beyond the scope of this report. Preliminary consider-
ations have revealed that the strict coupling between vertical velocity and
heating, found in (90) and (95), is weakened. For very weak stratification
more complex dynamical balances of vertical momentum are expected to
emerge. The elaboration of an appropriate asymptotic analysis is work in
progress.

4.2.3 The anelastic and Boussinesq approximations.

Consider the anelastic approximation (37) in non-dimensional form

V- (pv) = (97)

where p is a vertically varying mean-state density i.e. p coincides with our
p°. Thus

V- (pv) = V- (000) = % - (00u) + 0. (pOw®) + O(M) = O(M)

The last equality follows from (87) and shows that (97) approximates the
full continuity equation up to terms O(M) as M — 0. Notice also that the
Boussinesq approximation (36):

V-v=0 (99)

may be as good as O(M) or as bad as O(1) depending on whether w(®) is

equal to zero or not. In case of leading order stratification w® is equal to
zero if and only if the heating D/Eg) is zero.
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4.2.4 First order perturbation.

Averaging (C1), (V1) and (E') over D, and taking into account the results
of the leading order analysis yields

oV + 0. (VM) = — po_L /uu).ndL

Dz
O0Da
/ u®.ndL

D= (100)

1
_ )=
TN
)

0:p" = —pg

Consider the time derivative of the state equation (S'):
8D = p@ 7 (3tp(1> _ c(U)Zatp(l)) (101)

Replacing d;s(!) in (100)3 with the above expression yields

o) — 29,00 4 pOTHM"9,50 = _ sO 505,50 4 (v — 1)DID

(1)
- %7(7 ~1)D

T

(102)

Equations (100);, (100)2 and (102) can be combined to obtain an ordinary

differential equation for the average first order vertical velocity w®”. Thisis
particularly simple for the case of zero leading order mass flux through 0D,

or, because of (26) in the limit Dy — 0. In these cases w(0)~ = D,EB) =0
and the above equations reduce to

(103)
d:p") = —plg

8p W — ©%9,01 4 O 1" 5,5® = (v — 1)DV”
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Taking the 9,-derivative of (103)3 and replacing 3,p(") and 9;p(!) by means
of (103); and (103) yields the following ODE for p(®w()”

[0(0)2} 0y (p“’)W”) +

(94 0:(c%) + p070.50)] . (pOw”

N——
+

(104)

BN (O BN () 0) (02) | (0) (0)2 1 ().
P=(y—=1)D,. (p g+ 0, (p c ) +pVe 8Z> Dyl u'/-ndL
0Dy

5 Meso and synoptic space scales, single time scale.

We consider the following particular case of the asymptotic ansatz (24)

Uz, z,t; M) ZMl )(x, €, 2,t) (105)

§:=Mzx (106)

under the general assumptions (A1)-(A3) and the following additional as-
sumptions:

9,5 =0 (107)

The physical domain D, is unbounded (108)

The unboundedness of D, together with the sub-linear growth condition
(26) imply that in the limit M — 0

—~ 1 .
VU = / UDndL =0 (109)
0Dy
as one can see by parameterizing |Dg|, |0Dg| through M and using the mean
value theorem to express the integral of U ()n on the boundary of Dy,
5.1 Asymptotic equations

Introducing the ansatz (105) into the governing equations (23) one obtains
the following cascade of asymptotic equations.
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5.1.1 Mass

) + Y - (pw) ) + 0, (pw) ) = 0 (e
0pD + V- (pu) + ¥ - (pw) ) + 0. (pw)) =0 (e

5.1.2 Horizontal momentum

Vep® =0 (H2)
Uup) + Gp® =0 (H™Y)

01 (pw) ) + V. - (puou)® + 0. (puw)® + Vpp® + vep»

I OORNG B ©) — pO (70
+ = ((u'§)0 +i(pw0)®) = DO (H°)
5.1.3 Vertical momentum
9,p" = —p0yg (V=2)
9.pM = —pyg (V1

Or(pw)® + % - (puw)®) + 0. (o) + 0:p® + pPg

1
— —(pu)® = DY (V%)

5.1.4 Entropy

- —y—1
=p 7 (y = 1)DP — pO 7 py(y —1)DO  (EY)

pe
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5.1.5 State

p© = 50,07 (59)

0
pD) = s @7 L 02,1 (07 plia

1
- (s1)

Notice that, due to assumption (A2), no dissipative effects appear on the
right hand side of the momentum equations of order less than zero and there
are no entropy equations of order less than zero.

5.2 Analysis
5.2.1 Leading order pressure, density and entropy.

p(O) (67 2, t) Av-
does not depend

The horizontal momentum equation (H~2) implies p(®)
eraging (H 1) over D, and taking into account that p
on x one has

0)

Ve + Vep® =0 (110)

Recalling (109) the above equation yields Vgp(o) = 0. Using this result in
(H 1) again one gets

p© =pO0(z,1) (111)

pM) =pM(g, 2,1) (112)
Through (V_Q), (V‘l) the above equations imply that

PO = pO(z,1) (113)

p) = pI(g, 2, 1) (114)

The state equations (S°), (S') show that the entropies s(°) and s*) do not
depend on x,€ and x, respectively. Recalling the additional assumption
(107) one has

s = 500 (z) (115)
st = 5M(g,2,t) (116)

The state equation (S°) can be used to express the leading order density on
the right hand side of (V~2) by means of p(*)(z,t) and s(°)(z). Integrating
this equation in z from the (unknown) initial condition pgo) (t) yields

pO(z,1) = p (1) + 70 (2) (117)
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Averaging (C°) over D, and taking into account (113) and (109) yields
3tp(0) + az(pmm)(o) =0 (118)

Because of the hydrostatic relationship (V ~2) this equation can be rewritten
as

8,0,p'% — g0, (pw=)® =0 (119)

Inserting (117) in the above equation shows that @,(p(Qw(®7) is equal to

zero. Since p(® — 0 for z — oo and w®” is bounded it must be

w®” =0 (120)

Inserting this constraint in (118) one gets 9;p(?) = 0 and, through the state
equation (S°) and the additional assumption (107) 9;p(® = 0.

Thus p®, p(o) (and s per assumption) only depend on the vertical
coordinate and are known through the initial condition:

p? =pO(z) (121)
P = p0)(z) (122)
s = 5O (z) (123)

Moreover the x-average of Dgg) (microscopical energy transport and radia-
tive heating) must be zero as one can see by averaging (E°) over D, and
taking into account (120):

DY =o (124)

5.2.2 Leading order velocity.

Assume the vertical velocity w(?) is known. Then the zero order continuity
equation (C?) can be interpreted as a divergence constraint for the horizontal
velocity w(®):

Y, - (p(U)u(U)) = pOv, ) = _az(p(O)w(O)) (125)

Subtracting 0; of the above equation from the a-scale divergence of the hor-
izontal momentum equation (HY) yields a two-dimensional Poisson problem
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for the second order pressure p(?):

Agp? = ata ( <°>w<°>) (126)
w0 w(O)azu(O))
- —v ( put8) +i(pwc) ™)
+ Vm D)

Given a right hand side and suitable boundary conditions for p?) equation
(126) provides, for each z, £ and ¢, the second order pressure. The time
derivative on the right hand side of (126) points back to the assumption
w® being known.

To find the vertical velocity w(®) consider the entropy equation (E).
Together with (115) this equation yields

w®9,50 = p©7(y —1)D[ (127)

and one has to distinguish between the two cases 9,50 # 0 and 9,50 = 0.

Leading order stratification 9,s(*) # 0. Equation (127) yields the ver-
tical velocity w(?) in terms of the differential heating i.e. of the fluctuations

of microscopical energy transport and radiative heating (remember that,
because of (120) and (124), w® and Dgg) are fluctuations):

0 (n _ 1) DO
0) — P (7 ) pe (128)
0,50

w(

If these fluctuations vanish (or, equivalently, if VmD/ES) = 0) then w(® = 0.
In this case the divergence constraint (125) becomes

V- ul® =0 (129)

Just as in section 4.2.2 equation (128) is consistent with the stationary limit
of small scales deep convection (69) of density fluctuations and is the non-
dimensional form of equation (2.2).

First order stratification 9,s(°) =0, 9,s(1) # 0. In this case equation
(127) yields

DO = (130)

pe
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i.e. the leading order differential heating must be zero. Consider the first
order entropy equation (E'). Because of (115), (116), (130) and since
9,59 = 0 this equation becomes

85 + w951 = pO 77 (y —1)DD) (131)

pe

Averaging over D, and taking into account that p(®, s(!) do not depend on
the x-coordinate and that w* = 0 one has

T

a5V = p0 77 (y —1)DLY (132)

Subtracting equation (132) from (131) yields

w®9,5M = pO 77 (n —1)DV (133)

The last equation shows that if 9,s(") # 0 the leading order vertical velocity
w® is defined in terms of the first order perturbation of the differential
heating. Just as in the case of leading order stratification if Dgi) has no
fluctuation in & (i.e. VD) = 0) w(® is identically zero and the divergence

pe

constraint (125) reduces to (129).

Higher order stratification 9,5(°) = 9,s(1) = 0. As in the single scale
analysis, the case of very weak stratification leads to a qualitatively different
regime in which large vertical displacements of mass elements are possible
without the action of entropy changing sources. On the other hand, any
entropy changes greater than O(M) that are imposed will immediately lead
to deep convection, since in the bulk of the atmosphere there is no balancing
layer in which the buoyancy of the affected mass element would be neutral-
ized. The mathematical structure of the resulting limit equations will be
discussed in a separate report.

5.2.3 The anelastic and Boussinesq approximations.

See section 4.2.3.
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5.2.4 First order perturbation.

Averaging (C1), (H?), (V1) and (E') over D, and taking into account the
results of the leading order analysis yields

2" + pO% - w4+ 0. (D7) =0

P00 + G = — —p© (u0ILS” + i ")

s + w7 9,50) = p© 7 (5~ 1)DD”
(134)
We start by deriving an equation for p(!) by eliminating Ve - w(®” from the
above system. Partial differentiation of (S') with respect to time yields,
together with (134);, (134)4:

T

9 + 0% PO . w0 = — 0%, (O M%) — HO KM, 5O

+(y—1)pD"

Subtracting the large scale divergence of ¢ times (134) from the time
derivative of the above equation yields

Bup™ — 0 Agp™) :écm)?p(mv& _ (u(ou S iw(O)C*)

T T

—%8,0,(pOwM7) — p079, 50 g, ®

(136)
1029, (50 %0 O")

T

+y = 1)3DY" — 0’ . DO

pu

Equation (136) shows that the first order perturbation pressure evolves ac-
cording to a wave-type equation. In low Mach number non-rotating flow
without gravity forces we know p(!) to be an acoustic pressure, see [8],[1].
Here the situation is more intriguing.

The first term on the right hand side represents the effects of rotation.
In the next section we will show that rotation couples the time evolution of
(" with the vorticity dynamics on the large (meso and synoptic) scales.

The sum of the second and of the third terms represents the coupling
between average vertical motion and p(!). Recalling (S') and (134)3 these
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terms can be written as

— 28,8, (00w = p©79, 50 g,,yM" = pO)g, (gwu)* _ c(oﬂazmm)
(137)

In the classical theory of perturbations of the rest state for non-rotating,
compressible, stratified flows this is the only term on the right hand side of
the evolution equation for the perturbation pressure, see equation (32).

The fourth term of (136) represents the effects of correlations between
fluctuations of w(®) and of w(®) on the z-scale. In fact

— T — e —— 2T

2O w0 = 40O = 40 0 (138)

The first equality holds because of (120). The second equality follows from
the fact that averages are defined on the whole domain of dependence and
therefore averages of fluctuations vanish, equation (31).

Finally the last two terms of the p(!) equation represent the effects of
microscopical transport and radiative heating.

5.2.5 First order pressure and large scale vorticity.

Consider the Coriolis term on the right hand side of (136). Recalling (120)
and substituting S° + S® for S and C” + C® for C yields

—

Ve - (umﬂs‘ +iw<0>c‘) =5V -uOL" + v <J<3>/L§ +iw® Ce )
(139)

In writing the first term on the right hand side of (139) we used the fact that

S is a function of & only and and S" is constant. Notice that, according to
the definition of u' (equation (20)), the following identities hold

Vi-ut=—kV xu (140)

E-V,xut=V u (141)

Introducing the synoptic density-weighted vorticity of the average leading
order horizontal velocity

T

¢ = p(o)k-Vg x w0 = _p(U)V€ O (142)
equation (136) can be re-written as

2 2=
Aup™M) — O AgpD) = —O7 70 4 p (143)

35



In the above equation f~ := S°/Ro is the mean Coriolis parameter. P
consists of the second term on the right hand side of (139) (i.e. the Coriolis
effects due to z-scale velocity fluctuations) and all but the first term of the
right hand side of (136).

v —

P = —C(O)Qataz(,o(o)mm) - P(O)Wazs(o)atw(l)

1 —

—|—§c(0)2p(0)VE- <JB>1§ + 4w Ce ) (144)

+%0,(pOu® w0 4 (y - 19D ~ % DY
Taking the k-component of the large scale curl of (134)y yields
gm
_ 2 50
Ro"

3tC(0) _ V% - MO

— Pk x (ngw +iw(©) e ) (145)

x T —

—k-Ng x 0, (P(O)mmm > +k-V x DY

Using the continuity equation (134); to rewrite the large scale divergence
of u(o_)m in terms of the time derivative of p!) and of vertical gradients of
p(o)w(l)m and the state equation (S') to express dpW) in terms of 9;p(H) and
drs() the above equation becomes

iy

ac® = g, 4 (146)
c(0)

The symbol @ represents the effects of vertical motion, correlations of fluc-
tuations, microscopical transports and radiative heating:

Q =T"0.(Ow") - =

= p k% (mm@ +iw© Ce )

by

(y—=1)DY — k- x 0. (p@)JO/)“”wTO)m ) +k-V x DO
(147)

c(0)?

Thus the time evolution of p(M), ¢() is described by the following coupled
system

2 2—a
2o (148)

9 =#atp<l> iy
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Notice that (148) must be closed with some equation for the average vertical

velocity w(!)” which appears both in P and in . In the case P = Q =0
the system (148) supports traveling waves of the form

R N (149)

provided that x? := k? 4 [? satisfies the dispersion relation
W? = 072 4 7 (150)

This is the dispersion relation for perturbations of the shallow water approx-
imation linearized about a geostrophic basic state, see [4] page 15.

5.2.6 First order closure

The closure of system (148) for the first order perturbation pressure p() and
for the large scale vorticity ¢ () requires an equation for the vertical velocity

T

w® ",

In the classical theory of perturbations of the rest state this equation is
obtained by eliminating the perturbation density from the linearized conti-
nuity and vertical momentum equations, see [5] pages 170-171.

In our low Mach number asymptotics the vertical velocity w®" is de-
fined, in much the same way as the leading order velocity w® in terms
of differential heating through the first order entropy evolution equation
(134)4. As for the leading order velocity one has to distinguish between the
cases of leading order, first order and higher order stratification.

Leading order stratification 9,s(®) # 0. Differentiating the state equa-
tion (SY) and using the vertical momentum equation (V ~2) one has

() 1 (0)
0 — _ 07 IP _— 9.,00 P
Dy s p 7 <p(0) 9.p" + gw“”) (151)

Taking the time derivative of the first order state equation (S') yields
apD = p079,s1) 1 079,51 (152)

Using the vertical momentum equation (134)3 the time derivative of s(!) can
be expressed in terms of the leading order solution and of vertical and time
derivatives of the first order perturbation pressure p(!):

ats(l) = p(O) B

2
O (gp(l) + 9 (9zp(1)) (153)

37



Substituting (151), (153) into the left hand side of (134)4 yields

1 (0) 9——= 1 2
ol .00 L g P ) 0%, = - (1) 4 0 (1)
g (,)(0) 9:p + gw“’) ™ w 50 2 (gp +c Op )

(154)

For a stably stratified atmosphere (9,5(°) > 0) the factor multiplying w®”
is positive and usually written in terms of a buoyancy frequency

(0) (0)
O 0:p p
N = —g ( 0 + gW’P(O)> (155)

In this case the system (148),(154) can be written as follows

Bup™ — O Acp) = — OZF¢ ) 4 )0, (gmw _ C(m?azmm)

N é(;(oﬂp(o)vg . <JH>1§ + uZ?O/)g>

+ 029, ()04 ©®" )

v 1Dl - P BT
0 =+ L0 + 70, (W)
C

()P )L G i 0) Pe
75" kVEX(u S® +iw C)

— kN x 0, (pwm”m”)

(y=1)DY" + k-5 x DO

£
pu

c(0)?

@ 1
N(O)Qc(o)Zw(l) =— mat (910(1) + C(O)zazp(1)>

9 v _1pW
+ p(o) ('Y ].)Dpe

T

(156)

System (156) supports internal gravity waves, acoustic waves and the Lamb
wave and represents the link between our asymptotic framework and the
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classical theory of small perturbations of the state of rest for compressible
stratified fluids, see section 2.

There are two major differences between the classical theory and the
present case. The first one is in the equation for the vertical velocity w(l) .
In the classical theory such equation is obtained through combination of

vertical momentum and continuity and contains a second order term O;;w(1)
on the left hand side.

The second differences lie in the right hand side of (156) where x-scale
correlations of fluctuations of the leading order solution, microscopical trans-
port and radiative heating appear as forcing terms in the equations. In the
classical theory these terms are absent due to the particular choice of the
basic state (of rest) and to linearization.

Notice that the stationary limit of (156) is a geostrophic motion on the
large horizontal scales. In this motion space variations of the Coriolis pa-
rameter, x-scale correlations of fluctuations of the leading order solution and
turbulent stresses perturb the geostrophic balance. This balance, however,
does not depend explicitely on the vertical velocity. In much the same way
as w(®), the vertical velocity wM” is defined in terms of average first order
heating and zero order stratification.

First order stratification 9,s(®) = 0, 9,s(Y) £ 0. Given a model for mi-
croscopical energy transport and radiative heating equation (134)4 can be
integrated to yield the first order perturbation entropy s, In turn s
can be plugged into the state equation (S') to express the right hand side
of the vertical momentum equation (134)3 in terms of the unknown pres-
sure p(I) (and of s(1)). Thus (134)3 can be integrated in z to yield the
p(M-decomposition

P (&, 2,8) = pi (&, ) + 7D (€, 2, 1) (157)

In this equation (1) is the solution of (134)3 with initial data 7(1) (€, 2,(£),t) =
0 on some arbitrary large scale dependent vertical level z = z;(&).

Notice that, since d,5(°) = 0, the third term of (144) vanishes and the
right hand side of the system (148) only depends on the z (but not on £ and
time) derivatives of w(1)",

Expressing the pressure p!) in (148 through (157) and averaging over
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D, yield the following system for p,()l), wz:

T

O ypl) — Aepl) =~ O — g, (pOw®D| — oD

t

= (pw)m“”gﬁ’z +ip 0w Ce )
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g ———

+ Oy 07 | = 007 40"

t b

+(y=1)c® 290D — v . DO
— 02y 4 Agr)’

OO =+ O o) + 7 (oD = pOw”| )
t b
1

- kY % (pm),ﬁﬁ”gf +ip<o>J6>”c~f’z>

Ro
)

2 Z

T T

k% x @«»mm&* 000 00"

t
— =,z

~ (=10 4+ k- x DO
+ 29,200

(158)

6 Conclusions, open questions and future work

The analysis presented in sections 3,4 and 5 has interesting implications for
the issues of modeling and computing atmospheric flows. So far, we can
draw the following conclusions:

1. The analysis shows that, in the limit of vanishing Mach and Froude
numbers, pressure perturbations of order O(M?) affect the velocity
field at leading order. Therefore, single variable representations of
the pressure field do not allow a meaningful computation of pressure
gradients. This is a well known problem in low Mach number flows,
see e.g. [15], [10], [8], [9], [14], [6], [1].

2. The analysis on meso and synoptic scales shows that, in the limit

M — 0 and for a stable or moderately stable stratification, the ver-
tical velocity w must satisfy a diagnostic constraint. This constraint
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takes the form of a simple relationship between vertical velocity, strat-
ification and heating (see, for instance, equation (90)) and is not a
form of the continuity equation. This result has three implications:

(a) Parameterizations of sub-scale physical processes involved in the
energy budget (e.g. turbulent heat transfer) are not completely
free and must satisfy an integral constraint as well.

(b) The second order perturbation pressure can be computed by solv-
ing, at each z = const. level, a two dimensional elliptic problem.
This problem involves a plain Laplace operator and can be solved
very efficiently with standard methods.

(c) There is no truly three-dimensional motion at meso and synoptic
scales. Thus, the question is whether numerical methods based on
the unconstraint integration of the full three-dimensional equa-
tion of motion can predict vertical winds which are consistent
with the asymptotic behavior of the true solution. If this is not
the case these methods are not suitable for computing slow at-
mospheric motion on such scales and under strong or moderate
stratification.

Notice that the last question can be answered by carefully defining
simple numerical experiments. In these experiments initial conditions,
boundary conditions and the parameterizations are prescribed in such
a way that the exact solution, albeit unknown, evolves in the low Mach
number regime. One can then compare the vertical velocities (and
the divergence of the horizontal winds) obtained from the numerical
solution with the results of the asymptotic analysis.

Let us stress the following point: this kind of computations can be
run at negligible costs, do not require the acquisition, storage, man-
agement and analysis of huge amounts of observational data, do not
raise the problem of evaluating the meaning, accuracy and consistency
of such data and provide a simple and clearcut scheme for validating
existing numerical methods and new computational approaches. The
vertical velocity issue is a paramount example of how results of the
asymptotic analysis can be used in the validation of numerical meth-
ods. In the context of slow atmospheric motion the vertical velocity
constraint plays the same role as the divergence-free constraint in the
incompressible Navier-Stokes equations. Other kinds of constraints
might be relevant as well. No matter what these constraint are, we
believe that such kind of experiments provide the scientific basis for
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a quantitative assessment of the efficiency and of the accuracy of nu-
merical methods and should play a crucial role in the development,
validation and evaluation of these methods.

3. The analysis of deep convection on the micro scales (section 3) reveals
a vertical velocity-density perturbation dynamics which is perfectly
consistent with the above mentioned diagnostic constraint for w: in
the quasi-steady limit equation (68) simply reduces to equation (90).

4. On meso and synoptic scales pressure tendencies are O(M). These can
be computed by integrating a system of second order partial differen-
tial equations. This system supports internal and barotropic gravity
waves, acoustic waves and Lamb waves and describes the dynamics of
first order perturbation pressure, first order average vertical velocity
and large scale vorticity (of the average horizontal velocity). It is a
generalization of the set of equations obtained in the classical theory
of perturbations from the state of rest for compressible stratified flows.

In the next step we want to apply the results obtained through asymptotic
analysis in the construction of efficient and robust methods for the numeri-
cal prediction of atmospheric flows. The approach is similar to that in [13]
where we have shown that it can be successfully used to extend Godunov-
type methods for hyperbolic systems of conservation laws to cope with in-
compressible variable density flows. We want to follow the same strategy
for low Mach number - low Froude number motion in the atmosphere. The
asymptotic analysis shows that, at vertical scales comparable with the scale
height, gravity strongly affects the structure of solutions of the governing
equations in the limit of vanishing Mach and Froude numbers. Some of
the results obtained in [8] (and systematically used in [13]) still hold: their
reformulation in numerical methods, however, is not straight-forward. We
also intend to derive guidelines and/or restrictions for a consistent parame-
terization of unresolved physical processes.

To achieve these goals we need a twofold strategy. On the theoretical
side we must

1. Better understand the limit of neutral stratification i.e. of ds/0z —
0. In particular we need to understand the behavior of the vertical
velocity in this limit.

2. Better understand the long time cumulative effects of advection pro-
cesses.
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3. Better understand the implications of deviations from the derived con-
straints on the leading order solution, e.g. in initial data that are
inferred from (under-resolved) measurements.

At the same time we need to define a small set of test problems on which the
“dynamics” kernel of standard methods for the numerical computation of
atmospheric motion can be run at different resolutions. These test problems
should be as simple as possible (dry atmosphere, no bottom topography,
rectangular computational domain, periodic boundary conditions) and at
the same time retain the essentials of the dynamics of atmospheric motions:
three space dimensions, various levels of stratification, rotation. The test
problems are to be used both to analyze numerical solutions obtained via
standard methods w.r.t. consistency with the results of the asymptotic
analysis and to test the computational strategies.
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