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Abstract

Semi-arid areas are characterized by small water resources. An increasing water
demand due to population growth and economic development as well as a possible
decreasing water availability in the course of climate change may aggravate water
scarcity in future in these areas. The quantitative assessment of the water resources
is a prerequisite for the development of sustainable measures of water management.
For this task, hydrological models within a dynamic integrated framework are indis-
pensable tools.

The main objective of this study is to develop a hydrological model for the quantifica-
tion of water availability over a large geographic domain of semi-arid environments.
The study area is the Federal State of Ceará in the semi-arid north-east of Brazil. Sur-
face water from reservoirs provides the largest part of water supply. The area has
recurrently been affected by droughts which caused serious economic losses and
social impacts like migration from the rural regions.

The hydrological model WASA (Model of �ater �vailability in �emi-�rid Environ-
ments) developed in this study is a deterministic, spatially distributed model. Water
availability is determined in terms of river discharge, storage volumes in reservoirs
and soil moisture. Specific model formulations applicable for hydrological processes
under semi-arid conditions are used. Temporal and spatial scaling approaches are
applied to link the process scales with the scales of interest for model application.
Modelling units are defined by similarity of landscape characteristics with regard to
both lateral and vertical hydrological processes.

Model applications of WASA generally result in a good model performance when com-
pared to observed historical time series of river discharge and reservoir storage volu-
mes. An appropriate process representation is shown to be the basis for reliable
simulation results. However, the results are characterized by large uncertainties,
mainly due to uncertainties of the input data in view of the low data availability. This
refers in particular to rainfall data and soil parameters. Results of model simulations
for climate scenarios until the year 2050 show that a possible future change in preci-
pitation volumes causes a larger percentage change in runoff volumes by a factor of
two to three. In the case of a decreasing precipitation trend, the efficiency of new
reservoirs for securing water availability tends to decrease in the study area because
of the interaction of the large number of reservoirs in retaining the overall decreasing
runoff volumes.
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Summary
Summary
Semi-arid areas are, due to their climatic setting, char-
acterized by small water resources. An increasing wa-
ter demand as a consequence of population growth
and economic development as well as a decreasing
water availability in the course of possible climate
change may aggravate water scarcity in future, which
often exists already for present-day conditions in these
areas. Understanding the mechanisms and feedbacks
of complex natural and human systems, together with
the quantitative assessment of future changes in vol-
ume, timing and quality of water resources are a pre-
requisite for the development of sustainable measures
of water management to enhance the adaptive capacity
of these regions. For this task, dynamic integrated
models, containing a hydrological model as one com-
ponent, are indispensable tools.

The main objective of this study is to develop a hy-
drological model for the quantification of water avail-
ability in view of environmental change over a large
geographic domain of semi-arid environments.

The study area is the Federal State of Ceará
(150 000km2) in the semi-arid north-east of Brazil.
Mean annual precipitation in this area is 850mm, fall-
ing in a rainy season with duration of about five
months. Being mainly characterized by crystalline
bedrock and shallow soils, surface water provides the
largest part of the water supply. The area has recur-
rently been affected by droughts which caused serious
economic losses and social impacts like migration
from the rural regions.

The hydrological model WASA (Model of Water
Availability in Semi-Arid Environments) developed in
this study is a deterministic, spatially distributed mod-
el being composed of conceptual, process-based ap-
proaches. Water availability (river discharge, storage
volumes in reservoirs, soil moisture) is determined
with daily resolution. Sub-basins, grid cells or admin-
istrative units (municipalities) can be chosen as spatial
target units. The administrative units enable the cou-
pling of WASA in the framework of an integrated
model which contains modules that do not work on
the basis of natural spatial units.

The target units mentioned above are disaggregated in
WASA into smaller modelling units within a new mul-
ti-scale, hierarchical approach. The landscape units
defined in this scheme capture in particular the effect
of structured variability of terrain, soil and vegetation
characteristics along toposequences on soil moisture
and runoff generation. Lateral hydrological processes
at the hillslope scale, as reinfiltration of surface run-
off, being of particular importance in semi-arid envi-
ronments, can thus be represented also within the
large-scale model in a simplified form. Depending on
the resolution of available data, small-scale variability
is not represented explicitly with geographic reference
in WASA, but by the distribution of sub-scale units and
by statistical transition frequencies for lateral fluxes
between these units.

Further model components of WASA which respect
specific features of semi-arid hydrology are: (1) A
two-layer model for evapotranspiration comprises en-
ergy transfer at the soil surface (including soil evapo-
ration), which is of importance in view of the mainly
sparse vegetation cover. Additionally, vegetation pa-
rameters are differentiated in space and time in de-
pendence on the occurrence of the rainy season.
(2) The infiltration module represents in particular in-
filtration-excess surface runoff as the dominant runoff
component. (3) For the aggregate description of the
water balance of reservoirs that cannot be represented
explicitly in the model, a storage approach respecting
different reservoirs size classes and their interaction
via the river network is applied. (4) A model for the
quantification of water withdrawal by water use in dif-
ferent sectors is coupled to WASA. (5) A cascade mod-
el for the temporal disaggregation of precipitation
time series, adapted to the specific characteristics of
tropical convective rainfall, is applied for the generat-
ing rainfall time series of higher temporal resolution.



XVIII Summary
All model parameters of WASA can be derived from
physiographic information of the study area. Thus,
model calibration is primarily not required.

Model applications of WASA for historical time series
generally results in a good model performance when
comparing the simulation results of river discharge
and reservoir storage volumes with observed data for
river basins of various sizes. The mean water balance
as well as the high interannual and intra-annual varia-
bility is reasonably represented by the model. Limita-
tions of the modelling concept are most markedly seen
for sub-basins with a runoff component from deep
groundwater bodies of which the dynamics cannot be
satisfactorily represented without calibration.

Further results of model applications are:

(1) Lateral processes of redistribution of runoff and
soil moisture at the hillslope scale, in particular re-
infiltration of surface runoff, lead to markedly
smaller discharge volumes at the basin scale than
the simple sum of runoff of the individual sub-are-
as. Thus, these processes are to be captured also in
large-scale models. The different relevance of
these processes for different conditions is demon-
strated by a larger percentage decrease of dis-
charge volumes in dry as compared to wet years.

(2) Precipitation characteristics have a major impact
on the hydrological response of semi-arid environ-
ments. In particular, underestimated rainfall inten-
sities in the rainfall input due to the rough
temporal resolution of the model and due to inter-
polation effects and, consequently, underestimated
runoff volumes have to be compensated in the
model. A scaling factor in the infiltration module
or the use of disaggregated hourly rainfall data
show good results in this respect.
The simulation results of WASA are characterized by
large uncertainties. These are, on the one hand, due to
uncertainties of the model structure to adequately rep-
resent the relevant hydrological processes. On the oth-
er hand, they are due to uncertainties of input data and
parameters particularly in view of the low data availa-
bility. Of major importance is:

(1) The uncertainty of rainfall data with regard to their
spatial and temporal pattern has, due to the strong
non-linear hydrological response, a large impact
on the simulation results.

(2) The uncertainty of soil parameters is in general of
larger importance on model uncertainty than un-
certainty of vegetation or topographic parameters.

(3) The effect of uncertainty of individual model com-
ponents or parameters is usually different for years
with rainfall volumes being above or below the av-
erage, because individual hydrological processes
are of different relevance in both cases. Thus, the
uncertainty of individual model components or pa-
rameters is of different importance for the
uncertainty of scenario simulations with increasing
or decreasing precipitation trends.

(4) The most important factor of uncertainty for sce-
narios of water availability in the study area is the
uncertainty in the results of global climate models
on which the regional climate scenarios are based.
Both a marked increase or a decrease in precipita-
tion can be assumed for the given data.

Results of model simulations for climate scenarios un-
til the year 2050 show that a possible future change in
precipitation volumes causes a larger percentage
change in runoff volumes by a factor of two to three.
In the case of a decreasing precipitation trend, the effi-
ciency of new reservoirs for securing water availabili-
ty tends to decrease in the study area because of the
interaction of the large number of reservoirs in retain-
ing the overall decreasing runoff volumes.



Zusammenfassung
Zusammenfassung
Semiaride Gebiete sind auf Grund der klimatischen
Bedingungen durch geringe Wasserressourcen ge-
kennzeichnet. Ein zukünftig steigender Wasserbedarf
in Folge von Bevölkerungswachstum und ökonomi-
scher Entwicklung sowie eine geringere Wasserver-
fügbarkeit durch mögliche Klimaänderungen können
dort zu einer Verschärfung der vielfach schon heute
auftretenden Wasserknappheit führen. Das Verständ-
nis der Mechanismen und Wechselwirkungen des
komplexen Systems von Mensch und Umwelt sowie
die quantitative Bestimmung zukünftiger Veränderun-
gen in der Menge, der zeitlichen Verteilung und der
Qualität von Wasserressourcen sind eine grundlegende
Voraussetzung für die Entwicklung von nachhaltigen
Maßnahmen des Wassermanagements mit dem Ziel
einer höheren Anpassungsfähigkeit dieser Regionen
gegenüber künftigen Änderungen. Hierzu sind dyna-
mische integrierte Modelle unerlässlich, die als eine
Komponente ein hydrologisches Modell beinhalten. 

Vorrangiges Ziel dieser Arbeit ist daher die Erstellung
eines hydrologischen Modells zur großräumigen Be-
stimmung der Wasserverfügbarkeit unter sich ändern-
den Umweltbedingungen in semiariden Gebieten.

Als Untersuchungsraum dient der im semiariden tropi-
schen Nordosten Brasiliens gelegene Bundestaat Ce-
ará (150 000km2). Die mittleren Jahresniederschläge
in diesem Gebiet liegen bei 850mm innerhalb einer
etwa fünfmonatigen Regenzeit. Mit vorwiegend kris-
tallinem Grundgebirge und geringmächtigen Böden
stellt Oberflächenwasser den größten Teil der Wasser-
versorgung bereit. Die Region war wiederholt von
Dürren betroffen, die zu schweren ökonomischen
Schäden und sozialen Folgen wie Migration aus den
ländlichen Gebieten geführt haben.

Das hier entwickelte hydrologische Modell WASA

(Model of Water Availability in Semi-Arid Environ-
ments) ist ein deterministisches, flächendifferenzier-
tes Modell, das aus konzeptionellen, prozess-basierten
Ansätzen aufgebaut ist. Die Wasserverfügbarkeit (Ab-
fluss im Gewässernetz, Speicherung in Stauseen, Bo-
denfeuchte) wird mit täglicher Auflösung bestimmt.
Als räumliche Zieleinheiten können Teileinzugsgebie-
te, Rasterzellen oder administrative Einheiten (Ge-
meinden) gewählt werden. Letztere ermöglichen die
Kopplung des Modells im Rahmen der integrierten
Modellierung mit Modulen, die nicht auf der Basis na-
türlicher Raumeinheiten arbeiten.

Im Rahmen eines neuen skalenübergreifenden, hierar-
chischen Ansatzes werden in WASA die genannten
Zieleinheiten in kleinere räumliche Modellierungsein-
heiten unterteilt. Die ausgewiesenen Landschaftsein-
heiten erfassen insbesondere die strukturierte
Variabilität von Gelände-, Boden- und Vegetationsei-
genschaften entlang von Toposequenzen in ihrem Ein-
fluss auf Bodenfeuchte und Abflussbildung. Laterale
hydrologische Prozesse auf kleiner Skala, wie die für
semiaride Bedingungen bedeutsame Wiederversicke-
rung von Oberflächenabfluss, können somit auch in
der erforderlichen großskaligen Modellanwendung
vereinfacht wiedergegeben werden. In Abhängigkeit
von der Auflösung der verfügbaren Daten wird in
WASA die kleinskalige Variabilität nicht räumlich ex-
plizit sondern über die Verteilung von Flächenanteilen
subskaliger Einheiten und über statistische Übergangs-
häufigkeiten für laterale Flüsse zwischen den Einhei-
ten berücksichtigt.

Weitere Modellkomponenten von WASA, die spezifi-
sche Bedingungen semiarider Gebiete berücksichti-
gen, sind: (1) Ein Zwei-Schichten-Modell zur
Bestimmung der Evapotranspiration berücksichtigt
auch den Energieumsatz an der Bodenoberfläche (in-
klusive Bodenverdunstung), der in Anbetracht der
meist lichten Vegetationsbedeckung von Bedeutung
ist. Die Vegetationsparameter werden zudem flächen-
und zeitdifferenziert in Abhängigkeit vom Auftreten
der Regenzeit modifiziert. (2) Das Infiltrationsmodul
bildet insbesondere Oberflächenabfluss durch Infiltra-
tionsüberschuss als dominierender Abflusskomponen-
te ab. (3) Zur aggregierten Beschreibung der
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Wasserbilanz von im Modell nicht einzeln erfassbaren
Stauseen wird ein Speichermodell unter Berücksichti-
gung verschiedener Größenklassen und ihrer Interakti-
on über das Gewässernetz eingesetzt. (4) Ein Modell
zur Bestimmung der Entnahme durch Wassernutzung
in verschiedenen Sektoren ist an WASA gekoppelt.
(5) Ein Kaskadenmodell zur zeitlichen Disaggregie-
rung von Niederschlagszeitreihen, das in dieser Arbeit
speziell für tropische konvektive Niederschlagseigen-
schaften angepasst wird, wird zur Erzeugung höher
aufgelöster Niederschlagsdaten verwendet.

Alle Modellparameter von WASA können von physio-
graphischen Gebietsinformationen abgeleitet werden,
sodass eine Modellkalibrierung primär nicht erforder-
lich ist. 

Die Modellanwendung von WASA für historische Zeit-
reihen ergibt im Allgemeinen eine gute Übereinstim-
mung der Simulationsergebnisse für Abfluss und
Stauseespeichervolumen mit Beobachtungsdaten in
unterschiedlich großen Einzugsgebieten. Die mittlere
Wasserbilanz sowie die hohe monatliche und jährliche
Variabilität wird vom Modell angemessen wiederge-
geben. Die Grenzen der Anwendbarkeit des Modell-
konzepts zeigen sich am deutlichsten in Teilgebieten
mit Abflusskomponenten aus tieferen Grundwasserlei-
tern, deren Dynamik ohne Kalibrierung nicht zufrie-
denstellend abgebildet werden kann.

Die Modellanwendungen zeigen weiterhin:

(1) Laterale Prozesse der Umverteilung von Boden-
feuchte und Abfluss auf der Hangskala, vor allem
die Wiederversickerung von Oberflächenabfluss,
führen auf der Skala von Einzugsgebieten zu deut-
lich kleineren Abflussvolumen als die einfache
Summe der Abflüsse der Teilflächen. Diese Pro-
zesse sollten daher auch in großskaligen Modellen
abgebildet werden. Die unterschiedliche Ausprä-
gung dieser Prozesse für unterschiedliche Bedin-
gungen zeigt sich an Hand einer prozentual
größeren Verringerung der Abflussvolumen in tro-
ckenen im Vergleich zu feuchten Jahren.

(2) Die Niederschlagseigenschaften haben einen sehr
großen Einfluss auf die hydrologische Reaktion in
semiariden Gebieten. Insbesondere die durch die
grobe zeitliche Auflösung des Modells und durch
Interpolationseffekte unterschätzten Niederschlags-
intensitäten in den Eingangsdaten und die daraus
folgende Unterschätzung von Abflussvolumen
müssen im Modell kompensiert werden. Ein Ska-
lierungsfaktor in der Infiltrationsroutine oder die
Verwendung disaggregierter stündlicher Nieder-
schlagsdaten zeigen hier gute Ergebnisse.

Die Simulationsergebnisse mit WASA sind insgesamt
durch große Unsicherheiten gekennzeichnet. Diese
sind einerseits in Unsicherheiten der Modellstruktur
zur adäquaten Beschreibung der relevanten hydrologi-
schen Prozesse begründet, andererseits in Daten- und
Parametersunsicherheiten in Anbetracht der geringen
Datenverfügbarkeit. Von besonderer Bedeutung ist: 

(1) Die Unsicherheit der Niederschlagsdaten in ihrem
räumlichen Muster und ihrer zeitlichen Struktur
hat wegen der stark nicht-linearen hydrologischen
Reaktion einen großen Einfluss auf die Simulati-
onsergebnisse.

(2) Die Unsicherheit von Bodenparametern hat im
Vergleich zu Vegetationsparametern und topogra-
phischen Parametern im Allgemeinen einen größe-
ren Einfluss auf die Modellunsicherheit.

(3) Der Effekt der Unsicherheit einzelner Modellkom-
ponenten und -parameter ist für Jahre mit unter-
oder überdurchschnittlichen Niederschlagsvolumen
zumeist unterschiedlich, da einzelne hydrologische
Prozesse dann jeweils unterschiedlich relevant
sind. Die Unsicherheit einzelner Modellkomponen-
ten- und parameter hat somit eine unterschiedliche
Bedeutung für die Unsicherheit von Szenarienrech-
nungen mit steigenden oder fallenden Nieder-
schlagstrends.

(4) Der bedeutendste Unsicherheitsfaktor für Szenari-
en der Wasserverfügbarkeit für die Untersuchungs-
region ist die Unsicherheit der den regionalen
Klimaszenarien zu Grunde liegenden Ergebnisse
globaler Klimamodelle. Eine deutliche Zunahme
oder Abnahme der Niederschläge bis 2050 kann
gemäß den hier vorliegenden Daten für das Unter-
suchungsgebiet gleichermaßen angenommen wer-
den.

Modellsimulationen für Klimaszenarien bis zum Jahr
2050 ergeben, dass eine mögliche zukünftige Verän-
derung der Niederschlagsmengen zu einer prozentual
zwei- bis dreifach größeren Veränderung der Abfluss-
volumen führt. Im Falle eines Trends von abnehmen-
den Niederschlagsmengen besteht in der
Untersuchungsregion die Tendenz, dass auf Grund der
gegenseitigen Beeinflussung der großen Zahl von
Stauseen beim Rückhalt der tendenziell abnehmenden
Abflussvolumen die Effizienz von neugebauten Stau-
seen zur Sicherung der Wasserverfügbarkeit zuneh-
mend geringer wird. 
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1.1 Background and Motivation
About one-third of the world’s population presently
lives in countries of water stress (IPCC, 2001).
Amongst these are semi-arid environments which are,
by their natural setting, areas of small water resources.
As limited water availability imposes strong restric-
tions on natural and human systems, the vulnerability
of these areas to climate variability and possible future
climate change is potentially high. The degree of vul-
nerability is, on the one hand, dependent on the im-
pact of climate variability and change on the natural
system, e.g., on the volume and timing of river dis-
charge. On the other hand, the vulnerability depends
on the adaptive capacity of the human system (econo-
my, society), e.g., on the effectiveness of implement-
ing water resources management structures to cope
with the changed conditions. Societies in semi-arid ar-
eas of developing regions often are most vulnerable
because already for present-day conditions the water
demand approaches availability. Population growth
and economic development may even increase the de-
mand in future. Although the population’s traditions
and knowledge of the local conditions may help to
mitigate the effect of water scarcity at the short term,
this is not adequate to manage future changing bound-
ary conditions and to reduce vulnerability per se. Sim-
ilarly, the lack of an institutional framework for water
resources management often enhances the vulnerabili-
ty of these societies, as unmanaged systems are likely
to be most vulnerable to climate change (IPCC, 2001).

According to the latest summary on possible future
climate change for various global scenario assump-
tions (IPCC, 2001), global warming of 1.4-5.8°C can
be expected for the period 1990-2100. While precipi-
tation is expected to increase at the global scale, both
increasing and decreasing trends are projected for low
latitudes where most developing semi-arid areas are
located. Concerning the El Niño-Southern Oscillation
(ENSO), El Niño events are expected to increase in fre-
quency and intensity and this is likely to apply also
for extremes which are usually related to El Niño,
such as droughts in north-eastern Brazil.

In the above context, the challenge is to develop in-
tegrated solutions in the field of water resources
which consider global change impact both on water
availability and on water demand, including changing
economic and social factors and their feedbacks, i.e.,
being a combination of supply management and de-
mand management (e.g., KUNDZEWICZ ET AL., 2001).
Environmental systems and in particular coupled man-
aged systems, such as that of water resources, usually
have a non-linear response to changes in climate forc-
ing due to the existence of several thresholds where
processes change (ARNELL, 2000). Understanding the
mechanisms of such complex systems and assessing
their response to possible changes is an essential pre-
requisite for the development of adaptation strategies.
Mathematical models are an indispensable tool for this
purpose. Integrated modelling approaches have been
developed for climate change studies, linking compo-
nent models of the climate, water, agricultural and the
socioeconomic sector (for examples, see KROL ET AL.,
2002). A hydrological module for quantifying water
availability, which transforms the climate forcing into,
e.g., river discharge or soil moisture, is of major con-
cern within such an approach.

The joint Brazilian-German research project
WAVES (Water Availability and Vulnerability of Eco-
systems and Society in the North-East of Brazil)
(GAISER ET AL., 2002a) studied the dynamic relation-
ships between water availability, agriculture and qual-
ity of live in the rural semi-arid north-east of Brazil,
taking into account changes in the driving forces of
the system, such as climate or population growth. The
region has been struck by recurrent drought periods,
which caused fatalities, economic losses and migration
(e.g., MAGALHAES ET AL., 1988). One objective with-
in WAVES was to develop an integrated model (SIM,
see KROL ET AL., 2001) which works at the scale of
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Federal States, linking modules of water availability
and use, crop yield, agro-economy and demography.
The model allows to analyse possible climate change
impacts and run scenario simulations in order to sup-
port the planning of regional development, particularly
in the field of water resources, in an integrative and
sustainable sense as mentioned above. In this context,
a hydrological model for the quantification of water
availability is essentially required as one component
of the integrated model and as a stand-alone version.
1.2 Objectives
The objective of this study is to develop a hydrological
model for the quantification of water availability over
a large geographic domain of a semi-arid environ-
ment. This general objective is specified according to
the requirements within the framework of the WAVES

project and the scientific interests in the field of hy-
drology as follows:

(1) Water availability is to be assessed in terms of riv-
er discharge, reservoir storage and soil moisture.
Quantification of groundwater resources, being of
small importance in the study area, is not within
the scope of this study.

(2) Spatially distributed results on water availability
are to be provided by the model for the Federal
State of Ceará in Brazil with a total area of
150000 km2. The spatial distribution primarily re-
fers to sub-basins and administrative units (muni-
cipalities). Within these units, further distributed
data on soil moisture are to be given for areas with
differing soil characteristics. (To confine the size
of this thesis, only the State with a better data
availability (Ceará) is considered here, although
WAVES covered two States (Ceará and Piauí)).
(3) The modelling concept should be applicable to the
semi-arid environment of the study area in view of
its specific hydro-climatological and physiographic
conditions. The relevance of these features for the
assessment of water availability is to be assessed.

(4) The model should be able to capture the influence
of a changing environment on water availability.
This primarily refers to the effects of a changing
regional climate in the course of global climate
change. Other changes include those of land cover
and water infrastructure.

(5) Beside of being a stand-alone hydrological model,
one model version has to serve as a module of the
integrated model SIM (see Chapter 1.1). Thus, ade-
quate interfaces to adjacent modules are to be pro-
vided in terms of input/output variables and their
spatial and temporal scale. In this respect, one im-
portant component is to quantify soil moisture as
input of a crop production model.

(6) Uncertainties in the results of model application
are to be identified and assessed in the interpreta-
tion of the results.
1.3 Structure of this Study
As a basis for working on the above objectives, the
study area is characterized with respect to its main
features relevant for hydrology and water resources in
Chapter 2, including a summary of available data. De-
fining the state of the art of knowledge in the hydrolo-
gy of semi-arid environments is another prerequisite
for this study, given in Chapter 3. The literature re-
view describes the most important hydrological proc-
esses, while specifying what is known about them in
the study area. Additionally, the scientific basis is set
in Chapter 3 on how this knowledge is transferred into
hydrological models, both for individual processes as
well as for more complex watershed modelling.

Taking into consideration the objectives of this
study (Chapter 1), the characteristics of the study area
(Chapter 2) and the scientific basis (Chapter 3), the re-
search needs and the modelling concept for this study
are defined in Chapter 3.5. The term modelling con-
cept refers not only to the requirements on a hydrolog-
ical model itself, but comprises adequate ways of
model parameterization, validation and the assessment
of reliability of model results.

The features of the hydrological model WASA, of
which the development is the main topic of this study,
are described in Chapter 4. In Chapter 5, results of
model applications are presented and analysed. This
includes sensitivity analysis, model validation and sce-
nario calculations at different spatial scales. Chapter 6
brings together the results into a final discussion on
the potentials and limitations of the modelling concept
and concludes with further research needs.
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Study Area 2

2.1 Federal State of Ceará, Brazil
2.1.1 Location and overview

The study area of the Federal State of Ceará is located
in the north-east of Brazil between 2° to 8° South and
37° to 42° West (Fig. 2.1). In the north, Ceará borders
on the Atlantic Ocean. The study area is 146350 km2

in size.  Elevation reaches 700-950 m in the mountain-
ous areas at the western and southern border and in
some coastal mountain ridges. The population of
Ceará is 7.4 Mio of which about 2.7 Mio live in the
metropolitan area of Fortaleza, the capital of the State
(CEARÁ, 2002). 

According to ARAúJO (1990), more than 90% of the
area of Ceará are located in the so-called ‘drought pol-
ygon’. This a zone of in total about 1·106 km2 which
spreads out on several States of north-eastern Brazil,
being characterized by a semi-arid climate of high
variability (see Chapter 2.1.2 for more details) and by
recurrent drought periods due to one or more consecu-
tive years of low and/or poorly distributed precipita-

Fig. 2.1 Location of the study area (Federal State of
Ceará, Brazil).
tion. The population has directly been affected by
these droughts by lack of drinking water, food and
work. Economic losses have been considerable, partic-
ularly in the agricultural sector. Migration to the
coastal centres and to the Amazonian region has been
a common response of the rural population (see, e.g.,
MAGALHAES ET AL., 1988).

2.1.2 Climate

The large-scale circulation pattern which controls the

annual and seasonal cycle of climate in north-eastern
Brazil is illustrated in Fig. 2.2. The two seasons of this
area, i.e., a rainy and a dry period, are determined by
the position of the Innertropical Convergence Zone

Fig. 2.2 Scheme of the large-scale circulation patterns
over the tropical Atlantic Ocean, causing (a) dry and (b)
wet conditions in north-eastern Brazil (from WERNER &
GERSTENGARBE, 2002).



4 Study Area
(ITCZ) which moves south- and northward during the
year, reaching its southernmost position about in
March. Rainfall in Ceará mainly occurs if the ITCZ is
located in the study area. Its position is determined by
atmospheric high pressure areas over the Atlantic
Ocean, which, in turn, depend on the sea surface tem-
perature (SST). If the ITCZ does not shift south enough
to reach the continent due to anomalies in the oceanic
patterns, this may considerably decrease the rainfall
amounts in the rainy period of Ceará and possibly
cause a drought event as mentioned in Chapter 2.1.1
(e.g., HASTENRATH & GREISCHAR, 1993; WERNER &
GERSTENGARBE, 2002). This situation, i.e., droughts
in north-eastern Brazil, are often related to the low
phase of the Southern Oscillation (ENSO), i.e., El Niño
events (summarized in IPCC, 2001).

In the study area of north-eastern Brazil the princi-
pal mechanisms which generate rainfall are: (1) The
ITCZ (the dominant mechanism, see above), (2) cold
fronts and their remnants from high latitudes of the
southern hemisphere, (3) tropical meso-scale mecha-
nisms, like upper tropospheric cyclonic vortices, land-
sea circulations and topography-driven meso-scale cir-
culations and (4) local convection due to surface heat-
ing (RAMOS, 1975; KOUSKY, 1979; KOUSKY, 1980;
KOUSKY & GAN, 1981; NOBRE & MOLION, 1988). All
mechanisms produce favourable conditions for as-
cending motion of moist air and the generation of con-
Fig. 2.3  Spatial distribution of (a) mean annual precipitation and of (b) the coefficient of variation of annual precipiation
in Ceará, period 1960-1998, data Set 2 (see Chapter 2.1.6.2).
vective precipitation (NOBRE & MOLION, 1988).
The rainfall regime is characterized by a rainy sea-

son with duration of about 5 months between January
and June and a maximum in March or April (Fig. 2.4).
Mean annual rainfall in Ceará varies between 550 mm
in the interior to more than 1500 mm in mountainous
areas in the north-west and in the coastal zone (see the
spatial pattern for the data available in this study in
Fig. 2.3, and also, e.g., UVO & BERNDTSSON, 1996;
GERSTENGARBE & WERNER, 2002). The seasonal and
interannual variability is very high. The coefficient of
variation of annual precipitation is 0.35 in the example
of Fig. 2.4, 0.36 in average for the study area and may
reach more than 0.40 in some parts (Fig. 2.3), as re-
ported also by KOUSKY (1979) for north-eastern Bra-
zil. This is in the range of Mediterranean drylands,
where a typical value is 0.35 (THORNES, 1996).   

The temporal and spatial variability of other cli-
mate elements in the study area is comparatively low.
For an annual mean temperature of about 25°C, the
seasonal variation is in the range of 3°C, with its max-
imum around December and its minimum in June.
Relative humidity of the air is about 60% in average
and direct insolation reaches 2800 hours yearly
(ARAúJO, 1990; WERNER & GERSTENGARBE, 2002,
see also Table 2.4).

 According to the classification of UNESCO (1979),
the degree of aridity of climate regimes is based on
the ratio of mean annual precipitation to mean annual
potential evaporation estimated by the PENMAN ap-
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proach. Areas for which this ratio drops below 0.2 are
classified as arid, areas up to a value of 0.5 are semi-
arid. With mean annual precipitation of about 860mm
and potential evaporation of about 2100mm (estimat-
ed from the available climate data, Chapter 2.1.6.2),
Ceará is within the semi-arid range.

2.1.3 Vegetation

The natural vegetation in large parts of the study area
is called caatinga. It is a woodland with a mixture of
trees and shrubs with mainly small and few leaves
which are deciduous in the dry season, and an annual
herbaceous understorey. Thorn-bearing species and
xerophytes are frequent in the drier parts of the area.
The morphology of the caatinga vegetation is, unlike
to some other semi-arid areas, e.g., as shown for the
Rambla Honda site in Spain (DOMINGO ET AL., 1998)
or for tiger-bush in the Sahel region (LLOYD ET AL.,
1992), usually not characterised by a sharply contrast-
ing pattern of individual shrubs or perennial grasses
with open areas of bare soil, except of some heavily
degraded areas. Instead, the caatinga vegetation builds
a comparatively continuous vegetation layer of more
or less density. Canopy density, height and the propor-
tion of non-deciduous species generally increases with
the amount of mean annual rainfall. The most elevat-
ed, humid parts of the study area (less than 1% of to-
tal area) are covered by evergreen forests or their
remnants. The main agricultural use is by extensive
cattle farming and cultivation of crops for subsistence
use (mainly beans and maize). Other plantations,
which partly include crops for export, have a less im-

Fig. 2.4 Annual rainfall and monthly distribution in the
interior of Ceará, example for the watershed of reservoir
Várzea do Boi (1400 km2), period 1960-98 (Data Set 2,
Chapter 2.1.6.2). Boxes are limited by the 25th and 75th
percentiles, black line within box = median, red line =
mean, whiskers mark 10th and 90th percentiles.
portant spatial extension relative to the total study area
(e.g., cashew, rice, banana, cotton, vegetables) (see
e.g., ANDRADE-LIMA (1981), MDME (1981a,b),
MAGALHAES ET AL. (1988) and SAMPAIO (1995) for
an overview on land cover characteristics.)

2.1.4 Geology and soils

The main geological unit in about 80% of the study
area of Ceará is the Precambrian and Proterozoic crys-
talline basement. Elevated parts at the western (Serra
do Ibipapa), southern (Chapada do Araripe) and east-
ern (Chapada do Apodí) fringe of the study area are
built of younger (mainly Mesozoic) sedimentary lay-
ers. In the coastal zone, the basement is covered by
tertiary sediments, and in valleys of the crystalline al-
luvial deposits of the Holocene occur (see DNPM,
1983).

Soils (JACOMINE ET AL., 1973) on the crystalline base-
ment tend to be shallow and clayey and often contain
a significant amount of rock fragments. They can
roughly be classified as shallow, poorly developed or
eroded Regosols or Leptosols (‘Litólicos’ according to
the Brazilian classification), stronger developed non-
calcareous eutrophic cambisols (‘Bruno Não Calcico’)
or, mainly in areas with more rainfall, deeper luvisols
with indication of displacement of clay particles
(‘Podzólicos’). On eutrophic bedrock heavy clay soils
with shrinking characteristics may develop (‘Vertiso-
los’). Larger rock outcrops are frequent. In lower top-
ographic positions, alluvial soils and soils with
hydromorphic characteristics, including a sandy top
soil and a very dense, clayey subsoil (‘Planosolos’)
and, in some parts, salinization characteristics (‘Plano-
solos solódicos’ or ‘Solonetz’) occur. Soils on the sed-

Table 2.1 Major soil types and their percentage of the
total study area of Ceará.

Soil type Fraction of area (%)

Litólicos 24.2

Podzólicos 24.1

Bruno Não Calcico 12.5

Planosolos 10.0

Latosolos 6.8

Solonetz 6.4

Areias quartzosas 5.9

Alluvial soils 2.9

Rock outcrops 1.7

Vertisolos 1.0

Others 4.5
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imentary rocks tend to be deep and more sandy, being
mainly classified as Ferralsols (‘Latosolos’) or Areno-
sol (quartz sand soils) (‘Areias quartzosas’). The dis-
tribution of these main soil types in the total study
area is summarized in Table 2.1 based on JACOMINE

ET AL. (1973) and GAISER ET AL. (2002b) and corre-
sponds to the distribution among the modelling units
later used in the hydrological model (Chapter 4.3.1
and Chapter 4.3.2).

2.1.5 Hydrology and water resources

For natural conditions, rivers in the study area flow
periodically during the rainy season only. Runoff
ceases often shortly after the end of a rain period, in
smaller headwater catchments even within minutes or
hours after a rainfall event (see also Chapter 2.2). In
the crystalline area with shallow soils on a basement
of very low permeability, runoff ratios (i.e., the ratio
between runoff and precipitation) are in general higher
than in the sedimentary area with permeable soils
(e.g., CADIER, 1996), but this pattern is modified by
the annual precipitation amount. In the dry crystalline
interior of the study area runoff ratios are about 10%,
reaching values of more than 20% in the more humid
areas in the north-west and close to the coast (see also
Fig. 5.22). Beside of the clear distinction in a rainy
and a dry season, the intermittency of river runoff is
also due to the lack of important groundwater reser-
voirs which could provide baseflow, i.e., groundwater
runoff lasting into the dry period after the end of rains.
The only exception are the sedimentary areas in the
South and West of the study area (Serra do Ibipapa,
Chapada do Araripe) where groundwater is closer to
the land surface or perennial springs from deep
groundwater bodies emerge at steep slopes at the edg-
es of sedimentary plateaus.

The interannual variability of streamflow is high,
exceeding that of rainfall. The coefficient of variation
of annual discharge is, similar to other semi-arid are-
as, above 1.0 for many catchments (see also
Chapter 5.4.1).

The natural regimes of river discharge in the study
area is considerably altered by human impact due to
the construction of dams for water storage to supply
water during the dry season. 91% of the total water
demand in Ceará is supplied by surface water from the
reservoirs (ARAúJO ET AL., 2002). (The other 9% are
taken from groundwater resources.) There exists a
wide range of dam types, from small farm dams with
a storage capacity of less than 0.1·106 m3 to large res-
ervoirs, some of them with a storage capacity of more
than 1·109 m3. More than 7000 dams exist in the state
of Ceará according to the available data
(Chapter 4.2.7), with a total storage capacity of about
15·109 m3, of which nearly 40% is attributed to small-
er reservoirs with storage capacity less than 50·106 m3

each. In some regions, the water surfaces of reservoirs
amount to 5% of total basin area in the rainy season
(CADIER, 1996). In dependence on their size, the res-
ervoirs provide interannual or intra-annual storage,
with the latter type drying out during the dry season.
Smaller dams usually provide water for human and
animal use and for small-scale irrigation in the sur-
roundings and immediately downstream of the dam.
Water from larger dams is additionally used for larger
irrigation perimeters and for industrial use, as well as
for long-distance supply of areas of high water de-
mand. River flow in the downstream sections of these
reservoirs is perennialized. For water supply of the
metropolitan area of Fortaleza, a system of channels
and reservoirs has been constructed which transfers
water from the lower Jaguaribe river to that area.

2.1.6 Available data

2.1.6.1 Spatial physiographic data

Table 2.2 gives an overview on available maps with
the main physiographic features of the study area.
These spatial data were digitized (except for the
DEM) and used for delineation and parameterization
of modelling units (see Chapter 4.1.2, Chapter 4.3).

2.1.6.2 Climate data

Overview

For the climate elements precipitation, air tempera-
ture, relative humidity, wind velocity and short-wave
radiation, station data were collected from different
sources in the framework of the WAVES project. On
this basis, time series with daily resolution for the pe-
riod 1921-98 were provided by GERSTENGARBE &

Table 2.2 Available spatial data covering the entire
study area of Ceará.

Theme Scale Source

Topography
Digital Elevation 
Model (DEM)

Grid spacing:
30 arcsec.

(~900meter)
USGS (1999)

Vegetation 1:1Mio MDME (1981A,B)

Soil associations, 
landscape units 1:1Mio JACOMINE ET AL. (1973)

Geomorphology, 
topography 1:1Mio MDME (1981A,B)
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WERNER (2002), interpolated to the scale of munici-
palities, i.e., to the centre point of each municipality.
The interpolation method used for all climate elements
is described in SHEPARD (1968) and is similar to the
CRESMAN-scheme of SCHRODIN (1995). For the deter-
mination of the value at the point of interest, the meth-
od considers data from surrounding points with
weights as a function of their distance and direction to
the point of interest. Concerning climate data for the
scenario period, see Chapter 5.5.1.

Precipitation

Resulting from the above procedure, the basic data set
with daily rainfall time series used here (Set 1) is
based on about 25 stations in and around the study
area (see Fig. 2.3, Fig. A.3). This small number of sta-
tions is due to the low data availability in general, and
additionally due to the fact that for this data set only
those stations were selected by GERSTENGARBE &
WERNER (2002) which have a long measurement peri-
od of high quality which is required for the construc-
tion of the climate scenarios (see Chapter 5.5.1).

In order to have for the historical study period rain-
fall data which rely on the maximum of available in-
formation, the complete set of altogether 403 stations
in and around the study area for the time period 1960-
1998 was used (Fig. 2.3). The individual time series of
these stations, however, do mainly not cover the entire
period. Thus, the number of simultaneously available
station data throughout the study area is variable. The
maximum data coverage occurs in the late 1960s and
steadily declines towards the end of the study period
(Fig. 2.5). The mean station density is in average one
station per 700km2. 

On the basis of this denser station network, additional
data sets of daily resolution were generated by inter-
polation to a grid. Considering the density of available

Fig. 2.5 Number of stations in Ceará with complete an-
nual time series of daily rainfall data for the years in the
period 1960-1998.
rainfall stations and the scale of spatial correlation of
rainfall on a daily basis in the order of some ten kilo-
metres (Fig. 3.1), a grid resolution of 10x10km2 is
considered to be an appropriate resolution for interpo-
lation. Different data sets were generated (BÁRDOSSY,
2001, see Fig. A.3 for the spatial patterns):

• Set 2: Interpolation by ordinary kriging. The exami-
nation of the empirical variograms on a daily basis
resulted in a relationship between the parameters of
the adjusted theoretical spherical variogram and the
skewness of the distribution of the rainfall volumes
of the day. With the help of this relationship, day-
specific variograms are used for interpolation.

• Set 3: Interpolation by ordinary kriging as in Set 2,
superimposed by a stochastic component to en-
hance the spatial and temporal variability of rainfall
after the loss of variance by interpolation.

• Set 4: Interpolation by external drift kriging, with a
linear function of position (x, y) and elevation
(from Digital Elevation Model, Table 2.2) as exter-
nal drift, derived by multiple regression at the daily
scale.

Rainfall time series with high temporal resolution 

Rainfall time series of hourly resolution for three sta-
tions in north-eastern Brazil were available for a ap-
proximately three year period (data measured at
climate stations installed during the WAVES project by
the Potsdam Institute for Climate Impact Research).
These stations are located on a 450 km northeast-
southwest transect in the interior of the semi-arid area.
Mean annual precipitation increases from about 550
mm at station Tauá within the area of this study to
950 mm at station Projeto Piloto, approaching the hu-
mid Amazonian region (Table 2.3).

Table 2.3 Attributes of three rainfall stations with time
series of hourly resolution in the semi-arid north-east of
Brazil. (CV: coefficient of variation of 1-hour rainfall vol-
umes).

Name of station Projeto
Piloto

Picos Tauá

Region Southern
Piauí

Central
Piauí

Ceará

Latitude 8°26´S 7°01´S 6°00´S

Longitude 43°52´W 41°37´W 40°25´W

Altitude (m a.s.l.) 250 220 400

Time period 07/95
-03/99

05/95
-03/99

05/95
-11/99

Mean annual rainfall (mm) 950 650 550

Percentage of 0-values 96.1 96.5 97.2

CV 1.90 1.88 1.71



8 Study Area
2.1.6.3 Discharge and reservoir storage time 
series

Discharge data of several gauging stations in the study
area and data on actual storage volumes of some larg-
er reservoirs are available in this study (runoff data
provided by the Global Runoff Data Centre (GRDC),
Koblenz, Germany, an by various organisations in
Brazil (SUDENE, FUNCEME, COGERH) collected during
the WAVES project. Reservoir data were also summa-
rized by ARAúJO (2000a)). Most time series are of
monthly resolution, for some stations daily discharge
data are available. The length and time period of
available data varies considerably between the sta-
tions. Fig. 2.6, Table A.1 and Table A.2 (see Appen-
dix) summarize their location and characteristics.
The quality of the available discharge data for calibra- urements. Particularly for arid and semi-arid areas

Fig. 2.6 Major river basins of the study area (State of Ceará, Brazil); discharge gauging stations and large reservoirs
with time series used for model validation (Station and reservoir numbers correspond to those in Table A1 and A2). River
network and sub-basins derived from Digital Terrain Model (Chapter 2.1.6.1), sub-basin boundaries partly corrected on
the basis of topographic maps.
tion and validation purposes is limited because the
time series often cover only a short time period, which
may not include a sufficient range of wet and dry con-
ditions to allow a reliable calibration and evaluation of
model performance for highly variable conditions. Ad-
ditionally, as the available data periods do partly not
correspond between stations, a strict simultaneous cal-
ibration or validation at several points, e.g., of nested
catchments, is restricted. Finally, the quality of availa-
ble data is limited by the accuracy of discharge meas-
with intermittent runoff conditions, as for most rivers
in the study area, and for remote locations measure-
ments errors can be epected to be high. This is due to
non-unique rating curves (stage-discharge-relation-
ships), to a rapidly changing geometry of the river bed
(particularly in the case of intermittent flow with flash
flood characteristics), to undefined rating curves for
large floods and, in general, to failures of the meas-
urement devices (see, e.g., PILGRIM ET AL., 1988 and
for stations in the study area, CEARÁ, 1992). The qual-
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ity of data on storage volumes of reservoirs can be as-
sumed to be higher in general, as they are based on
lake level measurements which can accurately be
made. The main source of error may be the level-
volume relationship which, however, can usually be
determined with small errors. An additional source of
data uncertainty is the possible loss of storage volume
by sedimentation (e.g., ARAúJO ET AL., 2000b) which
is usually not taken into account in the available data.
2.2 Small-scale Basin Tauá
The Tauá basin corresponds to the watershed of Ria-
cho Cipó in the municipality of Tauá, being located in
the uppermost Jaguaribe basin in Ceará (Fig. 2.7). The
basin was intensively studied between 1977 and 1988
as a ‘Representative Hydrological Basin’ within a se-
ries of similar studies in the semi-arid of Northeastern
Brazil by SUDENE and ORSTOM. The results are sum-
marized in CAVALCANTE ET AL. (1989). The basin is
considered to be representative for large parts of the
study area on crystalline, quasi-impermeable bedrock,
relatively gentle topography, caatinga-type vegetation
in different states of degradation and generally high
variability of seasonal and interannual rainfall (CAV-
ALCANTE ET AL., 1989). The total basin (194 km2 at
the river gauging station Pirangi) is subdivided into
several, partly nested sub-basins. The smallest sub-ba-
sin which is equipped with a runoff gauging station
(Caldeirão, 0.77 km2) is a headwater catchment in the
sloping part of the Tauá basin, located above the val-
ley bottoms of Riacho Cipó (Fig. 2.7). Elevation in the
Tauá basin varies between 625 m in its uppermost
parts and 430 m at the outlet. The difference in eleva-
tion between the 5% and 95% points of its hypsomet-
ric curve is 60 m. The range of elevation in the
Caldeirão sub-basin is about 25 m. Table 2.4 summa-
rizes principal climate characteristics as given by
CAVALCANTE ET AL. (1989). Minimum and maximum
annual rainfall were 216 mm in 1983 and 1169 mm in
1985, respectively. The seasonal distribution is similar
to that presented in Fig. 2.4.

The distribution of soil types in the Tauá basin is
estimated as follows (CADIER, 1993):

– Bruno Não Calcico (60%)
– Planosolos and Solonetz (15%)
– Vertisol (15%)
– Litólicos (5%)
– Rock outcrops (5%)

Thus, all important soil types relevant on crystalline
bedrock for the study area in Ceará, except for the
deeper Podzólicos, are present (compare Table 2.1).
Available information on the soil characteristics in
CAVALCANTE ET AL. (1989) is confined to qualitative
descriptions of their hydrological behaviour and some
values on infiltration capacities derived from ring in-
filtrometer experiments. No data on soil texture, soil-
water retention characteristic, etc., are given.

Table 2.4 Mean annual climate characteristics in the
representative basin of Tauá for the period 1978-1988
(CAVALCANTE ET AL., 1989).

Climate element

Precipitation mm 572

Daily mean air temperature °C 25.8

Daily maximum air temperature °C 31.1

Daily minimum air temperature °C 20.5

Relative humidity of air (9:00 h) % 69

Relative humidity of air (15:00 h) % 51

Wind velocity m s-1 1.9

Direct insolation (daily mean) hours  7.7

Evaporation (Class-A-Pan) mm 3102

Fig. 2.7 Location of the Tauá basin (194 km2 at station
Pirangi) and Caldeirão research basin (0.77 km2).
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In CAVALCANTE ET AL. (1989), 22 reservoirs are list-
ed for the Tauá basin. The individual storage capacity
varies in the range of 0.02·106-1·106 m3. For half of
them, however, no detailed information on storage
volume nor on geometry is available. The total storage
capacity of the reservoirs in the Tauá basin is estimat-
ed to 4.5·106 m3, including those reservoirs without
quantitative data, for which the storage capacity was
roughly estimated based on their location and the
maximum water surface area as given in a map of the
basin (see Fig. 2.7). The small Caldeirão basin does
not include any reservoir, which gives the opportunity
to study runoff generation directly without any influ-
ence by retention in reservoirs.

Available time series of precipitation and discharge
from CAVALCANTE ET AL. (1989) are for an 8-year pe-
riod (10/1980 - 09/1988) in Caldeirão and for a 10-
year period (10/1978 - 09/1988) for the entire Tauá
basin. Rainfall data have daily resolution, representing
area average values derived by interpolation with the
THIESSEN-polygon method from a dense network, in-
cluding 3-8 rainfall gauges in the case of Caldeirão,
and around 50 rainfall gauges in the case of the entire
Tauá catchment. Runoff time series are also of daily
resolution. It has to be noted that these data imply
considerable uncertainty due to the inherent difficul-
ties of runoff measurements (see Chapter 2.1.6.3).
Gaps in the available runoff time series have been
filled by modelling with a simple, semi-graphical hy-
drological model calibrated and successfully validat-
ed for each of the above basins (CAVALCANTE ET AL.,
1989).

The headwater basin Caldeirão and the larger Tauá
basin differ considerably in their runoff behaviour
when compared in terms of the summary statistic run-
off ratio (i.e., the ratio between runoff and precipita-
tion in percent). For the common measurement period
1980-1988, the runoff ratio is 15.4% in Caldeirão and
7.7% in Tauá (see Chapter 5.2.1 and Chapter 5.2.2 for
details). Main reasons for this considerably lower val-
ue in the larger Tauá basin, in accordance with the
discussion in CAVALCANTE ET AL. (1989), are reten-
tion and evaporation in reservoirs (absent in Cal-
deirão), a smoother topography with a larger fraction
of alluvial zones, including more permeable soils with
higher storage capacity, and a larger fraction of less
degraded vegetation on the total basin area in the case
of Tauá.



Chapter  3
Processes and Models
of Semi-Arid Hydrology 3
The goal of this chapter is to give, first, a summary of
the scientific knowledge about the behaviour of hy-
drological systems in semi-arid environments and
their representation in hydrological models. The most
important hydrological processes and their governing
factors are described, stressing similarities and differ-
ences to processes in humid temperate zones. Model-
ling approaches are presented for individual processes
as well as for entire watersheds, again highlighting
specific concepts and parameterizations for applica-
tions in semi-arid areas. An additional focus of the re-
view is related to the objectives of this study, i.e.,
modelling for large areas and scaling issues, and mod-
elling in the framework of impact assessment.

Finally, based on the above scientific background,
conclusions are drawn on the modelling concept in
this study. Taking into account the objectives and data
availability in this study, the choice of an appropriate
model structure, of process formulations and of the
general modelling strategy is expounded.
3.1 Precipitation
3.1.1 Process overview

Precipitation is one major driving variable of hydro-
logical systems. Precipitation in semi-arid tropical are-
as is mainly of convective type (for rainfall generation
mechanisms, see Chapter 2.1.2). Convective type rain-
fall events are, in general, characterized by short dura-
tion, high intensities and large spatial heterogeneity.
Giving quantitative measures of their characteristics is
often prevented by a low density of raingauges, e.g.,
in the Africa or South America. Radar or satellite data
may, however, provide additional information. Studies
at the spatial scale of smaller than one kilometre show
very high spatial variability at the event scale (e.g.,
TAUPIN, 1997; GOODRICH ET AL., 1995) but also at
the seasonal scale, e.g., with a difference of rainfall
volumes up to 15% between rain gauges within an
area of 1 km2 in the Sahel region (TAUPIN, 1997). For
distances between rain gauges in the order of 5 km in
the Walnut Gulch basin (Arizona), RENARD ET AL.
(1993) report differences in seasonal rainfall of up to
35%. Nevertheless, the analysis of rainfall fields at
larger spatial scales in the Sahel region resulted in a
range of spatial correlation in the order of 10-50 km
(TAUPIN ET AL., 1996, cited in TAUPIN, 1997). For the
study area of Ceará, UVO & BERNDTSSON (1996)
found spatial correlation structures of daily rainfall for
interstation distances smaller than about 100 km.
These patterns varied among sub-regions of Ceará ac-
cording to topography and the major processes of
rainfall generation. Here, patterns of rainfall intensi-
ties were derived for the study area from passive mi-
crowave remote sensing data of the SSM/I satellite
using a scattering approach (GRODY, 1991; FERRARO

ET AL., 1994; FERRARO & MARKS, 1995). The analy-
sis revealed a mean range of spatial correlation of
about 60 km, based on a 10x10 km grid of ‘snapshot’
rainfall intensities at the time of satellite overpass
(Fig. 3.1).

Maximum rainfall intensities for a couple of events
in the semi-arid climate of south-eastern Spain are up
to 135 mm h-1 for 10-min intervals, with a mean of
34 mm h-1 (DOMINGO ET AL., 1998). Typical intensi-
ties for convective storms in the Walnut Gulch basin
(Arizona) are up to 300 mm h-1 for 1-min intervals
(RENARD ET AL., 1993). The median rain rate in the
Sahel region is 35 mm h-1 with 35% of the rain falling
with an intensity of greater than 50 mm h-1 (LEBEL ET



12 Processes and Models of Semi-Arid Hydrology
Fig. 3.1 (a) Rainfall patterns in the study area of Ceará (red line), three examples from Jan/Feb 1994 derived from
SSM/I satellite data, grid resolution 10x10 km, (b) Mean variogram of rainfall intensities derived from 17 SSM/I satellite
images covering the entire study area in the period Jan/Feb 1994.
AL., 1997). Maximum intensities for hourly intervals
found for rainfall stations available in this study
(Chapter 2.1.6.2) of north-eastern Brazil are about
60 mm h-1.

The short duration and the strong temporal variabil-
ity of convective type rainfall events is illustrated in
Fig. 3.2, compared to an example of temperate climate
with predominance of frontal precipitation. The major-
ity of rainfall events in the study area has a duration
of one hour or less, five or more consecutive hours
with rainfall are very rare. Similarly, the auto-correla-
tion of the hourly time series is generally low, drop-
ping to insignificant values for time lags of more than
two hours.

Rainfall in semi-arid tropics is often characterized
by a typical diurnal temporal distribution. UVO &
BERNDTSSON (1996) suppose that a maximum of
morning rainfall due to orographic effects found by
RAMOS (1975) for a location slightly south of Ceará
may also apply to larger valley systems within the
study area. The analysis of available hourly data of the
sites in Tauá and Picos (Chapter 2.1.6.2) shows such a
morning maximum in terms of frequency and volume
of rainfall events.

Several studies showed the significance of spatial
variability of rainfall on the hydrological response of
catchments and on modelled hydrograph properties
(for an overview, e.g., SHAH ET AL., 1996). For a
4.4 ha sub-basin of the semi-arid Walnut Gulch catch-
ment in Arizona, FAURÈS ET AL. (1995) demonstrated
that disregarding the spatial variability of rainfall
leads to large uncertainties in runoff estimation.
CHAUBEY ET AL. (1999) showed that at the event-
scale a large uncertainty in calibrated parameters is
due to spatial variability of rainfall. For areas where
infiltration-excess runoff is significant, MILLY & EA-
GLESON (1988) concluded that spatially variable rain-
fall produces more surface runoff than spatially
uniform rainfall of the same volume. For modelling
units being larger than characteristic storm sizes, some
description of the spatial variability of rainfall events
should be included. In GIESEN ET AL. (2000), spatial
and temporal variability of rainfall helps to explain the
observation of decreasing runoff coefficients within

Fig. 3.2 (a) Frequency of rainfall events of certain dura-
tion as fraction of all events, (b) Auto-correlation of hourly
precipitation time series. 3-year time series for stations in
a semi-arid climate (Tauá, north-eastern Brazil) and a hu-
mid temperate climate (Tweed, southern Scotland).
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increasing slope length. Similarly, PUIGDEFABREGAS

ET AL. (1999) stressed the importance of the duration
of rainfall bursts and pauses on maximum flow dis-
tances of surface runoff. Various modelling studies
show that using a high time resolution (at least one
hour) is required if an adequate representation of infil-
tration-excess surface runoff is to be achieved. Other-
wise, due to underestimated rainfall intensities,
surface runoff is underestimated (e.g., BRONSTERT &
KATZENMAIER, 2001). Rainfall variability at a larger
temporal (seasons) and spatial scale (regions) induces
variability in the phenology of vegetation, which in
turn influences, e.g., the leaf area index and thus eva-
potranspiration (TAYLOR, 2000). For the adequate rep-
resentation of the pattern of evapotranspiration a
description of the variability in time and space of veg-
etation characteristics as function of rainfall input may
be required.

3.1.2 Rainfall models

As input for hydrological models, rainfall data are
required which cover the entire area of model applica-
tion. In many cases, these data sets are derived by inter-
polation of station data. Common methods include
simple geometric (e.g. THIESSEN-polygons), geostatis-
tical (KRIGING) or polynomial approaches (e.g. Spline-
interpolation). For an overview on advanced tech-
niques, see DUBOIS (1998). An example for using addi-
tional information if only a sparse raingauge network is
available is given by GRIMES ET AL. (1999) for the
semi-arid by merging raingauge and satellite data. Sim-
ulation methods (e.g. Monte-Carlo, Turning-Band) are
used to generate rainfall distributions which reflect the
spatial variability of rainfall also between observation
points (see, e.g., BÁRDOSSY, 1993). Referring to the
temporal scale, rainfall data often are not available at
the resolution required for the purpose of hydrological
model being applied. Various types of stochastic mod-
els are used to generate rainfall time series with the res-
olution of interest. Some were adapted to use them for
disaggregation of low resolution time series, from daily
to hourly data, for instance. These include methods
based on fitting theoretical probability distribution
functions to variables such as number of events per
day, starting times, event volume and duration (e.g.,
HERSHENHORN & WOOLHISER, 1987; ECONOPOULY ET

AL., 1990; CONNOLLY ET AL., 1999). Another group
started out from rectangular pulses stochastic rainfall
models (RODRIGUEZ-ITURBE ET AL., 1987, 1988) and
devised ways to use these for disaggregation (e.g., BO

ET AL., 1994; GLASBEY ET AL., 1995; COWPERTWAIT

ET AL., 1996). Using directly observed properties of
precipitation, BÁRDOSSY (1998) presented a method
for generation of precipitation time series with simu-
lated annealing. Another type of approach is based on
random cascade processes (SCHERTZER & LOVEJOY,
1987), which were proposed to reproduce the empiri-
cally observed scaling behaviour of rainfall, i.e., a log-
log linear relationship between statistical moments of
various orders and a scale parameter. This concept was
incorporated into temporal and spatial rainfall disag-
gregation methods (HUBERT ET AL., 1993; OLSSON ET

AL., 1993; TESSIER ET AL., 1993, 1996; DE LIMA &
GRASMAN, 1999, MENABDE ET AL., 1997, 1999; DEI-
DDA ET AL., 1999). OLSSON (1998) developed a com-
paratively simplistic cascade-based model for
disaggregation of continuous rainfall time series (see
Chapter 3.1.3 for details). As precipitation is a process
both in time and space, both aspects should, at the best,
be jointly treated. However, also due to the complexity
of the issue, there is a comparatively small number of
models for the coupled spatio-temporal simulation of
rainfall (see BÁRDOSSY, 1993). A space-time disaggre-
gation model for the semi-arid tropical Sahel region
was presented by LEBEL ET AL. (1998).

Studies on the effect of the performance of rainfall
models in generating space-time precipitation series
on hydrological applications are generally rare. For a
large scale application, HABERLANDT & KITE (1998)
demonstrated that advanced geostatistical methods for
interpolation may improve the results of hydrological
simulations.

3.1.3 Cascade-based model for tempo-
ral rainfall disaggregation

The cascade-based model for temporal disaggregation
of continuous rainfall time series developed by OLS-
SON (1998) is introduced here with more detail be-
cause it is further developed and adapted to the
characteristics of rainfall in the semi-arid within this
study (Chapter 5.1). In the sense used here, a cascade
process repeatedly divides the available space of any
dimension (here rainfall time series) into smaller re-
gions, while in each step redistributing the quantity of
interest to the smaller regions according to rules spec-
ified by the so-called cascade generator. In the ap-
proach by OLSSON (1998), it is assumed that a
dependency exists between the cascade generator and
two properties of the time series values to be disaggre-
gated, namely their rainfall volume and their position
in the rainfall sequence. The model employed is a
multiplicative random cascade of branching number 2
with exact conservation of mass (Fig. 3.3). The multi-
plicative weights W1 and W2 associated with one
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branching are specified by the following cascade gen-
erator (Eq. 3.1):

(3.1)

where 0<Wx/x<1 and P(0/1)+P(1/0)+P(x/x)=1

The probabilities P and the probability distribution of
Wx/x are assumed to be approximately constant over a
range of time scales (or, equivalently, temporal resolu-

Fig. 3.3 Exemplary scheme of the cascade process
used in the temporal disaggregation model, with each
level representing a rainfall time series with specific reso-
lution (e.g., at level 0: 24 hours, at level 4: 1.5 hours). Ex-
ample at level 3: starting box (red), enclosed box (grey),
ending box (blue), isolated box (green), (after OLSSON,
1998, modified).

W1 W2,
0 and 1                 with prob. P(0/1)

1 and 0                 with prob. P(1/0)

Wx/xand 1 W– x/x with prob. P(x/x)
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tions), i.e., to be scale invariant. In practice, the above
formulation means that the model repeatedly divides
the series into non-overlapping time intervals (boxes).
If the total rainfall volume in a box is V, V1=W1×V is
assigned to the first half and V2=W2×V to the last. The
type of the division (0-1, 1-0 or x-x-division) is select-
ed for each box to be divided with respect to the prob-
abilities P by drawing a random number in the range 0
to 1. Each disaggregated box is then similarly
branched to a doubled resolution, and so on. To make
the cascade generator dependent on the position with-
in the rainfall sequence, a division into position class-
es is employed, i.e.: (1) box preceded by a dry box
(V=0) and succeeded by a wet box (V>0) (starting
box), (2) box preceded and succeeded by wet boxes
(enclosed box), (3) box preceded by a wet box and
succeeded by a dry box (ending box), and (4) box pre-
ceded and succeeded by dry boxes (isolated box). Ad-
ditionally, to accommodate the volume dependence,
each position class is divided into two volume classes.
For each position and volume class, a specific parame-
terization of the cascade generator in terms of the
probabilities P and the probability distribution of Wx/x
is used. When applying and testing the model for an
observed time series, starting from the resolution of
the data, consecutive box volumes are added two by
two. The weights W1 and W2 can then be directly esti-
mated as the ratio of each volume to their accumulat-
ed volume. By repeating this procedure to
successively lower resolutions, all weights can be ex-
tracted, the probabilities P and the distribution of Wx/x
at each resolution estimated, their degree of scale-in-
variance assessed and aggregated to a set of parame-
ters applicable at all scales of the disaggregation
procedure.

It has to be emphasized that the above cascade ap-
proach does not cover the simulation of regularities in
the timing of rainfall events at scales smaller than the
one from which the disaggregation started. Thus, diur-
nal patterns as those found for data of the study area
(Chapter 3.1.1) cannot be reproduced.
3.2 Evapotranspiration
3.2.1 Process overview

Evapotranspiration is composed of the following three
components: (1) evaporation of water intercepted by
the vegetation canopy, (2) evaporation of the soil, and
(3) transpiration of the plants through leaf stomata.
Main governing factors are the climatic conditions
above and within the canopy (e.g., radiation, water va-
pour pressure deficit, wind speed), general canopy
characteristics (e.g., height, fractional ground cover,
leaf area index), physiological characteristics of the
plants (e.g., stomata regulation in dependence of soil
water availability and temperature), and soil character-
istics at the surface and within the soil (e.g., texture at
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the soil surface, actual soil moisture). All three com-
ponents of evapotranspiration are closely related to
each other. For instance, thin layers of intercepted wa-
ter on leaves influence stomata transpiration, or evap-
oration from the soil surface may change micro-
climatological conditions and, thus, transpiration with-
in the canopy (see, e.g., MENZEL, 1997).

For semi-arid environments, evapotranspiration is a
key component of the hydrological cycle, consuming
more than 80% of rainfall at the long term, in arid
catchments more than 95% (PILGRIM ET AL., 1988). A
characteristic feature of these areas, affecting eva-
potranspiration, is their generally sparse vegetation
cover. Two typical aspects of land cover may be dis-
tinguished: (1) Vegetation is uniformly distributed,
i.e., characterized by a continuous but sparse canopy,
with in contrary to humid areas a small amount of
green biomass (leaves), thus a small leaf area index.
(2) Vegetation is heterogeneously distributed without
a continuous canopy but with distinct vegetated patch-
es, interspersed by patches of bare soil (‘clumping’ of
vegetation). These characteristics influence the eva-
potranspiration process in a different way than for a
closed canopy for dense vegetation in a humid area.
For the energy balance, i.e., the splitting up of availa-
ble energy into latent and sensible heat fluxes, the ex-
change at the soil surface is of much greater
importance. If wet, there is a considerable amount of
evaporation directly from the surface (e.g., KABAT ET

AL., 1997; WALLACE & HOLWILL, 1997; BRISSON ET

AL., 1998; TAYLOR, 2000). For dry conditions, a larg-
er amount of sensible heat flux produced at the soil
surface (BLYTH ET AL., 1999) has its feedbacks on
plant transpiration, e.g., by enhancing the water va-
pour deficit within the canopy (BRENNER & INCOLN,
1997, KABAT ET AL., 1997). Additionally, the archi-
tecture of a sparse or heterogeneous canopy may in-
fluence aerodynamic turbulence and, thus, advection
of moist air, in a different way than a dense closed
canopy (e.g., LLOYD ET AL., 1992; HUNTINGFORD ET

AL., 2000). Many plants in semi-arid environments are
deciduous during the dry period (drought-deciduous).
The resulting seasonal variation of vegetation charac-
teristics (in albedo and leaf area index, for instance)
may have an important effect on the radiation balance
of the land surface and evapotranspiration (e.g., AL-
LEN ET AL., 1994). Availability of soil moisture may,
however, be an even more influencing factor on sto-
mata regulation and, thus, actual evapotranspiration
(DOMINGO ET AL., 1999; TAYLOR, 2000).

Soil evaporation amounts to about 28% of annual
rainfall for an area of patterned woodland in the Sahel,
the percentage being even higher in dry years (WAL-
LACE & HOLWILL, 1997). Rock fragments on the soil
surface, frequent on semi-arid soils, usually reduce the
evaporation rate of the soil (POESEN & BUNTE, 1996).
E.g., a stone cover of 30% and 60% of the total soil
surface reduced evaporation in a semi-arid environ-
ment in the Ebro Valley, Spain, by about 10% and
20%, respectively, as compared to bare soil (AUSTIN

ET AL., 1998).

Studies of interception for dryland plant communi-
ties are rare compared to humid forest studies (DUN-
KERLEY & BOOTH, 1999). The fraction of total annual
rainfall attributed to interception loss (i.e., evaporation
from the wet canopy) for semi-arid vegetation varies
in a large range. DUNKERLEY (2000), in an overview
of existing studies, cites values between 3% and 30%.
Results of studies differ due to differences in canopy
coverage of the soil, differences in canopy structure,
in rainfall properties, and in the methodology applied,
in terms of its scale and measurement techniques. For
open savanna with shrubs in semi-arid South Africa,
DE VILLIERS (1982) found losses due to interception
evaporation to be in the range of 15-20% of gross
rainfall at the event scale. Evaporation rate and rain-
fall rate were the primary influencing variables,
whereas different canopy characteristics of the plots
under study did not significantly influence intercep-
tion differences. Interception studies of DOMINGO ET

AL. (1998) at the plant scale at Rambla Honda site in
the semi-arid Southeast of Spain, gave values of 21-
40% interception loss on gross rainfall for grasses and
shrubs, depending on rainfall volumes and varying
with the type of the canopy. The values of interception
evaporation found for the semi-arid are in the range of
those of crops and forests in the humid temperate zone
(5-50% of annual rainfall according to the summary in
BAUMGARTNER & LIEBSCHER, 1990). In the semi-arid
case, evaporation rates, but also rainfall intensities, are
higher than in the temperate climate, which tends to
result, very roughly, in similar net interception evapo-
ration relative to total rainfall. 

3.2.2 Interception models

The model representation of interception is based on a
storage approach, where the interception storage pro-
vided by the plant surfaces is seen to be filled by rain-
fall and emptied by evaporation and, partly, drainage.
One of the most comprehensive interception models is
the RUTTER model (RUTTER ET AL., 1971, 1975; RUT-
TER & MORTON, 1977). It represents various individu-
al processes such as throughfall and drainage from the
interception storage of the plants, usually working
with high temporal resolution. Evaporation depends
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on the actual content of the interception storage rela-
tive to its maximum capacity. The large number of
five parameters, which are difficult to determine, lim-
its its applicability. DOMINGO ET AL. (1998) estimated
these parameters for three plant species in the semi-
arid Spain from measurements and obtained good
agreement of observed and simulated interception. Al-
though being a simplification of the RUTTER model,
the problem of parameter estimation applies also for
the GASH interception model (GASH, 1979), which is
an analytical model, working usually on a daily time-
step. It was successfully applied for savanna vegeta-
tion in semi-arid South Africa (DE VILLIERS, 1982).
The model has later been reformulated with special
reference to modelling of sparse forests (GASH ET AL.,
1995). Even more complex models of interception dis-
tinguish between different layers within the vegetation
stand or include evaporation on the basis of individual
water drops (see, e.g., MENZEL, 1997).

The most simple and widely applied approach is a
bucket model, where no drainage occurs as long as the
interception storage does not meet its maximum ca-
pacity, and drainage of all incoming rainfall occurs if
the interception capacity is exceeded. Maximum inter-
ception evaporation is usually set to equal the poten-
tial evaporation for the given climatic conditions. It
should be pointed out that due to the dynamic interac-
tion between transpiration and interception storage
and evaporation, both processes should in principle be
modelled simultaneously. MENZEL (1997) gives a
pragmatic equation to combine both processes for the
calculation of total evapotranspiration as a function of
the actual content in the interception storage. The ap-
proach, however, requires a higher than daily temporal
resolution.

3.2.3 Soil evaporation models

A common example for simulation of soil evaporation
by simple empirical models is the approach of RICH-
TIE (1972), which subdivides the evaporation process
into a phase of evaporation at potential rate immedi-
ately after the wetting of the soil surface, and a second
phase where soil evaporation declines as a function of
time after the last rainfall event. Some studies which
define the only parameter of this model for semi-arid
conditions are summarized in WALLACE & HOLWILL

(1997). Another group of models uses the concept of
resistances (see also Chapter 3.2.4), where actual soil
evaporation is a function near-surface soil water
content , parameterized by a soil surface resistance

. Relationships for estimation of this parameter
were compared by CAMILLO & GURNEY (1986), MA-

θ
rs
HOUF & NOILHAN (1991), WALLACE (1995) and DAA-
MEN & SIMMONDS (1997), varying widely due to
differing soil conditions and differences in the integra-
tion depth to determine soil water content. However, a
relationship of the form  was found for most
of them, with a considerable increase of  only for
low soil moisture (< 10-15Vol%). A similar relation-
ship was found by DOMINGO ET AL. (1999) for semi-
arid conditions. The advantage of this resistance ap-
proach is that it can be included directly into eva-
potranspiration models which simulate soil
evaporation and transpiration in an integrative way,
including possible interactions (Chapter 3.2.4).

3.2.4 Evapotranspiration models

Approaches for modelling evapotranspiration in hy-
drological applications cover a wide range in the de-
tail of process representation, parameterization and
data demand (see, e.g., DVWK (1996) for an over-
view). The most simple models rely on temperature as
meteorological driving variable only, other models ad-
ditionally take into account radiation, humidity, wind
speed and/or land cover dependent parameters. Partic-
ularly simpler models with empirical components and
a small number of influencing factors are usually re-
stricted to the specific climate conditions for which
they were developed. The simple equations provide
potential evapotranspiration, i.e., a maximum value
for the given climatic conditions. This value has to be
reduced to actual evapotranspiration depending on
plant characteristics, which is mainly done by plant
specific factors and as function of soil moisture (e.g.,
FEDDES ET AL., 1978). For semi-arid areas, OWE &
VAN DE GRIEND (1990) adapted the PRIESTLEY-TAY-
LOR model (PRIESTLEY & TAYLOR, 1972). Perform-
ance was strongly dependent on adequate values for
its empirical constant, differentiated between vegeta-
tion-covered and bare soil areas. For estimation of ref-
erence evapotranspiration in the study area of north-
eastern Brazil, the PENMAN-MONTEITH approach (see
below) outperforms the simpler HARGREAVES equa-
tion (HARGREAVES, 1974; HARGREAVES & SAMANI,
1985), which was being frequently used for planning
purposes (OLIVEIRA ET AL., 1998).

A comprehensive concept for modelling evapotran-
spiration is the PENMAN-MONTEITH approach (PEN-
MAN, 1948; MONTEITH, 1965). Although being
burdened with high data requirements, the approach is
widely applied in hydrological modelling. It respects
two major factors influencing the evapotranspiration
process: (1) Plant physiological processes regulating
transpiration as a function of environmental conditions

rs aθb=
rs
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and (2) physical effects of canopy characteristics on
the movement of air and, thus, advection of moist air.
In analogy to OHM’s law, a relationship between the
environmental potential for evaporation and the actual
fluxes is used, where two parameters (stomata/canopy
resistance and aerodynamic resistance) represent the
above factors. The key assumption of this concept is
that all the mass and energy exchange of the canopy
occurs only in one layer at the canopy top (‘big-leaf’
approach, Fig. 3.4a). This is approximately valid only
for closed and dense canopies, where energy exchange
(and thus evaporation) at the soil surface is negligible.
Consequently, the concept may lead to unsatisfactorily
results for agricultural applications (e.g., crops in
rows) or generally for most arid and semi-arid regions
with sparse vegetation (SHUTTLEWORTH & WALLACE,
1985; STANNARD, 1993; LHOMME, 1997).

Recognizing the above limitation of the PENMAN-
MONTEITH approach, a variety of alternative concepts
have been developed. Most of them are similar to the
original PENMAN-MONTEITH approach, in the sense
that they also incorporate the concept of resistances
for the parameterization of flux calculations. General-
ly, they are more complex, with the end of regarding
the system under study as a continuum which is, thus,
being represented within an integrated model (Soil
Vegetation Atmosphere Transfer (SVAT) Schemes).
Fig. 3.4 Schematic description of Soil-Vegetation-Atmoshphere-Transfer models. (a) One-source model (PENMAN-MON-
TEITH), (b) One-compartment, two-layer model (SHUTTLEWORTH & WALLACE), (c) Two-compartment model with interaction,
(d) Two-compartment model without interaction (mosaic approach). f denotes the fraction of the vegetation-covered sur-
face area on total terrain surface area.
Classifying these SVAT models, a basic distinction
can be made with respect to their way of subdividing
the landscape surface, i.e., defining sources of heat
and water fluxes. The group of one-compartment
models keeps the idea of a continuous canopy cover,
but they differentiate into two interrelated source lay-
ers of energy and momentum exchange, one above the
other, i.e., the soil surface and a canopy layer (two-
layer models, Fig. 3.4b)(SHUTTLEWORTH & WAL-
LACE, 1985). Another group of models describes the
sparseness of vegetation by assuming two adjacent
sources, bare soil and vegetation, respectively (two-
compartment models, Fig. 3.4c)(DOLMAN, 1993;
BLYTH & HARDING, 1995; NORMAN ET AL., 1995;
BRENNER & INCOLN, 1997, BLYTH ET AL., 1999). An
additional parameter defines the fraction of vegetation
cover on total surface area. Different degrees of inter-
action between the fluxes to and from the two sources
are assumed, with the extreme of no interaction in the
case of two adjacent one-compartment models (‘mosa-
ic’ approach, Fig. 3.4d)(see an example in HUNTING-
FORD ET AL., 1995). One main consideration in
defining this degree of interaction concerns how radia-
tion fluxes should be organized in the model. For in-
stance, to which extent does the vegetation canopy
reduce incoming solar radiation before reaching the
soil surface ? Another key consideration concerns in-
teraction of aerodynamic fluxes. For instance, two
which extent do the plants influence aerodynamic tur-
bulence above bare soil ? Accordingly, each model
has a different configuration of canopy and aerody-
namic resistances.

HUNTINGFORD ET AL. (1995) showed for transpira-
tion modelling from Sahelian savannah that for dry
conditions a PENMAN-MONTEITH type single-source
model performs similar to a two-layer model, with the
two layers representing bushes and a herbaceous un-
derstorey, respectively. However, the need to include
the soil surface as another source was highlighted, as
shown also in BLYTH ET AL. (1999) where a two-layer
model performed better for sparse vegetation in the
Sahel than a one-layer model.

BRENNER & INCOLN (1997) and BOULET ET AL.
(1999) demonstrated that for a sparsely vegetated site
with heterogeneous vegetation distribution, a two-
compartment approach gave better results compared to
the one-compartment approach. The latter underesti-
mated soil surface temperature and sensible heat flux.
Contrarily, on a site with sparse but homogeneously
distributed vegetation, the one-compartment, two-lay-
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er approach performed better than the two-compart-
ment approach, both for sensible and latent heat flux
as compared to measurements. Similar results were
obtained by BLYTH & HARDING (1995). Main reasons
are, for instance, a considerable flux of heat from bare
soil areas to the vegetated patches for heterogeneous
vegetation and its feedback on transpiration, which is
not taken into account by a mosaic approach. On the
other hand, if the distances between vegetation and
bare soil patches are small, turbulence above both
sources is similar and the use of two different rough-
ness lengths as in the two-compartment models is not
justified. In summary, splitting the surface cover into
two separate compartments for modelling of latent and
sensible heat fluxes is only appropriate at a certain de-
gree of heterogeneity between vegetation and soil
patches. RAUPACH (1992) and BLYTH & HARDING

(1995) proposed a vegetation sparseness index to
quantify this threshold, i.e., related to the ratio of veg-
etation height to cluster distances.

The SVAT schemes presented above allow to in-
clude the effect of environmental conditions on bulk
stomata behaviour of a canopy, and thus on transpira-
tion, via the canopy resistance parameter. The most
common concepts are the empirical JARVIS-type mod-
els (JARVIS, 1976; STEWART, 1988), which combine a
minimum stomatal resistance with a series of stress
functions in a multiplicative way. Each function repre-
sents one independent influencing factor, i.e., mainly
solar radiation and leaf water potential (often ex-
pressed by soil water content), but also air temperature
and humidity or atmospheric CO2. The parameters of
this functions were derived from measurements (for
an overview see LHOMME ET AL., 1998). Recent stud-
ies on the behaviour of stomata resistances for vegeta-
tion under semi-arid conditions include e.g.
VALENTINI ET AL. (1991), AMUNDSON ET AL. (1995),
KUSTAS ET AL. (1996), PUIGDEFABREGAS ET AL.
(1996), BRENNER & INCOLLN (1997), HANAN &
PRINCE (1997), KABAT ET AL. (1997), RANA ET AL.
(1997), ROCKSTRÖM ET AL. (1998) and BLYTH ET AL.
(1999). Generalisations of the findings are restricted
by the variety of specific environmental conditions,
species and temporal as well as spatial scales of the
studies. A valuable summary of data related to canopy
and stomatal conductances for a broad range of global
vegetation types is given in KÖRNER (1994) and KEL-
LIHER ET AL. (1995). KÖRNER (1994) concludes that
differences of maximum stomatal conductance (the re-
ciprocal value of minimal resistance mentioned above)
between the major biomes of the globe is small. The
global mean of woody vegetation types is
218±24 mmol m-2 s-1 (corresponds to a minimum re-
sistance of ~190 s m-1), for semi-arid shrubs a mean
value of 198 mmol m-2 s-1 (~207 s m-1) was found.
HOLBROOK ET AL. (1995) confirmed that dry forests
do not differ from moist forests in terms of stomatal
conductance. Thus, canopy conductance is mainly de-
termined by LAI and the seasonal, daily and diurnal
variations of stomatal conductance.

Diurnal variations of meteorological parameters are
most pronounced between day and night for the radia-
tion balance and for temperature. Concerning plant
physiological characteristics, canopy resistance is in-
creased during night-time by stomata closure. Due to
the strong non-linearities of the evapotranspiration
process, these variations may have an important effect
on simulation results if taken into account explicitly as
compared to simulations using daily mean parameters.
SCHULLA (1997) demonstrated for an application of
the PENMAN-MONTEITH approach that this variability
can be efficiently represented on the basis of daily
meteorological data by sub-dividing into a daytime
and a night-time simulation period. Results approach
those obtained with an hourly timestep, and are, at an
annual basis, about 20% larger than those resulting
from a daily model with daily means of climate data
and parameters. OWE & VAN DE GRIEND (1990)
stressed problems of an overestimated evapotranspira-
tion in semi-arid conditions if soil heat fluxes are dis-
regarded in daily model applications, even if they
balance to zero when integrating over 24 hours.

For an extensive comparison of simple empirical
and complex physically-based evapotranspiration
models at the continental scale, VÖRÖSMARTY ET AL.
(1998) concluded that both types may be of use for
large-scale applications. However, differences be-
tween methods were most pronounced in hot and dry
areas. The empirical, temperature-based HAMON mod-
el (HAMON, 1963) as well as the complex model by
SHUTTLEWORTH & WALLACE (1985) performed best
for present climate conditions. However, for studies
involving climate or land cover change, the more
complex methods are better suited because they
should respond better to meteorological and physio-
logical changes (FEDERER ET AL., 1996; VÖRÖS-
MARTY ET AL., 1998).
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3.3 Runoff Generation
3.3.1 Process overview

The term ‘runoff generation’ is used here in a wide
sense, implying all processes that transfer precipitation
from the soil surface to the outlet of a catchment and
thereby determine the final runoff volume at the out-
let. By this definition, both vertical and lateral flow
processes are included. Lateral flow processes com-
prise also transport in the channel network, which,
contrary to humid areas, may change runoff volume
considerably by transmission losses (see
Chapter 3.3.1.3).

3.3.1.1 Infiltration and infiltration-excess 
runoff

Runoff generation in semi-arid environments is gener-
ally dominated by fast surface runoff components dur-
ing and immediately after a rainfall (e.g., YAIR &
LAVEE, 1985; PILGRIM ET AL., 1988; EL-HAMES & RI-
CHARDS, 1994). A major reason is that rainfall is
mainly of high intensity (see chapter Chapter 3.1.1)
which may exceed the infiltration capacity of the soil.
Thus, infiltration-excess runoff (HORTON-type runoff)
(HORTON, 1933) is generated. The infiltration capacity
of the soil is, in turn, related to a variety of event-de-
pendent (e.g., soil moisture) and independent factors
(e.g., soil texture). In semi-arid environments, the in-
filtration capacity is often low because the soil surface
is compacted and covered by a crust. One main reason
is the sparse vegetation cover, typical for these envi-
ronments, which may only partially protect the soil
surface from compaction by the kinetic energy of rain-
drops.

An extensive classification of surface crusts accord-
ing to their generation processes, morphological and
physical properties was made by VALENTIN & BRES-
SON (1992). Their thickness often is only a few milli-
metres, with infiltration capacities of generally lower
than 20 mm h-1, for some crust types even lower than
2 mm h-1. The type and degree of surface crusting has
been found to a be major factor in explaining the vari-
ance of infiltration capacities in the semi-arid west of
Africa (CASENAVE & VALENTIN, 1992; D’HERBES &
VALENTIN, 1997). Other important factors were vege-
tation cover, which is inversely related to crusting by
preventing crust formation under dense canopies, and
fauna activity (termites) which increases infiltration
capacity by generating macropores. Similar results on
the importance of crusts and its relation to vegetation
and land use for semi-arid areas were shown, e.g., in
PERROLF & SANDSTRÖM (1995), PEUGEOT ET AL.,
(1997), ZHU ET AL. (1997), BAJRACHARYA & LAL

(1999), PUIGDEFABREGAS ET AL. (1999), ZHU ET AL.
(1999). For the semi-arid north-eastern Brazil, CADIER

(1996) states that crust formation at the soil surface is
of much less importance than in the Sahel region of
Africa because the caatinga vegetation has, if not
heavily degraded, a continuous canopy cover which
protects the soil surface from raindrop impact. How-
ever, if the vegetation cover is removed and the upper
soil horizon gets compacted, an increase of annual
runoff by a factor of more than 10 was observed in
small catchments (CADIER, 1996). 

As mentioned above (CASENAVE & VALENTIN,
1992), another important factor governing soil surface
characteristics and thus infiltration are macropores.
Although macropores may constitute only a small por-
tion of soil porosity, they can transport large amounts
of water due to their high conductivity (e.g., BEVEN &
GERMANN, 1982). Particularly for intense rainfall
where the infiltration capacity of the soil matrix is ex-
ceeded, flow into macropores may become prevalent
(e.g., GERMANN, 1986). Macropores may be formed
by plant roots, soil fauna, or shrinkage of fine soils in
the state of low soil moisture. Their existence is, thus,
often linked to the presence of a vegetation cover and
is lost after deforestation or soil erosion (e.g. BURCH

ET AL., 1987). Similar differences are also found be-
tween bare soil patches and soils beneath plants in
clumped vegetation forms which are typical for semi-
arid environments. In consequence, together with re-
lated differences in the occurrence of crusts, infiltra-
tion rates are generally lower bare soil surfaces than
for surfaces under vegetation (SCOGGING & THORNES,
1979; PUIGDEFABREGAS ET AL., 1999).

Rock fragments in the soil have a variety of effects
on hydrological processes. According to POESEN &
BUNTE (1996), a general distinction should be made
between rock fragments at the soil surface and rock
fragments below the surface. By interception of rain-
fall, rock fragments at the surface prevent direct infil-
tration into the soil. On the other hand, infiltration
may be enhanced, as rock fragments protect the soil
surface from sealing due to raindrop impact. Whether
rock fragments at the surface finally increase or de-
crease infiltration volumes depends on various factors,
such as their position, size, total coverage of the sur-
face and characteristics of the surrounding fine earth
(e.g., VALENTIN & CASENAVE, 1992). In this context,
vegetation interacts due to its importance for the de-
velopment of crusts. ABRAHAMS & PARSON (1991) re-



20 Processes and Models of Semi-Arid Hydrology
port on the different effects of stone cover for
infiltration on shrub and inter-shrub areas. The net ef-
fect on infiltration may also change with time, e.g., in
the course of land use changes (POESEN & BUNTE,
1996). The usually high spatial variation may assem-
ble areas with surface stoniness favourable for the
generation of overland flow with nearby areas of en-
hanced infiltration capacity due to rock fragments, re-
ducing overall runoff generation again. Summarizing
the effects of surface stoniness on overall runoff pro-
duction, POESEN & BUNTE (1996) state that during a
rainfall event many contrasting effects take place over
short distances leading to important compensating ef-
fects. Rock fragments below the soil surface are found
to reduce the saturated hydraulic conductivity of soils
with textural porosity and, thus, reduce percolation to
deeper soil layers (e.g. BRAKENSIEK ET AL., 1986). 

3.3.1.2 Saturation-excess runoff

Saturation-excess runoff, generated on saturated soils
independent of their infiltration characteristics and of
rainfall intensity, is generally considered to be of less
importance in semi-arid landscapes than infiltration-
excess runoff. The groundwater surface is often at
larger depths, disconnected with surface hydrology
(PILGRIM ET AL., 1988). However, soil saturation may
occur during the rainy period in alluvial zones in the
valley bottoms (e.g., CEBALLOS & SCHNABEL, 1998;
GIESEN ET AL., 2000), on soils of relatively high infil-
tration capacities (MARTINEZ-META ET AL., 1998) or
on soils of low storage capacity, i.e., shallow soils
above a low permeable bedrock. Saturation-excess
runoff by this latter mechanism was found to be the
most important runoff component to produce channel
flow in a semi-arid basin in Spain. Once these saturat-
ed conditions have been met, additional rainfall may
lead to widespread surface flow whereas infiltration-
excess overland flow is limited in space and time due
to rapid reinfiltration (PUIGDEFABREGAS ET AL.,
1998). Similarly, CADIER (1993) describes the occur-
rence of shallow soils in north-eastern Brazil which
become runoff source areas if saturated.

3.3.1.3 Lateral redistribution

Lateral subsurface flow is commonly not considered
to be an important process contributing to runoff in
semi-arid landscapes. PUIGDEFABREGAS ET AL. (1998)
showed, that for a semi-arid area in Spain with
300 mm of annual precipitation the favourable condi-
tions for lateral subsurface flow are rarely met. Hills-
lopes show poor hydrologic connectivity over longer
distances and time periods. There are some studies in
which, however, lateral subsurface flow was found to
be an important mechanism of runoff generation. WIL-
COX ET AL. (1997) found that lateral subsurface flow
occurred on a hillslope in New Mexico especially in
years of above-average precipitation in winter, also
building a snowpack. In these periods, a perched wa-
ter table may develop above a shallow restrictive hori-
zon where water moves mainly through a network of
macropores. The effect of lateral subsurface flow for
generation of saturated areas in valley bottoms has
also been reported by GIESEN ET AL. (2000), for an
sub-humid area in West Africa with an average rain-
fall of 1200 mm. In general, it may be concluded that,
beside of topographic, geological and soil conditions,
the importance of lateral subsurface flow increases
with an increasing soil moisture status of the catch-
ment which provides connectivity of subsurface flow
over larger distances (see also BECKER ET AL., 1999).
Accordingly, the importance of lateral subsurface flow
increases from the dry to wet season within a catch-
ment and with mean annual precipitation between
catchments.

The complexity of lateral redistribution of water
with regard to surface flow and the importance of re-
infiltration along a toposequence was shown for the
study area in north-eastern Brazil (CADIER ET AL.,
1996). Fig. 3.5 shows two strips with low infiltration
capacities (rock outcrops and solodic soils), just ups-
lope of soils of high infiltration capacity which absorb
runoff generated upslope as long as they are not satu-
rated. Runoff at the base of such hillslopes is thus
considerably less than what can be expected by simply
summing up the contributions of each soil component.

Similarly, for hillslope transects, characteristic se-
quences of different surface types (vegetation cover
and crusts) and thus different infiltration characteris-

Fig. 3.5 Characteristic toposequence in the Juatama
basin, Ceará, north-eastern Brazil, and its effect on runoff
generation characteristics (after CADIER ET AL., 1996,
modified).
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tics were shown for semi-arid Southern Africa (PER-
ROLF & SANDSTRÖM, 1995) and for the Sahel region
(D’HERBES & VALENTIN, 1997). Observations of de-
creasing runoff coefficients with increasing slope
length were also made, for instance, by WILLIAMS &
BONELL (1988) and PUIGDEFABREGAS ET AL. (1998).
In the latter study, for a semi-arid area in Spain, run-
off coefficients by infiltration-excess at the event scale
may be locally very high for patches of the scale of
10 m (40%), but were found to decrease considerably
at the hillslope scale of 40-50 m (<5%) because the
variability of local soil characteristics favours reinfil-
tration after short flow distances. The intensity of rein-
filtration is, beside of soil moisture and soil infiltration
characteristics, governed by the degree of surface
roughness induced by texture and plant elements like
stems and litter (ABRAHAMS ET AL., 1994).

A characteristic change of surface material proper-
ties is often found between the sloping areas and the
valley bottom. YAIR & LAVEE (1985) demonstrated
the importance of a colluvium at the foot of slopes to
absorb runoff of the high responsive slope areas, thus
inhibiting completely channel flow in many occasions.
Also PUIGDEFABREGAS ET AL. (1998) stresses the sig-
nificance of the slope areas and alluvial plains as run-
off source and sink areas, respectively. The runoff
losses in lower parts of a toposequence are, on the one
hand, due to reinfiltration of surface runoff in the form
of sheet-flow in soils of higher infiltration capacity if
runoff has not yet concentrated into channels. On the
other hand, if already converged into rill or channel
flow, runoff may travel along a dry channel bed lead-
ing to losses into the alluvium (transmission losses).
The amount of these losses is primarily dependent on
pre-event moisture conditions of the alluvium, i.e., on
time spans between runoff events, but also on flow
rates, channel geometry, texture and layering of allu-
vial sediments (LANE, 1983; WALTERS, 1990; HUGH-
ES & SAMI, 1992; RENARD ET AL., 1993, EL-HAMES

& RICHARDS, 1994; LANGE, 1999; PARSONS ET AL.,
1999). Transmission losses in rills were found to be
larger than diffusive losses in inter-rill areas (PAR-
SONS ET AL., 1999).

Decreasing runoff coefficients with the basin area
increasing from the field to the small basin scale due
to losses into alluvial deposits were also reported by
DE BOER (1992) for a temperate semi-arid area in
Canada. It was stressed that differences in runoff coef-
ficients between both scales were more pronounced
for events with a dry as compared to a wet antecedent
moisture status of the basin. Similarly, CEBALLOS &
SCHNABEL (1998) argued that the distinct hydrological
behaviour of the hillslope zone and sediment fills in
valley bottoms accounts for a decline of runoff coeffi-
cients from 11.5% for hillslopes to 1.1% for the com-
plete 0.4 km2 catchment in semi-arid Spain. PEUGEOT

ET AL. (1997) found discontinuities of water transmis-
sion along catenas and small catchments for the Sahel
zone which significantly affect the runoff amount
reaching larger river stretches. Also for small basins
of north-eastern Brazil, CADIER ET AL. (1996) and
CADIER (1996) found that with increasing basin area,
runoff coefficients generally decrease, particularly in
dry years, and that the variability of annual runoff in-
creases. Main reasons are the larger relative impor-
tance of alluvial areas in valley bottoms as well as the
increasing number of small dams. However, they also
state that this effect is in general less pronounced in
north-eastern Brazil than in the semi-arid Sahel of Af-
rica because of a stronger undulated relief in Brazil
with no endoreic zones (as described for the Sahel in
DESCONNETS ET AL., 1997) and the relevance of plain
valley bottoms being comparatively small. The above
spatial sequence of runoff source zones in upper parts
of the landscape and sink zones in lower parts may
also be in reverse for specific geological settings, as in
Walnut Gulch (ABRAHAMS, 1988). Generalizing the
observations from several watersheds in Walnut Gulch
(semi-arid Arizona), GOODRICH ET AL. (1997) found
an increasing non-linearity in basin response (mean
runoff and peak response) with increasing basin scale
for a threshold basin area of about 0.5 km2. They at-
tribute this observation to (1) an increasing role of
channel transmission losses as compared to hillslope
processes and (2) a decline of the fractional coverage
of storm rainfall with increasing basin area. 

Beside of the soil and vegetation properties of each
location on the one hand, the above observations on
lateral redistribution of surface and subsurface runoff
contribute, on the other hand, to the characteristic spa-
tial pattern of soil moisture in a catchment, which in
turn controls runoff generation mechanisms. GRAYS-
ON ET AL. (1997) denotes these two influencing as-
pects as ‘local’ and ‘non-local’ control on soil
moisture patterns. The above studies in semi-arid en-
vironments suggest that structuring the landscape ac-
cording to toposequences, i.e., different topographical
zones, particularly slope areas on the one hand and
valley bottoms on the other hand, is adequate to ex-
plain some important aspects of its variability in soil
moisture and hydrological behaviour. This concept of
catenas or toposequences goes back to MILNE

(1935a,b) (cited in BIRKELAND, 1999). There, it was
used to capture the variability of soils along a hills-
lope, where each soil shows a distinct relationship to
the soils upslope and downslope for a variety of geo-
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morphologic, pedological and hydrological reasons. In
this respect, at longer time scales than those of most
hydrological studies, soil catenas are the result of, e.g.,
hydrological processes at the hillslope. However, the
point of view can be reversed, using catenas as a con-
cept for structuring the landscape as basis for assess-
ing its present hydrological behaviour, while assuming
that characteristics of the catena do not change within
the study period. Nevertheless, using such a concept
does not necessarily mean that topographic control on
hydrological processes and the distribution of soil
moisture is dominant. As shown in PUIGDEFABREGAS

ET AL. (1998), local soil factors are more important to
explain spatial patterns of soil moisture, especially in
the dry season. However, lateral redistribution proc-
esses and, thus, the degree of non-local control may
change with the season, being more significant for wet
conditions, i.e, the rainy season or a wet year, as also
illustrated for more humid areas (GRAYSON ET AL.,
1997; WESTERN ET AL., 1999). 

FLERCHINGER ET AL. (1998) compared simulations
with uniform and distributed parameters for a small
semi-arid watershed in Idaho, USA. The largest differ-
ences in total basin response between the two ap-
proaches occurred for evapotranspiration. Differences
were larger in dry years where water was a stronger
limiting factor. The uniform version could not repre-
sent some areas having more soil water available for
transpiration, being however important for the basin
response. This suggests that a uniform approach for
evapotranspiration modelling, not taking into account
spatial variability of soil moisture or leaf area index,
can be applied more easily when water is not limiting,
which, however, does usually not apply for semi-arid
environments.

In summary of runoff generation in the semi-arid
north-east of Brazil, CADIER (1993) and CADIER ET

AL. (1995) concluded that the soil type (mainly de-
fined by infiltration capacity and storage capacity, i.e.,
depth to bedrock) and the vegetation form (mainly de-
fined by its sparseness or degree of degradation) are
the dominant physiographic influencing factors. Addi-
tional factors for runoff at larger spatial scale are the
extent of reinfiltration zones for runoff and the density
of small reservoirs.

3.3.2 Modelling approaches

3.3.2.1 Models for infiltration and vertical 
soil water movement

In a porous medium, as it is the soil matrix, water
moves in the direction of a decreasing hydraulic po-
tential. The main components building up the hydrau-
lic potential are gravitational and capillary forces. The
flow rate is, in principle, expressed by the DARCY

equation as a function of this gradient and the ability
of the soil to transmit water, i.e., its hydraulic conduc-
tivity. The conductivity and the matrix potential are,
in turn, dependent on the actual soil moisture status of
the matrix in the form of non-linear functions. Includ-
ing these relationships leads to a generalisation of the
DARCY equation for unsaturated flow in the soil ma-
trix in the form of a partial differential equation (RI-
CHARDS equation) (RICHARDS, 1931).

Observations in natural soils, however, have fre-
quently shown (see the examples above) that the con-
cept of a homogeneous soil matrix is not valid due to
the existence of macropores in which water movement
is mainly influenced by gravitational forces (BEVEN &
GERMANN, 1982). Water movement in natural soils
for modelling purposes is, thus, often considered as a
dual-domain process. Separate model components for
flow within the macropores have been developed and
coupled to the above RICHARDS equation to allow for
interaction between both domains (for an overview,
see BRONSTERT, 1999).

A large number of physically-based models use the
above concept based on the RICHARDS equation for
modelling vertical soil water movement (see examples
in Chapter 3.3.2.2), partly also including a coupled
macropore module. The soil column is sub-divided
into several layers between which downward (percola-
tion) or upward (capillary rise) fluxes are simulated,
usually with high temporal and spatial resolution.
These models may equally be used for modelling in-
filtration, setting rainfall volumes as an upper bounda-
ry condition. Large uncertainties remain for this type
of models with respect to an adequate formulation of
some processes, particularly related to macropore
flow, and they are demanding in parameters and com-
putational resources (e.g., BRONSTERT, 1999).

In simpler modelling approaches, soil layers are
treated as storage volumes which transfer water to the
next deeper layer or to a groundwater storage accord-
ing to a conceptual approach. Commonly, percolation
occurs in this type of approach if the actual soil mois-
ture of the layer exceeds field capacity (e.g., in PRMS,
LEAVESLEY ET AL., 1983). The volume of percolation
may depend on the actual storage volume in the form
of a linear storage approach, parameterized by a stor-
age coefficient which can be completely empirical
and, thus, is calibrated or related to changing unsatu-
rated conductivity with actual soil moisture (SWRRB,
ARNOLD ET AL., 1990, in ARNOLD & WILLIAMS,
1995). UHLENBROOK (1999) uses the soil moisture ac-
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counting routine of the HBV model (BERGSTRÖM,
1992) to compute percolation to a runoff generation
storage. In this concept, percolation may already occur
if field capacity is not yet reached, which is consid-
ered to implicitly incorporate the effect of fast transfer
of water to deeper soil layers by macropores. A sim-
plified routine for water flow in macropores is also in-
corporated in some other conceptual soil water
modules (e.g., in a modified version of WASIM-ETH

(NIEHOFF, 2002) and for cracks in soils of high clay
content in SWRRB (ARNOLD ET AL., 1990)). Likewise,
both components are included by simple means in a
soil water and plant dynamics model for semi-arid ec-
osystems (WALKER & LANGRIDGE, 1996). However,
these extensions involve additional parameters which
are difficult to determine or have to be calibrated.

Particular in the conceptual soil water models, infil-
tration is simulated by a separate routine which then
delivers the amount of infiltrating water as input to the
soil water module. Beside of the physically-based ap-
proach mentioned above, a variety of empirical or
conceptual models exist in the literature. Empirical
models generally relate the infiltration rate or volume
to the time after the onset of a rainfall event, adapted
by some soil specific parameters, and do not explicitly
respect the actual soil moisture content (e.g., HORTON,
1940; HOLTAN, 1961). Although not being strictly an
infiltration model, the widely used SCS curve number
model (SCS, 1972) should be mentioned here in the
context of empirical models. The method estimates
surface runoff on an average event basis by account-
ing for interception, surface detention and infiltration
losses, which are all parameterized by an empirical
factor (curve number) in dependence of soil and vege-
tation characteristics as well as of antecedent runoff
conditions. However, its applicability is largely limit-
ed in the case of dynamic modelling with historic
rainfall data or for conditions not covered by the curve
number parametrization.

The most widely applied conceptual model, which
represents the infiltration process in the simplified
form of the governing physical equations is the model
of GREEN & AMPT (1911). Water is assumed to infil-
trate in the form of piston flow with a clearly defined
wetting front that gradually moves from the soil sur-
face deeper into the soil. This wetting front separates a
saturated zone above from a zone of initial water con-
tent below. The main assumption of the approach
which may not be valid for many natural soils is that
of a homogeneous soil matrix which does not contain
macropores. Several extensions have been made to the
original approach in order to remove some of its limi-
tations, e.g., for infiltration in layered soils (PESCHKE,
1977), for crusted soils (AHUJA, 1983) or for time-var-
iable rainfall intensities (PESCHKE, 1987). A broad
study on the parametrization of the model for range-
lands with sparse vegetation cover is presented in
KIDWELL ET AL. (1997).

3.3.2.2 Models for lateral flow processes 

For the description of lateral flow at the hillslope
scale, one approach is to use physically based distrib-
uted models (see also Chapter 3.3.2.1), for instance,
SHE (ABBOTT ET AL., 1986a,b), IHDM (BEVEN ET AL.,
1987), HILLFLOW (BRONSTERT, 1994), SAKE (MERZ,
1996), MEDALUS (KIRKBY ET AL., 1996), CATFLOW

(MAURER, 1997), KINEROS (WOOLHISER ET AL.,
1990). These models use different forms of hillslope
discretization (e.g., grids, flow strips, slope segments,
rectangular planes) and represent ono or more lateral
flow processes (overland flow, unsaturated subsurface
flow, saturated subsurface flow). Subsurface flow is
simulated by a 2- or 3-dimensional version of the RI-
CHARDS equation (see Chapter 3.3.2.1). Overland flow
is represented by the ST.VENANT equations or its deri-
vations, using data on slope gradients and surface
roughness. However, using these high resolution, pa-
rameter demanding models is not feasible in large
scale applications. TOPOG / THALES (VERTESSY ET

AL., 1993; GRAYSON ET AL. 1992) use a more simple
approach, where saturated subsurface flow along hills-
lope streamlines is approximated by a kinematic ap-
proach (BEVEN, 1982). Similarly, he SWRRB model
uses a formulation based on a kinematic storage mod-
el (SLOAN ET AL., 1983, cited in ARNOLD & WIL-
LIAMS, 1995), where lateral flow at the base of the
hillslope is a function of the water volume stored in
the saturated zone, hillslope width and gradient, and
soil conductivity. An approach based on terrain analy-
sis of grid elevation models to consider the interaction
of lateral flow along hillslopes (reinfiltration, return
flow) was presented by SCHUMANN & FUNKE (1996)
and SCHUMANN ET AL. (2000), where by statistical
means transition frequencies between grid cells with
different soil-vegetation combinations are defined. In
TOPMODEL (BEVEN & KIRKBY, 1979), a topographic
index is used to represent the effect of lateral subsur-
face flow on soil moisture at downslope positions. The
application of this concept is, though, limited to wet
areas with shallow groundwater tables (BEVEN, 1995),
which mostly excludes semi-arid regions where lateral
flow of infiltration-excess runoff is thought to be
dominant. Another procedure was shown in the mod-
els WATBAL (KNUDSEN ET AL., 1986) and PRMS

(FLÜGEL, 1995), where the discretization of the study
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area into hydrological response units respected their
topographical position. This allowed to include by
conceptual storages the lateral subsurface drainage
from upland areas to slopes and to the groundwater in
valley floors, while respecting its effect on soil water
in the downslope topographic units. In the case of
WATBAL, the concept includes also the redistribution
of surface runoff between units of different topograph-
ic position. Otherwise, in most conceptual models,
particularly in those for large-scale applications, later-
al redistribution at the hillslope scale is not explicitly
taken into account. Water which percolates vertically
through the soil profile is added to one or more
lumped linear or non-linear storages (for rapid and
slow subsurface runoff components) of which the out-
flow dynamics to river runoff (without interaction in
zones of lower topography) are controlled by a storage
coefficient, a conceptual parameter to be calibrated
(e.g., in SLURP (KITE, 1978), HBV (BERGSTRÖM,
1992)). Generated surface runoff of each modelling
unit is assumed to reach directly the river network
without interaction with other units. Modelling of lat-
eral flow is then constrained to runoff routing in the
river network.

Particularly in modelling of arid catchments, spe-
cific modules assess transmission losses in dry river
beds. They combine procedures of channel routing,
i.e., the translation of a flood wave, with infiltration
models into the channel sediments. Various empirical
(e.g., LANE, 1983; WALTERS, 1990; SHARMA &
MURTHY, 1994; LANGE, 1999) or numerical approach-
es (e.g., FAULKNER, 1992; SHARMA ET AL., 1994)
have been developed. Neglecting transmission losses
in a modelling system designed to simulate runoff
from semi-arid or arid catchments could results in se-
rious errors, according to HUGHES & SAMI (1992).
However, for large scale applications, it may be more
feasible to use some approximate concept based on
the antecedent moisture status of the catchment in-
stead of an explicit description of the loss processes.
3.4 Watershed Models
3.4.1 Scale and variability

Hydrological processes, the observation of these proc-
esses and hydrological models are each linked to cer-
tain spatial and temporal scales, i.e., the process scale,
the observation scale and the modelling scale
(BLÖSCHL & SIVAPALAN, 1995). In other words, when
moving from one scale to another, the observable
processes change, as do the modelling concepts which
have to be related to the scale of the process to be rep-
resented. This scale dependency is due to the hetero-
geneity of the physiographic landscape characteristics,
the variability of hydrological state variables and
processes (in space and time) and the importance of
individual processes relative to others which changes
with scale. The distinction between the above three
categories of scale gets relevant for hydrological mod-
elling if these categories do not coincide in scale for a
specific application. This is the case for most model
applications. Then, scaling techniques are required
which enable the transfer of data, model formulations
and/or parameters between scales and scale catego-
ries.

If the hydrological model is to be applied for a
large geographic domain as in this study, a discrepan-
cy commonly exists between the modelling scale and
the process scale. The modelling scale of interest (e.g.
a river basin) is usually larger than the typical scale of
the relevant processes, which involves considerable
variability at the modelling scale (sub-grid variability).
This variability may be of deterministic/structured or
of stochastic nature (see SEYFRIED & WILCOX (1995)
for an overview on the terminology). In the case of
structured variability, some sort of organisation can be
observed in the spatial distribution of terrain charac-
teristics or processes, i.e., there is a relationship be-
tween these characteristics and their location. In
contrary, in the case of stochastic variability, terrain
characteristics and processes are considered to be in-
dependent of the location. The need to incorporate
these types of variability for accurate results at the
modelling scale has been illustrated for several exam-
ples in Chapter 3.1-Chapter 3.3. The following ap-
proaches can be taken into consideration in order to
cope with the scale problem:

(1) Explicit representation of sub-grid variability by
using modelling units small enough to capture
processes and their variability at the scale where
the variability occurs, followed by the aggregation
of the individual results to the scale of interest. In
most cases, this approach is practically not feasible
due to limited data availability and computational
constraints.

(2) Use of effective parameters in process scale equa-
tions being applied at the modelling scale. The ef-
fective parameters are assumed to incorporate sub-
grid variability, thus resulting in an accurate de-
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scription of the model response at the modelling
scale. This approach is used, implicitly or explicit-
ly, in most hydrological models. One limitation is
that such an effective parameter may not exist,
particularly when processes are non-linear
(BLÖSCHL & SIVAPALAN, 1995). Additionally, ef-
fective parameters lack of physical meaning and
often have to be derived by calibration.

(3) Use of distribution functions which do not repre-
sent the exact pattern of sub-grid variability, but its
fractional distribution at the modelling scale. Ex-
amples in hydrological models are distribution
functions of soil moisture deficit (BEVEN & KIRK-
BY, 1979), storage compartments (MOORE &
CLARKE, 1981) and infiltration capacities (ZHAO,
1992; WOOD ET AL., 1992; TODINI, 1996). Exam-
ples of more complex approaches for land surface
parameterization in General Circulation Models
(GCMs) are the statistical-dynamical concepts of
ENTHEKHABI & EAGLESON (1989), AVISSAR

(1992) and FAMIGLIETTI & WOOD (1994). These
methods can serve as an effective way to represent
effects of sub-grid variability, however, they rely
on information about probability distributions and
their parameters which may be difficult to provide.
Additionally, structured variability cannot be rep-
resented by a distribution function.

(4) Use of lumped equations at the modelling scale
which describe in an integrative way smaller scale
processes and their variability. An example (given
in BLÖSCHL & SIVAPALAN, 1995) is DARCY’s
equation, where instead of modelling flow through
each pore of the porous medium a lumped equa-
tion with one integrative parameter (hydraulic con-
ductivity) is used. Other examples are on overland
flow in rills (MOORE & BURCH, 1986) and the
‘big-leaf’ approach for canopy evapotranspiration
in the PENMAN-MONTEITH equation (MONTEITH,
1965) instead of individual leaf modelling. This
approach is restricted by the fact that for a lot of
processes relevant to large scale model applica-
tions lumped equations do not exist (e.g., infiltra-
tion at the hillslope or catchment scale)
(O’CONNELL & TODINI, 1996).

(5) Definition of terrain patches with similar response
in terms of the hydrological quantity of interest.
Only those processes and heterogeneities are taken
into account for the delineation of the modelling
units (patches), which are relevant for the objec-
tive of model application. On this principle, the
spatial concept of several distributed hydrological
models is based, with the patches also being called
hydrological response units (LEAVESLEY ET AL.,
1983) or hydrotopes (BECKER & PFÜTZNER, 1987).
A critical problem is the adequate definition and
delineation of the terrain patches with regard to the
above objectives. The representative elementary
area concept of WOOD ET AL. (1988) was one at-
tempt to find such an preferred element size where
the variability of the hydrological behaviour is at a
minimum. In many applications, patches are de-
rived by intersecting maps of different types of
physiographic data (topography, soils, vegetation,
etc.) in Geographical Information Systems (GIS).
The selection of which data are relevant is based
on expert knowledge, the perception of the study
area, and on comparative studies evaluating the
performance of models for different ways of delin-
eation of patches (e.g., FLÜGEL, 1995; BECKER &
BRAUN, 1999). In most of these concepts, the cri-
teria for delineation of patches is their similarity
with regard to vertical hydrological processes (i.e.,
infiltration, percolation, evapotranspiration). In or-
der to give the response at the modelling scale in-
cluding lateral processes, the individual responses
of the patches are aggregated without allowing for
interaction between them. BECKER & NEMEC

(1987) and BECKER (1995) propose to use two dif-
ferent spatial discretization schemes for vertical
and lateral processes, respectively. However, it re-
mains unclear in which way patches, once defined
with respect to similar behaviour of vertical proc-
esses, should be interrelated to give another type
of patches with similarity in lateral function. 

3.4.2 Watershed models for semi-arid 
areas

The features of semi-arid zone hydrology summarized
in Chapter 3.1-Chapter 3.3 underline the need for a
modelling concept at the watershed scale which may
include different approaches than for humid zones, as
also stressed by, e.g., PILGRIM ET AL. (1988). At least,
models developed for temperate climates should be
thoroughly tested before being transferred to the semi-
arid (GIESEN ET AL., 2000).

A great variety of types of hydrological models ex-
ist, differing in their degree of determination (deter-
ministic – stochastic models), in their type of process
representation (process-based – conceptual – empirical
models), in the extent and resolution of temporal and
spatial scales they cover (e.g., lumped – distributed
models, event-based – continuous models). Accord-
ingly, hydrological models at the watershed scale are
composed of several modules for the different proc-
esses which are to be represented, with some exam-
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ples of these individual modules given in Chapter 3.2
and Chapter 3.3.

Often, hydrological models for semi-arid areas are
simple empirical formulae which relate some catch-
ment characteristics to a flow characteristic of interest
at the catchment outlet. These models do not directly
consider the governing physical relationships of the
processes involved in runoff generation. However,
they may contain a valuable set of expert knowledge
on how observable catchment properties act on the hy-
drological response. An example for semi-arid West
Africa is a scheme based on the classification of the
landscape according to soil and vegetation characteris-
tics, which determines runoff for each class by an ex-
perimentally determined function respecting rainfall
and soil moisture (CASENAVE & VALENTIN, 1992).
For semi-arid north-eastern Brazil, MOLLE & CADIER

(1992) and CADIER (1993, 1996) presented an empiri-
cal, static model for regionalization of mean annual
runoff among small watersheds up to 100 km2. Beside
of mean annual precipitation, the soil type, the degree
of degradation of vegetation, the density of small res-
ervoirs, and the extent of reinfiltration zones for run-
off, each represented by an empirical parameter, were
respected as influencing factors. For larger basins in
north-eastern Brazil (~10000 km2), REIMERS (1990)
used multiple regression models to determine mean
runoff from various catchment characteristics. Howev-
er, such types of empirical models is not suitable for
dynamic models and/or hardly transferable to sites
other than those for which their relationships were de-
rived. 

A large number of conceptual rainfall-runoff mod-
els have been developed for hydrological applications.
These models represent hydrological processes by
simplified formulations and analogues of the underly-
ing physical laws, usually by mutually interrelated
conceptual storages, and include some amount of em-
piricism. The models contain parameters which lack
of direct physical meaning and have to be derived
from calibration. Some conceptual models have been
developed specifically for semi-arid catchments. A
main difference to models developed for humid areas
is that semi-arid models often include some approach
of modelling infiltration-excess runoff and transmis-
sion losses, which is not necessarily included in mod-
els for humid areas. For small semi-arid watersheds,
LANE (1982) presented a distributed model with em-
pirical components for the event scale, using the SCS
method for runoff volume estimation and including
transmission losses. A simple distributed model with
two calibration parameters was successfully applied
for a basin within Walnut Gulch by WHEATER ET AL.
(1997). On a monthly basis, a widely applied model in
semi-arid southern Africa is the conceptual storage
model of PITMAN (1973). A conceptual model with a
very large number of approaches which are a specific
attribute to semi-arid hydrology is the semi-distributed
model of HUGHES & SAMI (1994). They include, e.g.,
a variable time resolution for infiltration modelling in
dependence of rainfall intensities, distribution func-
tions to account for sub-area variability, reinfiltration
of surface runoff at the hillslope scale as function of
saturated catchment portions, transmission losses,
small dam storage). Thus, the model includes many
aspects of perceptual knowledge on semi-arid catch-
ment behaviour, but finally results in a large number
of parameters. They can mainly be derived from
small-scale physical catchment characteristics, with a
broad field / expert knowledge of the basin response
requested. Some parameters, however, remain to be
calibrated. A comprehensive and flexible conceptual
model, starting out from an agrohydrological perspec-
tive, but being extended to a wide range of application
in the field of water resources, including large-scale
applications for semi-arid areas in Africa, is the ACRU

modelling system (SCHULZE, 1995). A model devel-
oped for the north-east of Brazil is MODHAC (LANNA

& SCHWARZBACH, 1989), a lumped conceptual model
with eight principal calibration parameters, which lead
to good model performance as compared to observed
runoff. The model is frequently applied for water re-
sources planning purposes in north-eastern Brazil
(FORMIGA ET AL., 1999; COGERH, 2000). Other con-
ceptual models applied in the semi-arid study area are
SMAP (LOPES ET AL., 1981), in daily lumped version
with seven calibration parameters (applications in e.g.,
ASFORA & CAMPELLO (2000); BARBOSA ET AL.,
2000; COSTA ET AL., 2000) or in an hourly version
(ARAúJO FILHO ET AL., 2000), and the distributed grid
model SIMMQE / AÇUMOD (DNAEE, 1983; PAIVA ET

AL., 1999; SILVA JUNIOR ET AL., 2000; PASSERAT DE

SILANS ET AL., 2000).

Comparing three conceptual models of different
complexity (number of parameters) for semi-arid wa-
tersheds, YE ET AL. (1997) concluded that for monthly
flow volumes a simple model (with 6 parameters) is
able to satisfactorily represent the nonlinearities of
low-yielding catchments in terms of monthly runoff.
For daily flow and for catchments with runoff coeffi-
cients <10%, however, a more complex model might
be required. In HUGHES (1995), a daily model did not
show better results than a monthly model for large Af-
rican catchments, mainly due to the lack of adequate
rainfall data. MICHAUD & SOROOSHIAN (1994) found
a physically-based model not to perform better at the
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event scale than a distributed conceptual model after
calibration for a 150 km2 semi-arid basin (see also be-
low). REFSGAARD & KNUDSEN (1996), for continuous
simulations, came to similar results for semi-arid ba-
sins in Zimbabwe. Both studies showed that distribut-
ed, more physically-based models performed better if
no calibration was done. For large-scale applications
covering several climate zones, CHIEW ET AL. (1995)
found that after calibration, the performance of a con-
ceptual rainfall-runoff model (MODHYDROLOG) to re-
produce monthly flows may be lower for semi-arid
and arid catchments. Similar results for large-scale
models were obtained by RUSSELL & MILLER (1990)
and ABDULLA & LETTENMAIER (1997).

Generally, most studies with conceptual models
highlight the importance of adequate rainfall data to
obtain satisfactorily simulation results. Deficiencies in
this respect may more than compensate favourable ef-
fects of a more appropriate model conceptualization.
Some approach for transmission losses and of rainfall-
dependent vegetation dynamics should be included
even in simple models for semi-arid environments
(HUGHES, 1995). Calibrating conceptual models in
semi-arid regions may require long calibration periods
to obtain reliable simulation results, due to the high
variability of runoff behaviour (e.g., GÖRGENS, 1983)
and missing watershed information encountered dur-
ing no-flow periods of ephemeral streams (YE ET AL.,
1997).

Physically-based models were applied to some
small semi-arid catchments with an extensive data
base. For example, the event-based, complex distribut-
ed KINEROS model (WOOLHISER ET AL., 1990), which
was specifically developed for semi-arid regions, gave
good simulations results for small catchments up to
about 10 km2, within the Walnut Gulch, Arizona,
USA (SMITH ET AL., 1995; GOODRICH ET AL., 1997),
but reached beyond the conditions of its applicability
to give reasonable runoff simulations for the entire
catchment (150 km2) (MICHAUD & SOROOSHIAN,
1994). The application of TOPOG (GRAYSON ET AL.
1992) to a tributary of the Walnut Gulch basin was
shown to be highly dependent on parameters values,
with reasonable simulations results only after calibra-
tion. Similar results with TOPOG for a semi-arid agri-
cultural catchment were obtained by ZHU ET AL.
(1999), with the performance being better for larger
storm events. In both applications, large uncertainties
remain in model structure, data and parameters due to
the lack of adequate field data in the resolution re-
quired by this type of model. The costs associated
with the detailed basin characterization as basis for
applications of these detailed, physically-based models
are not feasible for large watersheds (MICHAUD & SO-
ROOSHIAN, 1994).

3.4.3 Watershed models for the assess-
ment of climate change impacts

In general, a widely used method for evaluating the
impact of climate change on water resources includes
four elements (summarized, e.g., in BOORMAN &
SEFTON, 1997): (1) a study area for which the effect
of changed climate is to be evaluated, (2) a method for
providing historical climate data and plausible scenari-
os of changed climate in the future, (3) a hydrological
model transforming the climate input into a response
of the hydrological system, being validated (and possi-
bly calibrated) on historical data and re-run with the
changed climate input, and (4) one or more target var-
iables out of the field of water resources for which the
effect of climate change is to be evaluated by any sta-
tistics.

A large variety of hydrological models of the dif-
ferent types mentioned in Chapter 3.4.2 have been ap-
plied in the above context of impact analysis. Several
critical aspects are implied in the application of this
methodology, as summarized, e.g., in LEAVESLEY

(1994), BOORMAN & SEFTON (1997), SCHULZE

(1997), BONELL (1998), XU (1998). Two major as-
pects are (1) the scale problem, mainly the mismatch
between, on the one hand, coarse-resolution data of
climate change scenarios derived from output of glo-
bal General Circulation Models (GCMS) and, on the
other hand, data needed in the hydrological applica-
tion for regional or small-scale impact studies, and (2)
the non-stationarity of the system leading to the ques-
tion of the applicability of a hydrological model for
future situations which differ from those of the histor-
ical time period used for model development and cali-
bration.

Referring to the first point above, the fundamental
difficulty is that the ability of GCMs to provide relia-
ble climate data decreases with increasing temporal
and spatial resolution, whereas for hydrological appli-
cations in contrary, the importance of accurate climate
data increases in that direction. This may apply partic-
ularly for precipitation data, where not only the mean
and its direction and magnitude of change is of impor-
tance for hydrology, but especially the rainfall varia-
bility, the persistency of, e.g., wet and dry time
intervals, or characteristics of extreme events. Differ-
ent types of downscaling techniques have been devel-
oped to bridge the gap between data resolution of
climate and hydrological models (for an overview,
see, e.g., WILBY & WIGLEY, 1997), for instance, sim-
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ple interpolation methods, statistical or dynamical
downscaling techniques, where the latter may also in-
clude the use of nested regional climate models within
a GCMs. However, the quality of downscaled data de-
pends critically on the simulations of the driving GCM

and costs and benefits of different downscaling tech-
niques have not been comprehensively evaluated yet
(IPCC, 2001). Climate simulations of various GCMs, in
turn, may be considerably different from each other in
space and time, particularly when comparing the re-
sults at the regional scale (IPCC, 2001). These differ-
ences may have huge implications for the direction
and magnitude of simulated changes in the hydrologi-
cal response (e.g., ARNELL, 1999).

The second critical aspect of the methodology for
impact assessment mentioned above refers to the ap-
plicability of a hydrological model for the changed
conditions of the scenario period. As pointed out by
KLEMES (1985), one main criteria for the suitability of
a model in this respect is its sound physical founda-
tion. A model structure is required which enables to
reproduce non-linear responses associated with, e.g.,
changes in rainfall characteristics on runoff genera-
tion, and/or changes in temperature on evaporation
rates, and/or changes in CO2 concentrations on tran-
spiration rates. Hence deterministic, process-based and
distributed-parameter models will in principle be most
appropriate in this context (LEAVESLEY, 1994). Mod-
els which require a calibration of its parameters face
the serious limitation that the historical conditions for
which the model is calibrated do not correspond to the
conditions of the scenario period. Thus, while good
results for the calibration period may be obtained, no
conclusion can be drawn if the calibrated parameter
set applies also to give an adequate response for
changed conditions, and if and how possible adapta-
tions of the parameters to the changed conditions
should be made. This implies also the risk of giving in
the calibration period the right response of a hydrolog-
ical variable for the wrong reason with respect to
processes due to intercorrelation of parameters.
SCHULZE (1997) summarizes that ‘models requiring
any form of external calibration, particularly of loca-
tion-specific exponents and physically non-meaningful
parameters are inherently not usable for climate-
change driven hydrological impact studies’. As a con-
sequence, the need to develop and apply process-
based, non-calibrated models for climate change im-
pact assessment was put forward (e.g., GLEICK (1986),
NASH & GLEICK, 1991; LEAVESLEY, 1994; MCCABE

& HAY, 1995; IPCC, 2001).

As mentioned at various places during the previous
sections, the application of hydrological models and
hence the results of climate change impact simulations
comprise a large range of uncertainties, which can be
grouped into three main source categories (e.g.
THORSEN ET AL., 2001): (1) uncertainty in input data,
i.e. driving variables such as climate data and model
parameters such as soil physical characteristics, (2)
uncertainty in model structure, i.e., due to insufficient
process knowledge, due to simplification in process
representations, including, e.g., their temporal and
spatial resolution, and (3) numerical uncertainty. The
call for assessing the reliability in model predictions
has constantly accompanied the discussion in the liter-
ature on applications of hydrological models (e.g.,
BEVEN, 1989; BEVEN & BINLEY, 1992; EWEN & PAR-
KIN, 1996), but there is still a considerable deficit in
today’s model applications as this has usually not yet
become ‘a matter of routine’ (BEVEN, 2001).

A fundamental step towards the assessment of the
reliability of model results consists in the application
of a rigorous validation scheme which compares mod-
el results with observations and, thus, allows to give
an estimate of the accuracy of the results. KLEMES

(1986) was one of the first to suggest a systematic ap-
proach of testing for stationary and non-stationary
conditions and with regard to the geographic transfer-
ability of models. The need for extended methods of
model validation has frequently been pointed out, in-
cluding multi-criterial and multi-scale approaches, as
for the validation of internal stages and of spatial pat-
terns in the case of distributed models (ROSSO, 1994;
GRAYSON ET AL., 1995; REFSGAARD & STORM, 1996;
BEVEN, 1997; MROCZKOWSKI ET AL., 1997; PINOL ET

AL., 1997; REEFSGARD, 1997; GÜNTNER ET AL.,
1999). However, such a comprehensive validation is
rare, mainly due to the lack of suitable data (see
GÜNTNER ET AL. (1999) for an overview).

The broader approaches for the assessment of mod-
el uncertainty use joint stochastic-deterministic meth-
ods. They consider input data as realisations of
stochastic variables with given statistical properties
which are then applied to the hydrological model by,
e.g., Monte-Carlo simulations. A more comprehensive
methodology, which allows also to include uncertainty
related to model structure, is the generalised likeli-
hood uncertainty estimation by BEVEN & BINLEY

(1992). In general, model validation and the analysis
and discussion of model uncertainty should be direct-
ed towards the objectives of model application and the
type of simulation results of interest, as pointed out in
THORSEN ET AL. (2001), for instance.

Finally, recent overviews on the possible impact of
climate change on water resources in semi-arid areas
are given, e.g., in IPCC (2001) and DAM (1999). They
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summarize that studies are generally low in number
for semi-arid zones, compared to other climate re-
gions. The general finding is that semi-arid regions are
very sensitive to changes in rainfall, as a given per-
centage change in rainfall can produce a considerably
larger percentage change in runoff (see also ARNELL,
2000). Similarly for soil moisture, CHIEW ET AL.
(1995) found for Australian basins that the amplifica-
tion factor, which relates changes in precipitation to
changes in a hydrological variable of interest, is high-
er in drier catchments. A similar effect has been found
for groundwater recharge in semi-arid Tanzania by
SANDSTRÖM (1995). Concerning evapotranspiration,
the actual rate of evapotranspiration can be expected
to increase by a smaller percentage than the possible
increase of the atmospheric demand for evaporation,
as particularly in dry areas the actual rate is water lim-
ited by available soil moisture (ARNELL, 1996, cited in
IPCC, 2001). Increasing atmospheric CO2 reduces the
stomatal conductance of plants and thus transpiration,
on the one hand, and may be associated with an in-
creased plant growth and thus more water use by the
plants, on the other hand. The net effect on plant tran-
spiration and consequently one catchment-scale eva-
potranspiration is matter of debate and there is a large
degree of uncertainty (IPCC, 2001). IPCC (2001) sum-
marizes that, although large uncertainties are com-
prised within the application of hydrological models,
the greatest uncertainties in the effects of climate on
streamflow arise from uncertainties in climate change
scenarios. 
3.5 Conclusions on a Modelling Concept in this Study
3.5.1 General aspects

The term modelling concept in the context used here
refers not only to a hydrological model itself, i.e., a
specific model code which represents the occurring
hydrological processes at a certain temporal and spa-
tial scale, but it also includes approaches for model
parametrization, validation and for the assessment of
reliability of model results. Meaningful model results
can only be obtained if an adequate modelling concept
has been chosen. The most important criteria which
have to be taken into account in this context are:

• Which are  the objectives of model application ?
• Which are the hydrological processes being of rele-

vance for the study ?
• Which is the spatial scale (extension and resolu-

tion) of interest and required for process representa-
tion ?

• Which is the temporal scale (extension and resolu-
tion) of interest required for process
representation ?

• What is feasible with regard to data availability ?
• What is feasible in terms of time needed for model

implementation, compution time of model runs,
etc.?

Due to the distinct features of hydrology in semi-arid
zones (Chapter 3.1-Chapter 3.3), an adequate model-
ling concept may have to include approaches which
are different from those for humid zones. Additional-
ly, in view of the objectives of model application
(Chapter 1.2) for large areas, within the context of
(climate change) impact analysis, and within an inte-
grated model with specific requirements on interfaces
between modules, there was no model found in the lit-
erature which could fulfil the requirements related to
this set of objectives (Chapter 3.4). Thus, a new hy-
drological model is developed in this study, called
WASA (‘Model of Water Availability in Semi-Arid
Environments’).

3.5.2 Model type, calibration, validation 
and uncertainty

The dynamic description of the historical and future
water balance and of water availability requires a de-
terministic, continuous model. In addition, according
to the conceptual limitations in the use of a calibrated
model for impact studies presented in Chapter 3.4.3,
WASA should be process-based and should include no
or at least a minimum of parameters to be calibrated.
There are some additional aspects specific for this
study which would aggravate the plausibility of model
calibration:

• The low availability of streamflow data with longer
time series and, in parts, the lack of overlapping pe-
riods for different gauging stations, together with
an often poor data quality (Chapter 2.1.6.3,
Chapter A.1) restrict the potential for model cali-
bration (and for the required validation on a differ-
ent period in the form of a split-sample test).
Furthermore, periods without streamflow in the dry
season, which usually make up about half of the
measurement periods, offer no information on the
moisture status of the catchment.
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• The general high uncertainty of input data and pa-
rameters for the study area enhances the risk that
calibration leads to good results for the wrong rea-
son. This also refers to the large number of reser-
voirs in the study area (Chapter 2.1.5), which can
be expected to heavily influence streamflow, while
the knowledge of their characteristics (number, lo-
cation, operation rules) is very limited. Hence cali-
bration of parameters of the runoff generation
routines might reflect to a large extent storage ef-
fects instead of aspects of runoff generation itself.
Additional criteria other than streamflow such as
soil moisture, which could confine the equifinality
of different parameter sets, are not available (reser-
voir storage is not strictly another variable).

• As the model is to be applied over a large geo-
graphic domain, calibration for a large number of
sub-basins would have to be carried out, which is
impractical to be done manually. An automatic cal-
ibration procedure, on the other hand, implies a
larger risk of resulting in parameter sets which rep-
resent an unrealistic process behaviour. In addition,
a large number of ungauged sub-basins remains, to
which the calibrated parameters had to be trans-
fered by some regionalization procedure. However,
a clear relationship between basin characteristics
and calibration parameters may be hard to find in
the view of the low resolution and high uncertainty
of available information.

As a consequence, the basic concept for model devel-
opment in this study is to set up a model which basi-
cally does not need calibration of its parameters, but
for which all parameter values can be derived from
available climate and physiographic data of the study
area and from information of similar environments
given in the literature. Within such a process-based
approach, and in view of the objectives of impact as-
sessment at large spatial scales, it is essential to appro-
priately tackle scaling issues (Chapter 3.4.1) in order
to relate changes which might occur at the process
scale of a hillslope, for instance, with the impacts at
the final scale of interest of a sub-basin, for instance.
This requires an appropriate way of process represen-
tation (Chapter 3.5.3) and, closely related to that, of
spatial model structure (Chapter 3.5.4). Clues on its
definition and parametrization for large-scale models
may provide the study of smaller basins with detailed
approaches which finally may lead to simpler formu-
lations appropriate for the large-scale model, as out-
lined in set of papers by EWEN (1997), EWEN ET AL.
(1999) and KILSBY ET AL. (1999). In this context, the
model in this study is examined for small experimen-
tal basins which are considered to have characteristics
typical for wide parts of the entire study area
(Chapter 5.2).

Model validation should in general be closely relat-
ed to the objectives of model application (e.g.,
KLEMES, 1986). Having in mind to apply the model
for simulations of the effects of climate or other envi-
ronmental change, it is on the one hand essential to
get an idea of how the model performs in terms of the
representation of the dominant hydrological processes,
particularly of runoff generation. Using only low reso-
lution data at larger temporal and spatial scales, which
implies temporal averaging and superimposition of a
variety of processes, prevents to a large extend such a
more process-related validation of the model. This is
done, however, for the closer defined boundary condi-
tions at the small-basin scale mentioned above
(Chapter 5.2).

On the other hand, the model is to be validated di-
rectly at the scale of interest of model results. The
evaluation of model performance for historical or
present-day conditions is the basis for the interpreta-
tion of model simulations for future changed condi-
tions. Here, as the main interest is on evaluating water
availability for time periods of several decades for
large spatial units, the focus during model validation
is on the performance at the monthly and annual scale,
including the variability at these scales, i.e., seasonal
and interannual variability (see Chapter 5.4.3.1 for
validation criteria). Due to the limited data availability
in the study area (Chapter 2.1.6), model validation, as
in most hydrological studies, is restricted to compari-
son with data related to runoff (river discharge, stor-
age volumes in reservoirs) (Chapter 5.4.3). A more
powerful validation approach (see Chapter 3.4.3) us-
ing additional criteria, e.g., soil moisture, cannot be
performed here.

The deviations between observed and simulated
data give an estimate on the reliability of model re-
sults for the points of validation and, if taking into
consideration the entire set of validation results, the
uncertainty of model predictions for ungauged basins
of the study area. A main goal is to assess the effect of
uncertainty from different sources (i.e., input data,
model structure, see Chapter 3.4.3) in its sensitivity on
model results. With regard to impact studies, this in-
cludes the sensitivity for small-scale properties at the
scale of interest and the degree of sensitivity of, e.g.,
specific parameters for different boundary conditions.
In this respect, as the main changing factor for scenar-
io calculations in this study is rainfall, this means a
separate evaluation of sensitivity for particularly dry
or wet conditions (Chapter 5.3). In general for the
modelling concept in this study following, e.g., BRON-
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STERT (1999), it is rather the intention to give by sim-
ple means some bounds of model uncertainty in view
of the available data instead of optimizing the fit of
the model results with regard to measurements.

3.5.3 Process representation

Within the overall goal of a process-based model
(Chapter 3.5.2), it is the intention to focus on the rep-
resentation of those processes which are dominant for
the conditions of the study area. Surface processes (in-
filtration-excess runoff including lateral interaction
and evapotranspiration) were shown to prevail in
semi-arid environments, whereas lateral subsurface
processes (groundwater flow) are generally less im-
portant (Chapter 3.3.1.1). It is primarily the intention
to select existing process formulations from the litera-
ture which fulfil the requirement of no need for cali-
bration and which can be parameterized with the
available information. These approaches are integrated
into the newly developed spatial and temporal struc-
ture of WASA with more or less modifications (de-
scribed in detail in Chapter 4). The main components
which are based on existing approaches are:

• The evapotranspiration model. The literature re-
view (Chapter 3.2) highlights the need to include
evaporation from the soil surface and its interaction
with transpiration for sparsely vegetated land sur-
faces. As the structure of vegetation in the study
area is predominantly characterized by a uniform
layer of more or less density instead of by a patchy
spatial distribution (Chapter 2.1.3), a one-compart-
ment, two-layer model based on SHUTTLEWORTH &
WALLACE is selected (Chapter 4.2.2). The addition-
al advantage as compared to a two-compartment
model is that no additional parameter which defines
the areal fraction of unvegetated surface is required
(see Fig. 3.4), which would be hard to be define.

• The infiltration model. The infiltration process
formulation in WASA is based on the widely used
GREEN-AMPT approach (Chapter 3.3.2.1,
Chapter 4.2.3), which can be considered to be a
reasonable, parsimonious approximation to a fully
physically-based approach, which is due to its com-
plexity not feasible for a type of model as in this
study (see Chapter 3.3.1.1). A limitation of the
GREEN-AMPT-based  approach may be its assump-
tion of homogeneous soil conditions. However,
there is no quantitative information on macroporos-
ity and surface crust development in the study area
which could be used for an extended formulation.
The interaction between both opposing factors and
also of surface stoniness at very small spatial scales
(e.g. shrub / inter-shrub scale) may have a compen-
sating net effect (Chapter 3.3.1.1). Hence the as-
sumption made here is that this type of variability
can be efficiently represented by setting homogene-
ous conditions, whereas the variability in infiltra-
tion and interaction at the next larger scale between
soil types and vegetation units is of more impor-
tance for the scale of interest and thus represented
in the model (see Chapter 3.5.4).

Major process formulations for which a development
specifically for WASA is required as no adequate ex-
isting approaches are found in the literature are:

• The soil water model, including lateral transfer of
water. The literature review revealed the large im-
portance of the spatial variability of soil moisture
and of lateral reinfiltration of surface runoff partic-
ularly for dry environments (Chapter 3.3.1.3).
Large-scale models, however, do mainly not in-
clude modelling concepts with which these effects
could be represented (Chapter 3.3.2.2). This leads
to the development of a novel approach in WASA

for the determination of the soil water balance,
which respects beside of vertical water fluxes with-
in the soil also lateral fluxes between the soil pro-
files of adjacent modelling units (Chapter 4.2.4 -
Chapter 4.2.5). It is not that much the fundamentals
of this flux calculation which is new, as it is gravi-
ty-driven and based on the well-known DARCY-
equation, but rather the type of interaction and re-
distribution within a specifically developed spatial
model structure (Chapter 3.5.4).

• The reservoir model. Artificial surface reservoirs
have a major impact on runoff concentration and
water availablity in the study area (Chapter 2.1.5).
However, particularly for small and medium-sized
reservoirs, no detailed information on their charac-
teristics (e.g. geometry) nor on their exact location
are known. Additionally, it would not be feasible to
represent such a large number of individual ele-
ments explicitely  in a large-scale model. This can
be done only for a small number of the largest res-
ervoirs with more detailed information
(Chapter 4.2.7.2). Otherwise, a scheme is devel-
oped which allows to represent in an aggregate
manner the effect of reservoirs on streamflow and
water storage, while pertaining some aspects of
their interaction and size-dependent bevaviour
(Chapter 4.2.7.1).

Finally, the large importance of rainfall, particularly
of its high variability in space and time, for the hy-
drology of semi-arid areas has been pointed out at
several places in the literature review (Chapter 3.1.1,
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Chapter 3.2.1, Chapter 3.4.2). Thus, the modelling
concept applied here has to take into consideration in
an extended form the effects of rainfall on process
representation and parametrization. One main aspect
refers to the temporal resolution required for a proc-
ess-based infiltration modelling. Relevant real-world
rainfall intensities are usually to be given at an hourly
or higher temporal resolution for the convective rain-
fall events of the study area (Chapter 3.1). On the oth-
er hand, however, broadly available rainfall data have
a daily resolution in maximum (Chapter 2.1.6.2). Ad-
ditionally, a higher than daily resolution might not be
feasible in terms of computation time for a distributed
model applied over several decades. Thus, the concept
in this study is to use the available hourly rainfall time
series (Chapter 2.1.6.2) for the derivation of a scheme
to disaggregate the common daily time series to a
higher resolution (Chapter 5.1). These disaggregated
time series are then used at the small-basin scale
where more detailed process-related modelling studies
can be made (see above in Chapter 3.5.2) to derive a
simple scaling relationship to be applied in the coarser
large-scale model (Chapter 5.2.1). Another important
aspect to be studied with regard to the representation
of rainfall in the large-scale model refers to the effect
of interpolation from station data to the scale of mod-
elling units (Chapter 5.3.1).

3.5.4 Spatial model structure

The following conclusions on the definition of an ap-
propriate way for structuring the study area into spa-
tial modelling units in WASA are drawn:

• The target units of model application (sub-basins or
administrative units with an area in the order of
magnitude of 103 km2) are to be represented explic-
itely to provide results at the scale of interest. As
also data on soil moisture on different soil types
within these areas are required (Chapter 1.2), some
form of further spatial sub-division is required.
This is also needed for a process-based representa-
tion of runoff generation (see below).

• Considering the scaling issues in Chapter 3.4.1, the
definition of terrain patches with similar response
in terms of the hydrological quantity of interest
(which is primarily runoff at the scale of the target
units in this study) is an attractive approach to cap-
ture spatial variability at scales smaller than the
above target units.

• The process review in Chapter 3.2 and Chapter 3.3
indicates that soil and vegetation characteristics are
the dominant factors influencing soil moisture and
runoff generation at the plot scale and might be
used as criteria for the definition of the above ter-
rain patches. The runoff response at the hillslope
and basin scale in semi-arid environments is, how-
ever, not simply the aggregate of individual re-
sponses at the plot scale, but it may be
considerably influenced by their interaction in
terms of redistribution of lateral flow components
and reinfiltration (Chapter 3.3.1.3). Thus, modelling
units with a similar runoff response at the scale of
interest in this study are defined to show similarity
in terms of lateral flow processes within them.
These units are called landscape units in WASA

(Chapter 4.1.2, Fig. 4.1).

• The definition of landscape units implies, in turn,
that the units are also similar with regard to their
sub-scale variability of those factors which govern
the vertical processes, as they generate water fluxes
which may be subsequently transformed in the do-
maine of lateral processes. It may not only be the
percentage of various sub-scale units on the total
landscape unit area which is of importance for cap-
turing the variability and its effect on total re-
sponse, but also their position relative to each
other. Chapter 3.3.1.3 shows in this respect that to-
posequences with characteristic differences in, e.g.,
soil properties between areas of different topo-
graphic position may explain an important part of
the variability. This type of structured sub-scale
variability is captured in WASA by the so-called
terrain components (Chapter 4.1.2, Fig. 4.1). Addi-
tional sub-scale variability induced by soil and veg-
etation characteristics for which no relation to the
geographic location can be defined has to be  re-
spected as a type of stochastic variability (soil-veg-
etation components, see Chapter 4.1.2, Fig. 4.1).

• The generally poor and low-resolution availability
of spatially distributed terrain characteristics in the
study area (Chapter 2.1.6) does not allow a bottom-
up approach for defining modelling units within the
study area, as it is not sufficient delineate units
with quasi-homogenuous characteristics with geo-
graphically explicit locations. Instead, a top-down
approach is called for, which enables to disaggre-
gate the study area into smaller modelling areas or
fractional sub-areas without geographic reference to
a degree which is supported by resolution and type
of available data (and which is desired with regard
to the detail of process representation in the mod-
el).



Chapter  4
Model Description 4

4.1 Model Structure
4.1.1 General features

The hydrological model which has been developed in
this study is called WASA, which stands for ‘Model of
Water Availability in Semi-Arid environments’. WASA

is a deterministic rainfall-runoff model for continuous
simulation. The temporal resolution of the model, i.e.,
the duration of one model timestep, usually is one
day. For smaller-scale studies also an hourly resolu-
tion can be applied in the soil moisture routine. Refer-
ring to the spatial resolution, WASA is a distributed
model in the sense that the study area can be sub-di-
vided into smaller areas of geographically referenced
location in order to account for the variability of the
hydrological behaviour within the study area (e.g.,
landscape units within watersheds). However, at some
spatial scale in WASA the variability at even smaller
scales is not represented by modelling units of geo-
graphically referenced location, but only by their dis-
tribution within larger areas (e.g., soil-vegetation
components within terrain components). In this sense,
WASA has the aspect of a semi-distributed model. Ad-
ditionally, WASA also works in the form of a spatially
lumped model when at some spatial scale the variabil-
ity at even smaller scales is not represented at all (e.g.,
variability of soil hydraulic conductivity within a soil-
vegetation component). Concerning the degree of its
physical foundation, WASA is a process-based model
in the sense that all water fluxes represented in the
model are assigned to a certain real-world hydrologi-
cal process. As these processes are represented in the
model by approximate, simplifying analogues of the
underlying physical laws, WASA fulfils criteria com-
mon definition for a conceptual model. However, us-
ing another widely disseminated definition in
hydrology, WASA is a physically-based model in the
sense that its parameters can be derived from measur-
able physical characteristics of the study area.
4.1.2 Structure of spatial modelling 
units

The theoretical background for the way of structuring
the study area into spatially distributed modelling
units in WASA has been presented in Chapter 3.5.4. A
hierarchical top-down disaggregation scheme is ap-
plied in order to capture the influence of spatially var-
iable land-surface properties on soil moisture patterns
and runoff generation. This hierarchy comprises five
spatial scale levels (Fig. 4.1). The largest scale
(level 1) is made up of sub-basins which are defined
according to the location of gauging stations of river
discharge, of large reservoirs with a storage capacity
of more than 50·106 m3, and of the confluence of ma-
jor rivers. Their size is in the order of 103 km
(Fig. 2.6). Alternatively, administrative units (munici-
palities) or grid cells can be used as the largest spatial
units. If more than one grid cell compose a sub-basin
(which is usually the case for grid cells in this study
with an area of 100 km2), their individual runoff re-
sponses are added up to give the total basin response.
At this first level of the hierarchy, runoff routing in
the river network (Chapter 4.2.8), including the reten-
tion and water balance of reservoirs (Chapter 4.2.7)
and water use (Chapter 4.2.9) is simulated.

The subsequent structure at smaller scales of the hi-
erarchy (levels 2-5 in Fig. 4.1) is based on the SOTER

concept (SOil and TERrain digital database) (FAO,
1993), which establishes a way to structure the land-
scape according to geological, topographic and soil
characteristics. The terrain and soil information of the
study area by JACOMINE ET AL. (1973) has been trans-
formed into the structure of SOTER (GAISER ET AL.,
2002b) and modified and extended for hydrological
purposes in this study. The units of level 1 are disag-
gregated into landscape units at level 2 (Fig. 4.1),
which represent modelling units with similar charac-
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Fig. 4.1 Hierarchical multi-scale disaggregation scheme for structuring river basins into modelling units in WASA
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teristics in terms of lateral processes and of the varia-
bility in vertical processes (Chapter 3.5.4). This is
assumed to be the case if landscape units are similar
in the underlying lithology and characterized by a typ-
ical toposequence, i.e., by a certain form of the gener-
al landscape surface and hillslope topography which
may be associated in its different topographic parts
with a specific soil association (i.e., a group of differ-
ent soil types). The topographic part of this approach,
i.e., similarity with regard to the major landform, is il-
lustrated in Fig. 4.2, where different landscape units
are characterized by a typical slope length between the
divide of singular valleys and the creek and by a typi-
cal mean slope gradient. These attributes of the spatial
units of MDME (1981a,b) were combined with the
mapping units of (JACOMINE ET AL., 1973) to derive
for WASA the landscape units with geographically ref-
erenced location covering the entire study area of
Ceará (Fig. A.1). The runoff volumes generated in
each landscape unit of a sub-basin are added up to
give the total response of the sub-basin. 
Fig. 4.2 Air-borne radar image of the Itatira region, Ceará, north-eastern Brazil, with delimitation and parametrization of
landscape units with similar topography, based on MDME (1981A,B).
For the description of structured variability within
the landscape units (Chapter 3.5.4), they are sub-di-
vided into terrain components at level 3 of the hierar-
chy (Fig. 4.1). Each landscape unit is composed of
three terrain components at most, representing high-
lands, slopes and valley bottoms, respectively. It is as-
sumed that by using these three zones, the most
important differences among topographic zones along
the hillslope can be captured. Each terrain component
is then characterized by a specific mean slope gradi-
ent, its position relative to other terrain components
within the toposequence and by the occurrence of a
specific soil type or soil association. If in a landscape
unit no significantly different topographic zones exist,
the number of terrain components is reduced to two or
one. In the study area, there is often no distinct high-
land zone, such that the number of terrain components
for many landscape units is two. Terrain components
are not represented by their exact geographic location
in WASA, but only by their fraction of area within the
landscape units. The definition of different terrain
components allows to explicitly represent the interac-
tion of surface and subsurface lateral flow components
from upslope topographic zones with those at downs-
lope position, including reinfiltration and return flow
(see Chapter 4.2.5 and Chapter 4.1.3).
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In order to describe the heterogeneity of soil mois-
ture within terrain components, they are further sub-
divided into soil-vegetation components at the next
smaller spatial scale (level 4 in Fig. 4.1). These are
modelling units being each characterized by a specific
combination of soil type and land cover (see
Chapter 4.3.1). They are represented by their fraction
of area within the terrain component without geo-
graphic reference. A partial contributing area approach
(following CAPPUS, 1960; DUNNE & BLACK, 1970) is
applied for the generation of saturation-excess surface
flow in each soil-vegetation component. The water
storage capacity of the soil as given by the representa-
tive soil profile (see below) is set to be variable within
the soil-vegetation component in the form of a sec-
tional linear distribution function (Fig. 4.3). Thus, for
a given mean soil moisture of the soil-vegetation com-
ponent, a certain fraction of its area can be saturated
and generate surface runoff. The base points for the
definition of the distribution are roughly estimated
from data of soil types for which more than one exem-
plary soil profile is available. Assuming stochastic
variability (Chapter 3.5.4) in the spatial distribution of
soil-vegetation components within terrain compo-
nents and their location relative to each other, lateral
redistribution of surface and subsurface flow between
them is taken into account (see Chapter 4.2.5 and
Chapter 4.1.3).

Finally, at the smallest scale of the hierarchy
(level 5 in Fig. 4.1), each soil-vegetation component is
described by a representative soil profile, as given by
JACOMINE ET AL. (1973) and GAISER ET AL. (2002b),
combined with the vegetation information
(Chapter 4.3.3). The number of soil horizons can be
freely chosen and varies between different soil-vegeta-

Fig. 4.3 Example for the distribution function of soil wa-
ter storage capacity in a soil-vegetation component
tion components in WASA. In this study, it is set to the
number of characteristic horizons for each soil type as
given in the description of the representative profiles.
The lower boundary of the profile is mainly set to the
depth of bedrock or, if this is assumed to be too deep
below the surface to influence surface processes, to
the depth of the root zone (see also Chapter 4.3.2).
The water balance of the profile is calculated includ-
ing vertical processes as well as lateral flow compo-
nents (Chapter 4.2). The latter are quantified for each
horizon, which allows to capture, e.g., the saturated
flow which may develop above less permeable layers
or above bedrock (see also Chapter 4.2.4). Extending
the profile to the depth of bedrock allows to represent
near-surface groundwater bodies which may develop
during the rainy season and reach into the root zone or
to the soil surface.

4.1.3 Temporal sequence of process 
modelling

The temporal sequence of process modelling related to
soil moisture dynamics and runoff generation within
each timestep in WASA is as follows:

1.) Start with the terrain component of the highest
topographic position within the landscape unit
and do the following steps 2-10 for all soil-vege-
tation components (SVCs) in this terrain compo-
nent.

2.) Update soil moisture of all horizons due to lateral
subsurface inflow (produced in the previous
timestep) from upslope terrain components and
from SVCs of the same terrain component
(Chapter 4.2.4, Chapter 4.2.5). If, due to this in-
flow, the soil water content of a profile exceeds
its maximum possible water content at saturation,
the surplus lateral inflow becomes surface runoff
(return flow).

3.) Determine retention of precipitation in the inter-
ception storage and calculate interception evapo-
ration (Chapter 4.2.1).

4.) Determine saturation-excess surface runoff by
precipitation or lateral surface inflow (produced
in the same timestep) from upslope terrain com-
ponents onto a saturated fraction of the soil-vege-
tation component, as determined in the previous
timestep (see point 9 below).

5.) Calculate infiltration with input from rainfall and
lateral surface flow (produced in the same
timestep) from upslope terrain component and
from other SVCs of the same terrain component
(Chapter 4.2.3). In parallel, the infiltration routine
determines surface runoff due to infiltration-ex-
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cess and saturation-excess (if the soil profile be-
comes completely saturated by the infiltrating
water during the timestep).

6.) Update soil moisture of the uppermost and possi-
bly deeper horizons by the infiltrated amount of
water.

7.) Calculate plant transpiration and evaporation
from the soil surface (both also as function of ac-
tual soil moisture) (Chapter 4.2.2) and update ac-
cordingly the soil moisture of all horizons.

8.) Calculate for each soil horizon the vertical water
flux to the next deeper horizon or to deep
groundwater and determine the lateral subsur-
face flow volumes to adjacent SVCs and to the
next downslope terrain component or to the river.
Update the soil moisture of all horizons accord-
ing to these outflows (Chapter 4.2.4).

9.) Determine the saturated fraction of the SVC as
function of the actual soil moisture content of its
representative soil profile (Fig. 4.3).

10.) Add up lateral outflow of all SVCs of the current
terrain component (surface and subsurface flow,
respectively) and distribute among river runoff
and inflow to downslope terrain component
(Chapter 4.2.5).

11.) Repeat steps 2-10 for all SVCs of the next
downslope terrain component. 
4.2 Process Representation
4.2.1 Interception model

For modelling of interception, a simple bucket ap-
proach is used in WASA. Rainfall above the canopy is
added to the interception storage. If its maximum ca-
pacity is reached, surplus rainfall is attributed to the
infiltration routine at the soil surface (Eq. 4.1).

(4.1)

with

(4.2)

(4.3)

Water in interception storage at timestep t [mm]
Capacity of canopy interception storage [mm]

P Precipitation [mm]
Intercepted precipitation [mm]
Evaporation from interception storage [mm]
Potential evaporation [mm]

 is dependent on the type of vegetation and its actu-
al state of growth. A common approach is to describe
this relationship based on the leaf area index  [m2m-

2] of the canopy (DICKINSON, 1984):

(4.4)

Interception coefficient [mm per unit ]

Thus, the only parameter of the interception model is
, which can be related to the thickness of a water

film on the leaves, with maximal values of 0.15-
0.20 mm (MENZEL, 1997). However, using a daily
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timestep, the parameter loses some of this physical
meaning as it implicitly includes the temporal dynam-
ics within a day, i.e., repeated partial filling and emp-
tying of the interception storage. Thus, in daily
models, a larger value of  is usually set. Here, in ac-
cordance with ZHU ET AL. (1999) for semi-arid condi-
tions, = 0.3 mm is used.  is based on
evaporation  of the Penman-Monteith approach,
setting (Eq. 4.7).

If , it is assumed that in this timestep soil
evaporation  and transpiration of the plants  are
restricted by a reduced vapour pressure deficit within
the canopy and, in addition for transpiration, by the
water film on leaves. The reduction of  and  is
assumed to be higher for a larger  or for a lower
evaporation demand of the atmosphere. Thus,  and

 are reduced, in total, by the amount of .
This amount is split up to give the individual amounts
of reduction for  and , respectively, depending
on their ratio as calculated in Eq. 4.9 and Eq. 4.10.

Using WASA with an hourly timestep, a modifica-
tions of the above interception model can be used in
order to represent more dynamics of the interception
process: (1) The interception storage may be refilled
only partially during a timestep in the case of low
rainfall intensities (Eq. 4.5, according to MENZEL,
1997) and (2) potential evaporation decreases as func-
tion of the actual content of the interception storage
(Eq. 4.6, according to  LIANG ET AL., 1994). 
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4.2.2 Evapotranspiration model

The classical PENMAN-MONTEITH approach (PENMAN,
1948; MONTEITH, 1965), being used in WASA in a
simplified form for evaporation calculation from the
interception storage (Chapter 4.2.1) and from open
water bodies (Chapter 4.2.7), reads:

(4.7)

Evapotranspiration [mm per timestep]
t Number of seconds in timestep [-]

Latent heat of vaporization of water [J kg-1]
Gradient of the saturated vapour pressure
curve [hPa K-1]
Available energy [J m-2 s-1](=[W m-2])
Density of air [kg m3]
Specific heat of moist air [J kg-1 K-1]
Vapour pressure deficit at reference level [hPa]
Aerodynamic resistance [s m-1]
Canopy resistance [s m-1]
Psychometric constant [hPa K-1]

In WASA, the two-layer approach of SHUTTLEWORTH

& WALLACE (1985) (S&W-model) (see Chapter 3.2.4)
is used. Total evapotranspiration of the land surface
is composed of plant transpiration  and soil evapo-
ration  (Eq. 4.8).

(4.8)

Both components can be determined separately ac-
cording to Eq. 4.9 and Eq. 4.10, but including their in-
terrelation via the vapour pressure deficit of the air
(according to Eq. 4.11). Three additional resistance
parameters (all in [s m-1]) are introduced (Fig. 4.4):

• : bulk boundary layer resistance which controls
the transfer between the leaf surfaces and a hypo-
thetical mean canopy airstream at height 

• : aerodynamic resistance which controls the
transfer between the soil surface and 

• : soil surface resistance of the substrate

(4.9)

(4.10)

Available energy at the soil surface [J m-2 s-1]
Vapour pressure deficit inside the canopy [hPa]
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The vapour pressure deficit within the canopy  is
related to  at the reference level above the canopy

 by:

(4.11)

Inserting Eq. 4.11 into Eq. 4.9 and Eq. 4.10, and com-
bining both in Eq. 4.8 allows, after some transforma-
tions and elimination of (see SHUTTLEWORTH &
WALLACE (1985) for details), to solve for . Inserting

 into Eq. 4.11 gives , and, finally, both eva-
potranspiration components can be calculated sepa-
rately using  in Eq. 4.9 and Eq. 4.10.
Determination of the remaining parameters (resistanc-
es and available energy) is described below.

 In order to capture the important day-night non-
linearities of the evapotranspiration process (see
Chapter 3.2.1), a concept of SCHULLA (1997) is used
in WASA which allows to calculate daily evapotranspi-
ration data with daily meteorological input by sub-di-
viding into a daytime ( ) and a night-time
( ) period internally in the model. Due to the lo-
cation of the study area close to the equator, a good
approximation is a duration of 12 hours for both peri-
ods throughout the year. 

(4.12)

Available energy for evapotranspiration modelling in
Eq. 4.9 and Eq. 4.10 is determined from net radiation

 (see also Eq. 4.20) and from soil heat flux :

(4.13)

(4.14)

Fig. 4.4 Scheme of surface and aerodynamic resistanc-
es in the S&W-model
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Net radiation during the day is made up of the
short-wave radiation balance  (Eq. 4.16) and long-
wave radiation balance  (Eq. 4.17, according to
BRUNT, 1932; DYCK & PESCHKE, 1995). During the
night, only  applies as . Net radiation is
negative.

(4.15)

(4.16)

(4.17)

(Short-wave) albedo of land surface [-]
Total incoming short-wave radiation [J m-2 s-1]
STEFAN-BOLTZMANN constant [J m-2 K-4 s-1]

e Vapor pressure [hPa]
T Air temperature [°C]

 is dependent on the land cover type and the actual
phenological state of vegetation (see Table 4.3). With
regard to T, different values are used for day and night
calculations. According to data of the study area given
in CAVALCANTE ET AL. (1989), mean temperature dur-
ing day and night are assumed to be 2.5°C higher and
lower, respectively, than 24h-daily-mean temperature.
f in Eq. 4.17 is a correction factor to represent cloudi-
ness on incoming long-wave radiation (Eq. 4.18-
Table 4.19) (summarized in SHUTTLEWORTH, 1992).

(4.18)

(4.19)

n Actual bright sunshine hours per day [h]
N Possible bright sunshine hours per day [h]

Radiation at top of atmosphere [J m-2 s-1]
Empirical constants,  for arid 
areas according to SHUTTLEWORTH (1992)

In general, net radiation at the soil surface  is less
than net radiation above the canopy  (all in [J m-

2 s-1]=[W m2]) due to absorption within the canopy.
This can be written using BEER‘s law:

(4.20)

Canopy extinction coefficient for net radiation [-]

 was arbitrarily set to 0.7 in SHUTTLEWORTH &
WALLACE (1985) and this value was used in several
studies (e.g., BLYTH ET AL., 1999; WANG & TAKA-
HASHI, 1999). However, values given in other studies,
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particularly those including semi-arid vegetation, are
in the range of 0.3-0.7, with lower values for sparse
field crops, intermediate for shrub canopies and larger
values for denser broad-leaved forest canopies (KELLI-
HER ET AL., 1995; NORMAN ET AL., 1995; SELLERS ET

AL., 1996; WALKER & LANGRIDGE, 1996; BRISSON ET

AL., 1998; ROCKSTRÖM ET AL., 1998; DOMINGO ET

AL., 1999). DOMINGO ET AL. (1999) showed for semi-
arid shrubs, that varying  in the range 0.35-0.5 re-
sulted in changes of simulated evapotranspiration of
only 2%. In WASA, is used.

The soil heat flux  in Eq. 4.13 and Eq. 4.14 is set
as a fraction of . Maximum values of this fraction
during midday may reach 0.35 for bare soil conditions
(NORMAN ET AL., 1995). As an average fraction for
the daytime period a value of 0.20 is used in WASA, in
accordance with data given in OWE & VAN DER

GRIEND (1990), STANNARD (1993), WALLACE & HOL-
WILL (1997) and KABAT ET AL. (1997). As soil heat
flux during the night accounts for a large part of net
radiation, for the night-time period in WASA

 is used.
The aerodynamic resistances in Eq. 4.9-Eq. 4.11

are all dependent on vegetation characteristics.  is
influenced by the present surface area of leaves within
the canopy (SHUTTLEWORTH & WALLACE, 1985): 

(4.21)

Average boundary layer conductance of
leaves (set to 25 s m-1) [s m-1]

 and  are influenced by canopy height h [m] and
leaf area index (Eq. 4.22-Eq. 4.27, according to SHUT-
TLEWORTH & GURNEY, 1990). A logarithmic wind
profile above the vegetation is assumed and the eddy
diffusion coefficient, describing the turbulence within
the canopy, is assumed to decrease exponentially
within the canopy. The height of mean canopy flow

 is set to 0.76 h.  is composed of an aerodynamic
resistance above the canopy and a resistance between
the top of the canopy and (Eq. 4.23). 
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(4.25)

(4.26)

(4.27)

c Eddy diffusivity decay constant

in the canopy (=2.5) [-]

Eddy diffusion coefficient at top of 

canopy [m2 s-1]

k KARMAN’s constant [-]

Roughness length of bare soil surface (=0.01) [m]

Roughness length of canopy [m]

Displacement height of canopy [m]

w Wind speed at reference height [m s-1]

The soil surface resistance is parameterized as func-
tion of soil water content in the uppermost soil hori-
zon  [m3 m-3], according to a relationship of
DOMINGO ET AL. (1999) and averaging their parame-
ters for bare soil and bare soil under plant canopies
(see also Chapter 3.2.3):

(4.28)

Bulk density of soil horizon [kg m-3]

a, b Empirical constants [-]

Soil moisture in Eq. 4.28 refers, strictly in the sense of
DOMINGO ET AL. (1999), to the first few centimetres
of the soil column only. However, for simplicity, in
WASA the complete first horizon is used, independent
of its depth. As the soil dries out from the top in peri-
ods of no rainfall, soil moisture may, on the one hand,
be assumed to be overestimated by this simplification.
On the other hand, the effect of upward capillary flow,
which provides additional moisture at the soil surface,
is not considered otherwise in WASA. Both effects
may be compensated to some degree by using the soil
moisture of entire first horizon for parameterization of
surface evaporation.

For estimation of canopy surface resistance, soil
moisture, solar radiation and humidity of the air are
taken into consideration as environmental stress fac-
tors which may increase minimum resistances by sto-
mata closure (see also Chapter 4.2.2). Water stress in
terms of low soil water availability is respected by a
linear function of actual soil water potential  [hPa]
(see HANAN & PRINCE (1997) for a similar approach):
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(4.29)

Soil water stress factor [-]
Soil water potential at wilting point [hPa]
Critical soil water potential below which
transpiration is reduced by stomata closure [hPa]

First,  is calculated for each horizon of the rooted
soil zone. Then, a mean value of  for the root zone
is derived by averaging the individual values, weight-
ed by the depth of the respective horizon. For estima-
tion of  see Chapter 4.3.2, for derivation of the
parameters in Eq. 4.29 see Chapter 4.3.3.

The effect of a high vapour pressure deficit D [hPa]
of the air is expressed according to STEWART (1988)
(Eq. 4.30), with parameter  [hPa-1] being an
average of individual parameters for different semi-
arid plant species given by HANAN & PRINCE (1997).

(4.30)

Air humidity stress factor [-]

According to JARVIS (1976) and STEWART (1988) the
the effect of the environmental stress factors can be
combined multiplicatively:

(4.31)

Stomatal resistance of leaf [s m-1]
Stomatal conductance of leaf [s m-1]
Maximum stomatal conductance of leaf [s m-1]

 is the reciprocal value of the minimum stomat-
al resistance . Going from the leaf scale to the
entire canopy, Eq. 4.31 is usually multiplied by the
leaf area index . However, a lower radiation input to
leaves within the canopy as compared to the top of the
canopy may lead to a lower stomatal conductance in
lower parts of the canopy. This light dependence is in-
cluded in the integration from leaf to canopy resist-
ances by BALDOCCHI ET AL. (1991) and SAUGIER &
KATERJI (1991) (Eq. 4.32).

(4.32)

Canopy conductance [s m-1]
Empirical plant-specific constant (=100)[J m-2 s-1]
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4.2.3 Infiltration model

Infiltration is simulated in WASA on the basis of the
GREEN-AMPT approach in an adaptation of PESCHKE

(1977, 1987) (see Chapter 3.3.2.1) and SCHULLA

(1997) (see for details on the derivation of the ap-
proach in SCHULLA, 1997). Modifications where made
here in terms of infiltration into layered soils, a two-it-
eration approach to capture lateral surface inflow, and
a scaling factor for the hydraulic conductivity (see be-
low).

 The input to the infiltration routine  (Eq. 4.33,
all in [mm -1]) is the precipitation P of the actual
timestep, reduced by the amount being retained in the
interception storage , and increased by lateral sur-
face inflow from a terrain component of a higher top-
ographic position  and from other soil-
vegetation components (SVCs) within the same terrain
component  (see Chapter 4.2.5). In order to ac-
count in an approximate manner for , which
may be produced on other SVCs of this terrain compo-
nent during the same timestep, the below infiltration
routine is applied with two iterations. In a first itera-
tion,  is set to be 0, and for each SVCs the infil-
tration-excess runoff of the timestep as caused by
precipitation input and lateral flow from an upper ter-
rain component is computed as a first estimation. Dis-
tributing these estimations among all SVCs
(Chapter 4.2.5.1), this additional input for infiltration
in terms of  is taken into account in the second
iteration of the infiltration routing for the same
timestep, which produces the final values of infiltra-
tion and surface runoff for each SVC. 

(4.33)

The infiltration procedure checks first, starting with
the uppermost horizon , if and when during a
time step saturation of its surface occurs. Saturation
may only occur, if the saturated hydraulic conductivity

 of the soil horizon i, modified by the scaling fac-
tor  (see below), is lower than the available input
rate . If this is the case, then the moment in time

, when saturation of the surface of the horizon oc-
curs is calculated by Eq. 4.34-Eq. 4.37.

(4.34)

with

(4.35)

(4.36)

RF
∆t

PI

Rs TC,

Rs SVC,
Rs SVC,

Rs SVC,

Rs SVC,

RF P PI Rs TC, Rs SVC,+ +–=

i 1=( )

ks i,
sF
RF

ts i,

ts i, Fs i, RF⁄=

Fs i, ds i, na i,⋅=

ds i,
ψf i,

RF ks i, sF⁄( )⁄ 1–
-----------------------------------------=
(4.37)

Infiltration volume until time [mm]
Depth of wetting front below top of 
horizon i at time [mm]
Refillable porosity of horizon i [-]
Total porosity of horizon i [-]
Initial water content of horizon i [Vol%/100][-]
Suction at wetting front of horizon i [mm]
Saturated hydraulic conductivity [mm -1]
Scaling factor [-]

If  is calculated to be larger than the duration of
the timestep, no surface saturation occurs in this
timestep and all precipitation infiltrates into this hori-
zon. Otherwise, precipitation infiltrates at full rate into
the soil horizon until . After that, the infiltration
rate decreases from  until the end of the timestep at
t approaching its limiting value , with the cumula-
tive infiltration amount  of the entire timestep being
calculated according to Eq. 4.38.

(4.38)

with

(4.39)

Eq. 4.38 is solved iteratively. If , the surplus of
 (available input at the soil surface) which exceeds
 is infiltration-excess surface runoff.
In the case of a layered soil, there are two possibil-

ities that deeper horizons than the actual horizon i are
also tested for infiltration excess:

(1) If  in Eq. 4.36 is larger than the total depth of
the horizon i, . 

(2) If , reduced by the volume which was already
retained to saturate possible upper horizons, ex-
ceeds the total refillable volume of this horizon

due to limited horizon depth. This
may happen if  in Eq. 4.34 is larger than t or
even if  is larger than the precipitation rate.

In both cases, the horizon becomes completely saturat-
ed within the time , using Eq. 4.40 instead of
Eq. 4.34, without producing infiltration excess and
setting  in Eq. 4.35.

(4.40)

In these cases, the above procedure is repeated for the
next horizon j below, assuming the same input intensi-
ty as that of rainfall at the soil surface. Saturation at
the soil surface occurs, if  of this deeper horizon,
increased by the duration needed for saturating the
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above horizons, , is smaller than time t at the end
of the timestep. The total infiltration amount into the
soil profile is then the sum of  of the above hori-
zons and  of the actual horizon being tested. The
difference to  is surface runoff. The procedure is
repeated for all successively deeper soil horizons until
one with infiltration excess occurs or until the total in-
filtrated volume in all checked horizons equals the
amount of available input .

The scaling factor  in Eq. 4.36 is introduced pri-
marily in order to counteract the underestimation of
rainfall intensities when the temporal resolution of the
model is lower than that of rainfall events and their in-
ternal variability. Accordingly, a rough estimate of the
value of  is the ratio of average rainfall intensities
of high resolution data (which are close to real rainfall
intensities) to average rainfall intensities of data with
the time resolution of the model. Additionally, the
scaling factor may also be seen to adjust the infiltra-
tion routine to soil surface conditions which are not
explicitly represented, i.e., surface crusts, macropores
or small-scale variability. In this context,  is a cali-
bration parameter. (See Chapter 5.2.1, Chapter 5.3.1.1,
Chapter 5.3.3.1 and Chapter 6.1.3 for its derivation,
sensitivity studies and discussion.)

4.2.4 Soil water model

The task of the soil water module is to determine, at
the scale of a soil profile (Chapter 4.1.2), the soil
moisture  at each timestep t by balancing water flux-
es going into the soil with those leaving the soil. Ad-
ditionally, as the soil profile in WASA is sub-divided
into various horizons, the vertical fluxes between
these horizons are quantified. Only fluxes from top to
down (percolation) are represented, reverse fluxes
(capillary rise) are disregarded. For each horizon i, the
soil water balance in a general form reads:

(4.41)

 The incoming fluxes R in Eq. 4.41 are:

• Infiltration, being added to soil moisture in the up-
permost horizon only or in some cases also to low-
er horizons if they are tested for infiltration-excess
(Chapter 4.2.3).

• Lateral subsurface flow (from terrain components
of upslope position and from adjacent soil-vegeta-
tion components of the same terrain component,
Chapter 4.2.5).

• Percolation from above horizon (see below).

The outgoing fluxes Q in Eq. 4.41 are:

ts i,

Fs i,
Fj

RF

RF

sF

sF

sF

θ

θi t, θi t 1–, Ri Qi–+=
• Evaporation at the soil surface (Chapter 4.2.2), be-
ing substracted from soil moisture in the uppermost
horizon only.

• Transpiration by vegetation. The total transpiration
of the canopy determined in Chapter 4.2.2 is dis-
tributed among all horizons in the root zone to be
substracted from soil moisture by using a weighting
factor for each horizon. The weighting factor is de-
termined as the fraction of available field capacity
in the horizon relative to total available field capac-
ity in the root zone. The sum of weighting factors
for all horizons equals 1.

• Percolation to the next horizon below, or to deep
groundwater for the lowest horizon (see below).

• Lateral subsurface flow (to terrain components of
downslope position or to the river and to adjacent
soil-vegetation components of the same terrain
component, Chapter 4.2.5)

The temporal order of modelling the above compo-
nents within a timestep is given in Chapter 4.1.3.

Percolation  [mm] from one horizon i next ho-
rizon below (Eq. 4.42) is assumed to occur if the actu-
al soil moisture exceeds soil moisture at field capacity.
Following ARNOLD ET AL. (1990) (in ARNOLD &
WILLIAMS, 1995) a temporal delay in percolation is
assumed to depend on the travel time through the lay-
er, which in turn is related to its actual (unsaturated)
hydraulic conductivity (Eq. 4.43).

(4.42)

(4.43)

Actual soil moisture of horizon i [mm]
Soil moisture at field capacity in horizon i [mm]
Travel time in horizon i [hours or days]
Unsaturated hydraulic conductivity [mm -1]

The volume of percolation from horizon i may be lim-
ited by the refillable porosity of the lower horizon, if
the latter is smaller than  according to Eq. 4.43,
or by its saturated conductivity. If the lowest horizon
of the profile is situated above bedrock, percolation to
deep groundwater may be limited by its hydraulic
conductivity ( ).

For the quantification of lateral flow leaving the
horizon , a simple relationship for saturated flow
based on the DARCY-equation is applied (Eq. 4.44).
The hydraulic gradient is given by the slope gradient
of the terrain component  [-] in which the actual
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soil-vegetation component, represented by the soil
profile, is located. Within in the structure of spatial
units in WASA (Chapter 4.1.2), see Fig. 4.5 for illus-
tration of the remaining geometric attributes to quanti-
fy the cross section  [m2] of lateral flow.

(4.44)

with

(4.45)
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(4.46)

lateral outflow from horizon i [m3 -1]

Saturated hydraulic conductivity [m -1]

Contour length of soil-vegetation component
being parallel to downslope TC or to river [m]

Saturated depth of horizon i [m]

Total depth of horizon i [m]

Area of landscape unit [m2]
Area of soil-vegetation component [m2]

Slope length of landscape unit [m]

Fraction of area of TC in landscape unit [-]

Fraction of area of SVC in terrain component [-]

Soil moisture at saturation in horizon i [mm]

ds i, di

θi θFC i,–

θsat i, θFC i,–
------------------------------⋅=

Ql i, ∆t
ks i, ∆t
lSVC

ds i,
di

ALU
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Fig. 4.5 Scheme of the structure terrain components (TCs) and soil-vegetation components (SVCs) within a landscape
unit, with geometric attributes to calculate lateral subsurface flow, here for SVC 1 as an example. For simplicity, the soil
profile of SVC 1 is composed of one horizon (i=1) only.
The factor 2 in the first term of Eq. 4.45 is introduced
because the terrain components, and thus soil vegeta-
tion-components with their cross section for lateral
flow are assumed to occur symmetrically on hillslopes
on both sides of the river. The factor finally equals out
in Eq. 4.45. The saturated zone of the horizon which
contributes to lateral flow is assumed to build up on
the lower boundary of the horizon, with its depth de-
pending on the actual moisture content relative to sat-
uration (Eq. 4.46). 

The total amount of water which is available in
each horizon for both percolation and lateral outflow
is determined by the soil moisture which exceeds the
field capacity of the horizon. Both flow components
are reduced if their sum is exceeding the available soil
moisture according to Eq. 4.47-Eq. 4.48:

(4.47)Qi Qv i, Ql i,+=
(4.48)

The total lateral outflow of a profile  is the
sum of the individual flows from each horizon.

4.2.5 Lateral redistribution among spa-
tial units

Lateral redistribution of surface and subsurface runoff
components and their interaction between different
spatial units is taken into account in WASA at two dif-
ferent scale levels (see also Chapter 4.1.2):

1. Redistribution between soil-vegetation compo-
nents (SVCs) within one terrain component (TC)

2. Redistribution between terrain components of
different topographic position

if  Qi θi θFC i,–( )>     

Qv i red, , Qv i,
Qv i,
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---------⋅=
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As the above spatial units are known only by their
percentage fraction of area within the next larger unit,
redistribution between them is done on a statistical ba-
sis by deriving transition frequencies between them as
a function of the above percentages.

4.2.5.1 Redistribution between soil-vegeta-
tion components 

For each SVC within a terrain component, the generat-
ed runoff  is separated into flow to a lower TC

or to the river ( ) and into flow to SVCs of the
same TC ( ), according to Eq. 4.49 and Eq. 4.50
(see also Fig. 4.6). Contrary to representation in the
simplified scheme in Fig. 4.6, it is assumed that each
SVC occurs distributed into several smaller patches
within a terrain component, forming a randomly dis-
tributed mosaic of SVCs. Thus, lateral redistribution

QSVC
QTC

RSVC
may occur among all SVCs and Eq. 4.50 is calculated
for all SVCs in the terrain component (y=1 to n).

(4.49)

(4.50)

x Index of spatial unit (SVC) which is runoff source
area for flow to be redistributed (x=1 in Fig.4.6)

y Index of spatial unit (SVC) which is runoff sink
area of redistributed flow (y=2 and y=3 in Fig.4.6)

Fraction of area of SVC in terrain component

n Number of SVCs within a terrain component

QTC QSVC x, aSVC x,⋅( )
x 1=

n

∑=

RSVC y, QSVC x, aSVC y,⋅( )
x 1 x y≠,=

n

∑=

aSVC
Eq. 4.49 and Eq. 4.50 apply for surface and for sub- 4.2.5.2 Redistribution between terrain com-

Fig. 4.6 Simplified scheme of lateral redistribution of water fluxes among soil-vegetation components (SVCs) within a
terrain component (TC). Example for a TC composed of three SVCs and for SVC1 as source area of lateral flow. See
Eq.4.50 for explanation of flow percentages among SVCs.
surface runoff. In the case of surface flow, in receiv-
ing units,  is added as input to the infiltration
routine (Chapter 4.2.3). An equal spatial distribution
within the receiving SVC is assumed, neglecting that
runoff may be partly concentrated in rills. In the case
of subsurface flow, lateral inflow into receiving SVCs
is attributed to soil horizons with a similar depth be-
low the terrain surface as the depth of the horizon in
the source SVC (or to a horizon closer to the surface if
the receiving soil profile is too shallow). If a soil pro-
file is too wet or too shallow to absorb all incoming
lateral subsurface flow, the remaining flow volume
becomes surface runoff (return flow).

RSVC y,
ponents

Runoff generated in a terrain component  is
separated into flow to downslope TCs ( ) and to
the river ( ) (Eq. 4.51 and Eq. 4.52, Fig. 4.7).
Eq. 4.52 is calculated for all terrain components of
lower topographic position, i.e., for the slope area
(y=2 in Fig. 4.7) which receives inflow from the high-
lands (x=1 in Fig. 4.7), and for the lowland area (y=3
in Fig. 4.7) which receives inflow both from the high-
lands and the slope area. Eq. 4.52 is calculated for the
highlands which is the TC of the highest topographic
position and cannot receive lateral inflow from above.
The percentages of how much runoff from a higher TC

is attributed as inflow to a TC of lower position or to
the river is again a function of their respective frac-
tions of area within the landscape unit. It is assumed

QTC x,
RTC y,

Rriver
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in this concept that a terrain component which makes
up a larger fraction of the landscape unit may also re-
tain a larger fraction of runoff originating from ups-
lope areas.

(4.51)Rriver QTC x,

aTC x,

aTC x,
x

m

∑
--------------------⋅

 
 
 
 
 
 
 

x 1=

m

∑=
(4.52)

Fraction of area of TC in landscape unit [-]
x Index of spatial unit (TC) which is runoff source

area for flow to be redistributed
y Index of spatial unit (TC) which is runoff sink

area of redistributed flow
m Number of TCs within a landscape unit

RTC y, QTC x,

aTC y,

aTC x,
x

m

∑
--------------------⋅

 
 
 
 
 
 
 
 

x 1=

y 1–

∑=

aTC
Eq. 4.51 and Eq. 4.52 apply only for redistribution

Fig. 4.7 Simplified scheme of lateral redistribution of surface water fluxes between terrain components. See Eq.4.51
and Eq.4.52 for explanation of the flow percentages among terrain components and the river.
of surface runoff between terrain components. One
part of surface runoff goes into the river network
without interaction with downslope TCs, which can be
attributed to channel flow which is not influenced by
transmission losses. In the case of subsurface flow,

 is completely attributed to the next downslope
TC, or to the river if the lowest TC has been reached.
In this case of the lowest TC within a landscape unit,
lateral subsurface flow may contribute to river runoff
only if the saturated part of the runoff generating pro-
file is located above the river bed. Parameter  de-
fines the depth of the river bed below the terrain
surface of the lowest TC (in the simple example of
Fig. 4.5 applies ). For both surface and sub-
surface flow, lateral inflow from upslope TCs ( )
is distributed among all SVCs of the receiving TC ac-
cording to the fraction of area of each SVC within the
TC. Within the profiles of each SVCs, lateral inflow
from a higher TC is distributed among horizons
weighted by horizon depth.

QTC x,

drb

drb di=
RTC y,
4.2.6 Deep groundwater

Due to the dominance of near-surface processes for
hydrology in semi-arid environments and in particular
in the study area of Ceará, no extended approach for
modelling of deep groundwater is included in WASA

(see also Chapter 3.5.3). Near-surface saturated soil
zones which may develop above the bedrock are in-
cluded in the soil water module and the concept of lat-
eral redistribution as shown in the previous chapters.
Soil water which percolates below the soil zone being
captured in the model or into the bedrock can be han-
dled in different forms in WASA, being defined at the
scale of the landscape units: 

• In areas where no groundwater body of relevance
for surface hydrology below the soil zone being
captured by the model or within the underlying
bedrock exists, the percolated water is assumed to
be lost to deep groundwater and does not contribute
anymore to the hydrological cycle within the mod-
el. This is the assumption made for areas of cristal-
line bedrock in the study area, where percolation
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into the partly fractured bedrock is very low and its
contribution to streamflow is assumed to be negle-
gable within this study.

• In areas where a groundwater body with a signifi-
cant contribution to streamflow is assumed, of
which the groundwater level is however below the
soil zone captured in the model or within the bed-
rock, the percolated water which leaves the lower
boundary of the modeled soil zone is attributed to
a conceptual groundwater storage with two outflow
components: (1) a loss to deep groundwater which
does not contribuete to the hydrological cycle of in-
terest or is lost  by evaporation from the groundwa-
ter storage, defined as a constant fraction  of
input to the groundwater storage, and (2) outflow to
the river network in the form of a simple linear
storage approach (Eq. 4.53).

(4.53)

Outflow from deep groundwater storage [m3 d-1]
Actual stored volume in groundwater storage [m3]
Storage constant [d]

This approach is applied to the landscape units on
sedimentary bedrock with deep soils or higher bed-
rock conductivity in the study area.  can be de-
rived from recession analysis or by calibration. For
simplicity in the uncalibrated model version, 
is set to 1 (no time delay of groundwater outflow)
and  is set to 0.1, indicating a small loss of re-
charge to deeper groundwater.

4.2.7 Reservoir storage

4.2.7.1 Small and medium-sized reservoirs

The several thousands of small and medium-sized res-
ervoirs (storage capacity smaller than 50·106 m3)
(Chapter 2.1.5) are represented in WASA in an aggre-
gated manner (see also Chapter 3.5.3). A cascade rout-
ing scheme is applied, where, for each sub-basin or
municipality, the reservoirs are grouped into five size
classes according to their storage capacity (Fig. 4.8).
The number of reservoirs  in each class r is known
for the year 1992 from CEARÁ (1992) and ARAúJO

(2000a). In order to account for the construction of
new reservoirs during the simulation period, the actual
number of reservoirs in each class is updated in every
year of the simulation period. According to data given
in BAZIN (1993) for the municipality of Tauá, the
number of reservoirs increases exponentially between
the year 1900 and 1992. This relationship is applied
here to all reservoir classes in all municipalities or

fGW

QGW VGW kGW⁄=

QGW
VGW
kGW

kGW

kGW

fGW

nr
sub-basins of the study area to give their number for
the simulation year, resulting in the final, most recent
data mentioned above for the year 1992. No general
information is available for the temporal development
in later, so the number of reservoirs is kept constant in
the model after 1992.

For each class, the water balance is calculated for
one hypothetical representative reservoir rm of mean
characteristics, i.e., with a storage capacity 
equal to the mean value of the respective class. The
water balance of this mean reservoir is calculated on a
daily basis according to Eq. 4.54.

(4.54)

Storage volume of mean reservoir rm in 
class r at timestep t [m3]
Inflow to reservoir class r [m3 d-1]
Withdrawal water use from class r [m3 d-1]

Outflow from reservoir rm [m3 d-1]
P Sub-basin precipitation [m]

Potential evaporation (Eq. 4.7) [m] 
Water body surface area of reservoir rm [m2]
Infiltration losses to bedrock [m3 d-1].

The total actual storage volume  of reservoir class
r is then obtained by:

(4.55)

For quantification of the inflow  to each reser-
voir class (Eq. 4.56), the following assumptions are
made, which can be approximately justified when ex-
amining the spatial distribution of reservoirs within in
river basins on topographical maps of the study area:

• The small and medium-sized reservoirs are located
at tributaries to the main river of the sub-basin.
Thus, inflow is provided only by runoff which is
generated within the sub-basin itself where the res-
ervoirs are located. (There is no runoff contribution
from upstream sub-basins, which is attributed only
to the large reservoirs of the main river, see
Chapter 4.2.7.2).

• As no information on the exact location of the res-
ervoirs is available, the total sub-basin area is
equally distributed as runoff contributing area
among the reservoirs classes. To each of the five
reservoir classes, one-sixth of the total sub-basin
runoff  (added up from all landscape units,
Chapter 4.1.2) in the actual timestep is attributed as
direct inflow (without previous interaction with
other reservoir classes). Another sixth part of the
generated sub-basin runoff is directly attributed to

Vmax rm,

Vt rm, Vt 1 rm,– Qin r, Ur–( ) nr Qout rm,–⁄    + +=

    P Epot–( ) A rm⋅ Rb rm,–+

Vt rm,

Qin r,
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Qout rm,
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Rb rm,

Vt r,

Vt r, Vt rm, nr⋅=

Qin r,

Qgen
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the final sub-basin discharge without retention in
any reservoir class (Fig. 4.8).

• Smaller reservoirs are located upstream of larger-
sized reservoirs. Thus, additional inflow to a reser-
voir class r may be provided from outflow of reser-
voir classes x of smaller storage capacity (Eq. 4.56
and Fig. 4.8).

(4.56)

Fig. 4.8 Cascade scheme for runoff retention and rout-
ing between small and medium-sized reservoirs in each
sub-basin or municipality in WASA.

Qin r, Qgen 6⁄ Qout xm, nx⋅( ) 6 x–( )⁄( )
x 1=

r 1–

∑+=
Outflow from the reservoirs  of the five vol-
ume classes is assumed to occur only if the actual
storage volume exceeds their storage capacity

. This is valid particularly for small reser-
voirs, which are mainly simple earth dams without de-
vices for regulated outflow. The latter may be
available for some of them medium-sized dams, how-
ever, as information on operation and outflow vol-
umes are rare, the above simplifying assumption is
also applied to them.

In each timestep, the water balance of the reservoir
classes is calculated, starting with the class 1, and pro-
ceeding to classes with successively larger storage ca-
pacity. Thus, outflow from one reservoir class is
accounted for when determining inflow of larger res-
ervoir classes in the same timestep, without time de-
lay. The total runoff  of a sub-basin or a
municipality after the passage of the reservoir cascade
of Fig. 4.8 is finally given by Fig. 4.57.

(4.57)

The reservoir water surface area  in Eq. 4.54 is es-
timated as a function of actual storage volume accord-
ing to a relationship for small reservoirs derived from
MOLLE (1989) (Fig. 4.58):

(4.58)

c, d Empirical constants describing reservoir geometry

(average values of Molle (1989):

 c=2.7 and d=1000)

Due to percolation into the underlying material, losses
of the storage volume of small reservoirs (storage ca-
pacity < 2·106 m3) were found to be in average 34%
of evaporation losses (MOLLE, 1989). This relation-
ship was used to estimate  in Eq. 4.54 for the
three smallest reservoir classes (with storage capacity
< 3·106 m3). For the two larger classes, no information
on percolation losses were available. A decreasing rel-
ative importance of percolation losses with increasing
size of the reservoir can be assumed, because lateral
outflow in the alluvial material below the dam, which
is a major reason for the losses estimated by MOLLE

(1989) for small reservoirs, will be less significant for
the water balance of larger reservoirs. For reservoir
classes 4 and 5 (storage capacity 3-50·106 m3) 
was set to 0.
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4.2.7.2 Large reservoirs

For each of the about 45 large reservoirs with a stor-
age capacity of more than 50·106 m3, the water bal-
ance is calculated explicitly in WASA. These
reservoirs are located at larger rivers, at the most
downstream location of a sub-basin (Chapter 4.1.2)
and may obtain inflow  from this sub-basin after
the passage of the cascade of small and medium-sized
reservoirs (Chapter 4.2.7.1) and inflow from upstream
sub-basins via the river network ( ). The water bal-
ance of a large reservoir LR is calculated on a daily
basis according to Eq.  (see also Eq. 4.54).

(4.59)

Storage volume at timestep t [m3]
Outflow from reservoir [m3 d-1]
Withdrawal water use from reservoir [m3 d-1]
Water surface area of reservoir [m2]

Losses by percolation into the bedrock of the reser-
voirs are not accounted for as no information is avail-
able. Outflow  is composed of

1) Uncontrolled outflow over the spillway ( ) in
the case that the storage capacity of the reservoir

 is exceeded by the actual storage volume
2) Controlled outflow by reservoir management

( )

Exact operation rules for reservoir outflow as function
of actual storage volume and water demand are not
available. Instead, simple rules according to ARAúJO

(2000) are applied for estimation of , summa-
rizing common practice of reservoir management in
the study area: 

• The outflow is a fraction  of Q90, i.e., the annual
runoff from a reservoir which is provided with a
probability of 90% (in 90% of all years). Q90 is
given for the large reservoirs based on simple hy-
drological modelling, e.g., in CEARÁ (1992), CO-
GERH (2000), and summarized also in ARAúJO

(2000a). The fraction  of Q90 is equally distribut-
ed to daily runoff among all days of the year, sea-
sonal variations are not taken into account due to
the lack of detailed information.

•  is set to 0.8 for so-called strategic reservoirs
(i.e., reservoirs with a storage capacity greater than
than 300 Mio.m3, and reservoirs important for wa-
ter supply of the metropolitan area of Fortaleza),
and  is set to 0.9 for the other large dams.

Qc

Qin

Vt Vt 1– Qc Qin Qout ULR– P Epot–( ) ALR⋅+–+ +=

Vt

Qout

ULR

ALR

Qout

Qexc

Vmax

Qcontr

Qcontr

fQ

fQ

fQ

fQ
• If the actual storage volume of the reservoir falls
below a reservoir-specific alert volume , the
above outflow is reduced by a factor , defined
here as:

(4.60)

Dead volume of reservoir below which
outflow equals 0 [m3]

For reservoirs for which the above information was
not available,  and/or  are set to 0.

The surface area  of the reservoir is calculated
by an volume-area function (Eq. 4.61), of which the
parameters  and  were derived by fitting the
function to geometric data of the individual reservoirs
as summarized by ARAúJO (2000a).

(4.61)

For reservoirs without available geometric data, mean
values of  and , derived from all other reser-
voirs with available information, are used. An addi-
tional parameter required for each large reservoir is its
year of inauguration, from which on the reservoir is
considered in the model.

The above reservoir parameters are based on differ-
ent sources, in particular on a summary by ARAúJO

(2000), and additionally on information given in
ARAúJO (2000a), CEARÁ (1992), FUNCEME (1998a)
and COGERH (2000). All parameters values are listed
in Table A.2.

4.2.8 River network routing

Sub-basins or municipalities are connected to each
other within a dendritic river network. In the case of
municipalities, an approximate network is established
by attributing to each municipality a stretch of the
next major river. The routing process of river runoff
through each of these units is approximated by a daily
linear response function (Eq. 4.62. and Fig. 4.9)

(4.62)

Outflow from sub-basin at timestep j [m3 d-1]
Inflow into sub-basin at timestep i [m3 d-1]
Value of the response function, 

with  and [-]

The response function is characterized by the parame-
ter  which specifies the lag time between a runoff
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input to the sub-basin and the first runoff response at
its outlet, and by parameter  which specifies the
maximum retention time in the sub-basin, i.e., the
time period over which the runoff response to a given
input is distributed by the routing process.  is used
to describe the triangular distribution as shown in
Fig. 4.9. Both parameters are estimated by dividing
the channel length in the sub-basin (derived from GIS

terrain analysis) by a mean, minimum and maximum
flow velocity in the river of a sub-basin, based on the
MANNING-STRICKLER equation for different flow
depths (BRONSTERT ET AL., 1999).

In each sub-basin, transmission losses are subtract-
ed from the inflow . In this context, WASA ac-
counts for direct withdrawal from the river due to
water use (Fig. 4.2.9) and for evaporation losses from
the river surface. Infiltration losses are not accounted
for in this model version as no reliable information on
their magnitude for different boundary conditions are
available. Evaporation losses are computed by multi-
plying the potential evaporation rate (Eq. 4.7) with the
evaporating water surface, which is, in turn, being de-
rived from the channel length in the sub-basin (see
above) and the channel width  [m], estimated as
function of discharge Q [m3 s-1] by a global relation-
ship derived from LEOPOLD (1994):

(4.63)

4.2.9 Water use

The quantification of water use in WASA is based on
the water use model NOWUM (Nordeste Water Use
Model) (HAUSCHILD & DÖLL, 2000), being coupled
with WASA according to the implementation of both
components (WASA and NOWUM) into the integrated
model of the WAVES project, SIM (KROL ET AL.,
2001) (Chapter 1.1). 

Fig. 4.9 Scheme of the linear response function for
runoff routing in the river network.

tr

tr
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log wch( ) log Q( ) 0.494 1.031+⋅=
NOWUM computes water use for each municipality
of the study area. Five water use sectors are distin-
guished (HAUSCHILD & DÖLL, 2000): 

• Irrigation water use is calculated following the
method of CROPWAT (FAO, 1992). It is a function
of irrigated agricultural area per crop class (9 crop
classes are differentiated here), climate (potential
evaporation, precipitation), and a crop coefficient
varying with the phenological state of the crop.

• Livestock water use is determined by multiplying
the number of livestock and a livestock-specific
water use value.

• Domestic water use is calculated as a function of
population number and withrawal water use per
person. It is differentiated between self-supplying
population and population connected to the public
water supply system.

• Industrial water use is computed as the product of
the required water volumes per production output
and the industrial gross domestic product for differ-
ent industry branches.

• Touristic water use is determined as a function of
overnight stays and withdrawal water use per tour-
ist. 

The temporal resolution of water use values varies
among the five sectors as a function of the available
data (e.g., daily for irrigation water use, annual for
livestock water use). In the case that water use data
have of a lower than the regular daily resolution of
WASA, they are equally distributed among all days of
the given period. Water use is, first, computed as
withdrawal water use, i.e., the quantity of water taken
from its source location (e.g., from a river or reser-
voir). This value depends, beside of the maximum de-
mand as explained above, on the actual water
availability, i.e., withdrawal water use is reduced if
available water resources area small in dry years or in
the dry season. Subsequently, applying specific coeffi-
cients of the water use efficiency for each sector, the
amount of consumptive water use for each municipali-
ty is calculated, i.e., the quantity lost in the system
during the water use activity, e.g., by evaporation. The
difference between withdrawal and consumptive use is
returned into the river and reservoir network, being
available for further use at downstream positions. The
distribution of water withdrawal among different
sources is controlled by global values for Ceará, given
in the model SIM (about 70% from reservoirs, 20%
from rivers and 10% from groundwater). Further de-
tails on the methodology for water use calculation and
its parametrization are given in HAUSCHILD & DÖLL

(2000). The given basic data, e.g., irrigation areas,
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livestock numbers, population numbers, industrial pro-
duction and tourism are mainly derived from surveys
of the study area in the late 1990s. The interannual
variability and long-term trends of the resulting water
use data are introduced only by climatic variability,
but not by regional development as the expansion of
irrigation zones, industrialization and population in-
crease. Thus, water use in earlier decades may be
overestimated with the given data in the model. If
WASA is run at the scale of sub-basins, water use is
nevertheless determined for municipalities as ex-
plained above, and than attributed to the sub-basins by
weighting with the fraction of area of the municipali-
ties pertaining to a sub-basin.
4.3 Derivation of Modelling Units and Parameters
4.3.1 Derivation of soil-vegetation com-
ponents

The definition of landscape units and terrain compo-
nents within the multi-scale spatial concept has al-
ready been illustrated in Chapter 4.1.2 (see also
Chapter 4.3.2). Due to the complexity, the derivation
of soil-vegetation components which represent the
combined spatial distribution of soil and land cover in
the landscape as sub-scale units of landscape units and
terrain components, is here explained separately. A
scheme was developed to merge land cover data (nat-
ural vegetation and agricultural use) and soil data
from different sources with, consequently, differing
data type and resolution. Land cover data of agricul-
tural land use as well as data on the spatial distribu-
tion of soil types were available only as percentages
of area within larger units of which the exact location
is known (i.e., municipalities and landscape units, re-
spectively). The data preparation methodology thus in-
cludes, on the one hand, the intersection of different
data layers with geographic reference in a Geographi-
cal Information System (GIS) (steps 2-3 in Fig. 4.10).
On the other hand, the combination of vegetation and
soil units is done also at the sub-grid scale of these ge-
ographically referenced units (steps 4-7). Here, instead
of a simple uniform merging of all land cover units
with all soil components (SCs), i.e., soil types, the ap-
proach respects preferred combinations of land cover
and soils by using suitability indices of soil compo-
nents for agricultural use (step 5) (GAISER ET AL.,
2002b). The agricultural area of different crops in
each municipality per suitability index class (step 6) is
known from an agricultural census (IBGE, 1996). The
suitability indices allow to allocate crop areas to the
different SCs in each municipality (step 6), while the
area of natural vegetation attributed to these SCs in the
previous steps 2-4 is reduced accordingly. Similarly,
fallow areas and degraded areas (including long-term
fallow areas and forest pasture) are attributed to the
SCs, assuming that they also primarily occur on SCs
better suitable for agricultural production (step 7).
Similarly to the scheme in Fig. 4.10, the distribution
of soil-vegetation components can be derived for river
basins by using basin boundaries in step 3 and assign-
ing agricultural and degraded areas to basins by merg-
ing the data of the municipalities of each basin. In
order to maintain a manageable number of units in the

Fig. 4.10 Scheme for derivation of soil-vegetation compo-
nents (see also text for explanations).
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model, soil-vegetation components of small spatial ex-
tent (< 1% fraction of area within terrain component)
were skipped. The number of SVCs in the terrain com-
ponents of the study area is in average about 10, with
a maximum number of 25. For the final distribution of
the major soil and land cover types in the study area,
see Table 2.1and Table 4.3, respectively

4.3.2 Soil and terrain parameters

Table 4.1 gives an overview on the required soil and
terrain parameters at the different scale levels. If not
otherwise explained in the following, the above pa-
rameters were derived from a soil and terrain data
base of the study area, which has been set up by GAIS-
ER ET AL. (2002b) on the basis of the soil survey of
JACOMINE ET AL. (1973) (see also Chapter 4.1.2). The
mapping units of JACOMINE ET AL. (1973) correspond
to the landscape units within the structure of WASA

(see also FIG. A.1). Accordingly, about 150 landscape
units are differentiated in the study area, however,
some of them with very small areas or small differ-
ences in their characteristics. No attempt was made to
aggregate them to a lower number as this would have
included subjective reasoning in skipping some of the
detailed information.  was derived from interpret-
ed radar remote sensing data of MDME (1981a,b) (see
Fig. 4.2). A weighted mean value of  was built if
more than one slope length class of MDME (1981a,b)
were located within the landscape units. Derived slope
lengths in the study area vary between about 0.2-
2.5 km. The hydraulic conductivity of the bedrock is
required only in those landscape units where the soil
depth being modelled in WASA reaches down to the
bedrock, i.e., with mainly shallow soils. This is the
case for the crystalline area where  is set to a
low value of 0.1 mm d-1, which implies nearly imper-
meable conditions as assumed in hydrological surveys
of the area (e.g., CADIER, 1996). If not given by the
profile description (see below), the maximum profile
depth to bedrock  was set to 1.8 m in the crystal-
line area, according to information given in JACOMINE

ET AL. (1973). For alluvial soils in valley bottoms, a
mean value of  was estimated from data
on the depth of alluvial wells throughout the study
area (data base of CPRM, 1999) and from rough mean
data of CPRM (1996) and MANOEL FILHO (2000). For
landscape units on sedimentary bedrock, values of

 were estimated on the base of data from hydro-
geological studies (CEARÁ, 1992; MARWELL FILHO,
1995; DNPM, 1996) and  was usually set to
2.5 m. For the deep soils on plateaus of the Serra
Grande and the Exu formation, the soil profile was not
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dmax

dmax 4.5m=
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dmax
at all confined by bedrock in the model. For parameter
 no data are available in the literature. According

to field observations and hydrological reasoning, it
was set to 1.8 m. This implies that all common, shal-
low soils on crystalline bedrock can drain completely
into the river, except for especially deep soils like al-
luvial soils. These latter may be saturated in the lower
parts without contributing to runoff, as frequently ob-
served in the study area, particularly in the dry season.

The extensive explanatory information on terrain char-
acteristics and distribution of soil types in the land-
scape given in JACOMINE ET AL. (1973) was used to
estimate the terrain component parameters  and

 for all landscape units. Additional information on
the spatial distribution of alluvial soils in valley bot-
toms was included based on the soil map of SARA

(1987). The resulting distribution of soil (sub-)types
within terrain components was combined with infor-
mation on land cover according to Chapter 4.3.1 to
give .

It has to be noted that the terrain parameters, in-
cluding the spatial distribution of different sub-units,
are based on rough estimates of low spatial resolution
and partly on qualitative data. They are, thus, bur-
dened with high uncertainty.

Table 4.1 Soil and terrain parameters in WASA at differ-
ent spatial scale levels.

Landscape unit
Area [km2]
Mean slope length [m]

Hydraulic conductivity of bedrock [mm d-1]
Maximum profile depth to bedrock [m]

Depth of river bed below terrain surface [m]

Terrain component
Fraction of area in landscape unit [-]

Slope gradient [-]

Soil-vegetation component
Fraction of area in terrain component [-]

Soil profile (parameters for each horizon)
Porosity (Vol%/100) [-]

Saturated hydraulic conductivity [mm d-1]
Suction at wetting front [mm]

Scaling factor for hydraulic conductivity [-]

Content of coarse fragment (Vol%/100) [-]

Residual water content (Vol%/100) [-]

Pore-size index [-]

Bubbling capillary pressure [mm]
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For parameterization of soil profiles, for each of the
about 50 different soil types or sub-types differentiat-
ed in the study area, one or more exemplary profiles
are available from the above mentioned data base. In
the case that several exemplary profiles were available
for one soil type, a mean profile was derived while re-
taining the characteristic horizons of the soil type.
Relevant given soil physical properties used here were
soil texture (sand, silt and clay content), bulk density

 [g cm-3] and the content of coarse fragments
(>2mm) . Soil porosity  was derived by Eq. 4.64.

(4.64)

Soil particle density (=2.65) [g cm-3]

For estimating water retention characteristics, i.e., the
relationship between matrix potential and soil water
content (  or , which includes the specific
values at field capacity and wilting point, 
(Eq. 4.42) and  (Eq. 4.29)), the model of VAN

GENUCHTEN (1980) is applied in WASA. Its parame-
ters ,  and , required as input data
(Table 4.1), were derived from soil texture based on
regression equations by RAWLS & BRAKENSIEK

(1985) as cited in RAWLS ET AL. (1992). The wetting
front suction  required for the infiltration model
(Eq. 4.36) was also derived from these parameters us-
ing a relationship of RAWLS & BRAKENSIEK (1983) as
cited in RAWLS ET AL. (1992).

Saturated hydraulic conductivity  is estimated
based on a KOZENY-CARMAN-type equation which
was adapted to Brazilian tropical soils, including some
of the study area, by TOMASELLA & HODNETT (1997).
Assuming that  equals approximately the effective
porosity of the soil the relationship reads (Eq. 4.65):

(4.65)

Unsaturated conductivity as a function of water con-
tent ( , Eq. 4.43) is again estimated by the rela-
tionship of VAN GENUCHTEN (1980).

In order to account for the content of coarse frag-
ments in the soil, which is assumed to reduce water
storage capacity as well as conductivity, water content
characteristics (as , , ) as well as conduc-
tivities are multiplied by  after the application of
the above pedo-transfer-functions.
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4.3.3 Vegetation parameters

Table 4.2 summarizes vegetation-specific parameters
required for evapotranspiration and soil moisture mod-
elling in WASA.

Quantitative data of vegetation characteristics for the
vegetation types of the study area are rare. Some data
on vegetation height and biomass are given in MDME

(1981a,b), PFISTER & MALACHEK (1986), HAYASHI

(1995), SAMPAIO (1995), FUNCEME (1998b), SAMPAIO

ET AL. (1998), TIESSEN ET AL. (1998). HALM (2000) is
the only study giving  and  for caatinga, cerrado
and some crops, including their annual coarse. Infor-
mation on root depth is included in JACOMINE ET AL.
(1973).

Due to the limited availability of vegetation data
from the study area itself, results from other semi-arid
areas, mainly at small scales, were taken into consid-
eration, particularly for estimation of ranges of  and

 (ALLEN ET AL., 1994; BLYTH & HARDING, 1995;
HUNTINGFORD ET AL., 1995; BRENNER & INCOLLN,
1997; HANAN & PRINCE, 1997; KABAT ET AL., 1997;
ROCKSTRÖM ET AL., 1998; BLYTH ET AL., 1999; BOU-
LET ET AL., 1999; DOMINGO ET AL., 1999; WANG &
TAKAHASHI, 1999; HUNTINGFORD ET AL., 2000; TAY-
LOR, 2000). Additional information on  and  and
their annual course is provided by parameterizations at
the global scale, i.e., for major biomes of the world in-
cluding semi-arid environments (DORMAN & SELL-
ERS, 1989; DOLMAN, 1993; SCHULZE ET AL., 1994;
KELLIHER ET AL., 1995; FENNESSY & XUE, 1997;
MARTIN, 1998). Data on plant characteristics of agri-
cultural crops are provided by crop files of the agri-
cultural production models EPIC (WILLIAMS ET AL.,
1984) and CROPWAT (FAO, 1992), which were partly
adapted to the conditions of the study area (HILGER ET

AL., 2000). 

Table 4.2 Vegetation parameters in WASA; (var) indi-
cates that these parameters may vary between the rainy
and dry season.

h Canopy height (var) [m]

Root depth (var) [m]

Leaf area index (var) [-]

Albedo (var) [-]

Minimum stomatal resistance [s m-1]
Soil matrix potential at wilting point [hPa]
Critical soil matrix potential below which 
stomata closure occurs

[hPa]

Interception coefficient [mm]
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Additionally, an estimate of maximum  for caatinga
vegetation during the rainy period was based on leaf
biomass data. Summarizing data from various vegeta-
tion types in wet and dry environments for which leaf
biomass as well as corresponding leaf area index val-
ues were given (WALTER & BRECKLE, 1991; MENAUT

ET AL., 1995; DIAMANTOPOULOS ET AL., 1996; PUIG-
DEFABREGAS ET AL., 1996) resulted in a reasonably
defined linear relationship (Fig. 4.11).

For leaf biomass data of a natural stand of caatinga
(HAYASHI, 1995), a maximum value of  is
obtained according to Fig. 4.11. This value corre-
sponds to data given by HALM (2000). Lower values
of  result for biomass data of Tiessen et
al. (1998) and PFISTER & MALACHEK (1986)
( ). The latter two studies were made in caat-
inga stands used for cattle grazing. The range of above

 values for typical vegetation of the study area dem-
onstrates the large variety of caatinga forms in de-
pendence of local climatic and pedological conditions
and human activity.

Concerning minimum stomatal resistance ( ,
Eq. 4.31), KÖRNER (1994), in a broad review, gives as
maximum stomatal conductance for semi-arid shrubs a
mean value of 198 mmol m-2 s-1, which corresponds
to s m-1, with similar values also for other
global vegetation types (Chapter 3.2.1). This value is
set here for woody vegetation. Lower values were re-
ported in KÖRNER (1994) for grasslands and agricul-
tural crops, being applied also in this study. In the
case of a steppe vegetation, being a mixture of woody
and grassy species, intermediate values were accord-
ingly used (Table 4.3).

Λ

Fig. 4.11 Relationship between leaf biomass ml and leaf
area index  derived from various vegetation types.Λ
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 and  (Eq. 4.29) were estimated from data
of LARCHER (1984), HOLBROOK ET AL. (1995) and
LHOMME ET AL. (1998). Note that  of plants
which are adapted to dryland conditions is, due to
their higher root suction, lower than the conventional
value applied in agricultural and soil scientific studies
for temperate climate conditions and vegetation type.

Some of the vegetation parameters may change be-
tween the dry and the rainy season in the course of the
phenological development of the plants as function of
water availability. To describe this temporal distribu-
tion, a simple approach is applied, in its form similar
to that of SCHULLA (1997). For base points in time,
specifying certain days during the year, vegetation-
specific parameters are required, with the values vary-
ing linearly between these points (Fig. 4.12). The base
points are:

t1 Start of vegetation period, minimum foliage de-
velopment (begin of rainy season)

t2 Maximum foliage development (natural vegeta-
tion), or characteristic phenological state (crops)

t3 Begin of degradation of foliage (end of rainy sea-
son or harvest of crops)

t4 End of main phase of foliage degradation, re-
maining foliage may be further reduced during
the following dry season

Points t1 and t3 are related to the onset and the end of
the rainy season. Singular rainfall events occurring be-
fore or after that may, however, not significantly af-
fect vegetation development. The key points t1 and t3
are consequently derived by the application of an ob-
jective method which determines the start and end of
the rainy period by defining the points in time when in
a statistically significant change in the trend of the

Ψcr Ψwp

Ψwp

Fig. 4.12 Scheme of the seasonal distribution of vege-
tation parameters in WASA; with example of temporal
distribution of daily rainfall.
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precipitation time series occurs (GERSTENGARBE &
WERNER, 1999). Thus, smaller events before or after
the rainy period may be discarded. The method is ap-
plied on the basis of the daily precipitation input data
of WASA, explicitly for each year of simulation and
each municipality or sub-basin. Thus, important inter-
annual and spatial variability of vegetation character-
istics as function of the rainfall distribution is captured
in the model. Key points t2 and t4 are estimated to be
30 days later than t1 and t3, respectively. 

In summary, Table 4.3 gives the vegetation param-
eters derived from the various sources mentioned
above for the land cover classes in WASA. An addi-
tional land cover class which is not listed in Table 4.3
are bare rocky surfaces without vegetation. Due to the
limited data availability, the parameters are mainly
rough estimates including high uncertainty.
Table 4.3 Parameters of the major land cover types of the study area (A is the percentage of the land cover type on
the total study area (Ceará, 150000 km2); t1-t4 are the base points during a year for the seasonal parameter distribution).

Vegetation type A h [m]  [m]  [-]  [-]

% m s-1 kPa kPa t1 t2 t3 t4 t1 t2 t3 t4 t1 t2 t3 t4 t1 t2 t3 t4

Dense tree caatinga 9.5 200 -10 -40 3.5 3.5 3.5 3.5 1.5 1.5 1.5 1.5 0.2 5.0 5.0 1.3 0.28 0.18 0.18 0.25

Open tree caatinga 44.2 200 -10 -40 2.5 2.5 2.5 2.5 1.0 1.0 1.0 1.0 0.1 4.0 4.0 0.4 0.28 0.22 0.22 0.25

Shrub caatinga 0.9 200 -10 -40 2.0 2.0 2.0 2.0 1.0 1.0 1.0 1.0 0.1 4.0 4.0 0.8 0.28 0.21 0.2 0.25

Transition caatinga-forest 3.2 200 -10 -35 7.8 7.8 7.8 7.8 1.5 1.5 1.5 1.5 0.8 6.5 6.5 1.7 0.25 0.16 0.16 0.23

Semi-deciduous forest 1.0 200 -10 -25 15.0 15.0 15.0 15.0 2.0 2.0 2.0 2.0 4.5 9.0 9.0 6.0 0.18 0.13 0.13 0.16

Moist forest 0.9 160 -10 -20 20.0 20.0 20.0 20.0 2.5 2.5 2.5 2.5 10.0 10.0 10.0 10.0 0.12 0.12 0.12 0.12

Grassland with trees 1.0 150 -10 -30 1.5 1.5 1.5 1.5 1.0 1.0 1.0 1.0 0.4 3.5 3.5 0.8 0.27 0.20 0.20 0.25

Dense tree caatinga* 3.6 200 -10 -40 1.8 1.8 1.8 1.8 0.8 0.8 0.8 0.8 0.1 2.5 2.5 0.7 0.28 0.23 0.23 0.27

Open tree caatinga* 18.0 200 -10 -40 1.3 1.3 1.3 1.3 0.5 0.5 0.5 0.5 0.1 2.0 2.0 0.2 0.28 0.25 0.25 0.27

Shrub caatinga* 0.2 200 -10 -40 1.0 1.0 1.0 1.0 0.5 0.5 0.5 0.5 0.1 2.0 2.0 0.4 0.28 0.25 0.24 0.27

Transition caatinga-forest* 1.1 200 -10 -35 3.9 3.9 3.9 3.9 0.8 0.8 0.8 0.8 0.4 3.3 3.3 0.8 0.27 0.22 0.22 0.25

Semi-deciduous forest* 0.3 200 -10 -25 7.5 7.5 7.5 7.5 1.0 1.0 1.0 1.0 2.3 4.5 4.5 3.0 0.23 0.21 0.21 0.22

Moist forest* 0.2 160 -10 -20 10.0 10.0 10.0 10.0 1.3 1.3 1.3 1.3 5.0 5.0 5.0 5.0 0.20 0.20 0.20 0.20

Grassland with trees* 0.3 150 -10 -30 0.8 0.8 0.8 0.8 0.5 0.5 0.5 0.5 0.2 1.8 1.8 0.4 0.28 0.24 0.24 0.27

Pasture (1) 1.1 100 -10 -20 0.1 0.2 0.5 0.1 0.5 0.5 0.5 0.5 0.1 3.0 3.0 0.1 0.28 0.25 0.25 0.28

Beans (2) 2.8 80 -10 -20 0.1 0.5 0.5 0.1 0.1 0.3 1.0 0.1 0.1 1.0 2.0 0.1 0.28 0.25 0.25 0.28

Maize 3.2 80 -10 -20 0.1 0.6 1.2 0.1 0.1 0.3 1.3 0.1 0.1 1.5 3.0 0.1 0.28 0.24 0.22 0.28

Cashew (4) 2.0 80 -10 -20 3.0 3.0 3.0 3.0 1.4 1.4 1.4 1.4 2.0 5.0 5.0 2.0 0.25 0.23 0.23 0.25

Banana 0.2 80 -10 -20 2.0 2.0 2.0 2.0 0.8 0.8 0.8 0.8 3.0 4.0 4.0 3.0 0.22 0.22 0.22 0.22

Rice 0.2 80 -10 -20 0.1 0.2 0.3 0.1 0.1 0.3 0.6 0.1 0.1 2.0 4.0 0.1 0.28 0.20 0.18 0.28

Fallow 5.1 200 -10 -30 0.8 0.8 0.8 0.8 0.5 0.5 0.5 0.5 0.1 2.0 2.0 0.2 0.28 0.25 0.25 0.27

rs min,
l Ψcr Ψwp dr Λ α
* : degraded areas, including forest pasture, long-term fallow
other bushy vegetables or fruits (melon, tomato, cassava); (3
sugar cane).
 (1): class includes capim (forage grass); (2): class includes
: class includes other large fruits and crops (mango, palms,
;
)



Chapter  5
Model Applications 5

5.1 Rainfall Disaggregation
The cascade model for disaggregation of continuous
rainfall time series described in Chapter 3.1.3 was
tested for three rainfall stations in the semi-arid north-
east of Brazil, for which data with hourly resolution
were available (see Chapter 2.1.6.2). It was modified
and extended here compared to the original version of
OLSSON (1998), and parameterized and validated for
disaggregation of daily to hourly time series. For vali-
dation, 100 realizations of disaggregated hourly time
series were performed and their mean statistics com-
pared to the observed data. The main results are pre-
sented below, more details are given in GÜNTNER ET

AL. (2001).
The following model modifications were realized:

• Since the cascade model comprises temporal reso-
lutions expressed as the highest resolution multi-
plied by a power of two (e.g., in the range 1 (20) to
32 (25) hours), this limits its real-world applicabili-
ty. On the one hand, for model parametrization as
in this application, available data with the highest
temporal resolution are hourly data (which can  be
successively aggregated into 32-hour data for pa-
rameter estimation). On the other hand, for model
application, usually daily data are given which re-
sult in 1.5-hour or 45-min values after disaggrega-
tion. This in turn means that they are mainly not
usable in subsequently applied hydrological mod-
els, which use timesteps of whole hours. Thus, the
model was extended and evaluated here to use a pa-
rameterization based on the given 1-hour data and
their aggregation steps up to the scale of 32 hours,
while performing the disaggregation starting from
the 24-hour level down to the 45-min scale with a
subsequent aggregation step to the 1-hour level for
practical use.

• For derivation of the probabilities P (Eq. 3.1) from
observed high resolution rainfall data by averaging
over a range of resolutions, a weighting was intro-
duced. To each value of P derived at a specific
scale transition a weight was assigned according to
the number of boxes used in its calculation at this
scale. Generally, the higher the resolution, the larg-
er is the number of contributing boxes and, conse-
quently, the higher is the accuracy of the estimated
P value and, thus, its relative contribution to the av-
erage scale-invariant value.

• For deriving the distribution of Wx/x (Eq. 3.1), OLS-
SON (1998) included both weights W1 and W2, lead-
ing to symmetrical distributions of Wx/x (since
W1=1-W2). In the present study in contrary, only
the values of W1 were used (and W2 was calculated
as 1-W1). The former approach, while facilitating
the fitting of a theoretical distribution, implies that
any asymmetry in the empirical distribution of W1
and W2 is neglected. The approach used here al-
lows to reproduce the internal event asymmetries in
the observed data to some extent, e.g., the observa-
tion that in the case of isolated boxes most of the
total event volume occurs during the first half of
the event. In the present context, this means that
W1>W2 or, in probabilistic terms,
P(W1>0.5)>P(W1<0.5). Due to marked variations
in the shape of the empirical distributions between
position classes and, to some extent, between vol-
ume classes, the actual empirical distributions were
used in the disaggregation model in the present
study instead of fitted theoretical distributions.

The application of the modified cascade model to
rainfall time series of the study area gives the follow-
ing results:

• In the range of time scales studied (1-24 hours), the
assumptions of scale-invariance of model parame-
ters, which implies the applicability of the same
cascade generator at each scale level of the disag-
gregation process, is fullfilled.
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• The mean volume of rainfall intervals within each
position class is an appropriate limit for separation
of the lower and upper volume classes within each
position class. This is, e.g., justified by the ob-
served form of the increase of P(x/x) with increas-
ing rainfall volume of the box to be branched,
which roughly approaches a plateau above the
mean volume.
Table 5.1 Probabilities of the cascade generator for the three types of divisions for all position classes of rainfall boxes
(see also Fig. 3.3) and volume classes (below and above mean box rainfall volume), derived from time series of station
Tauá (resolution 1-32 hours).

Position starting enclosed ending isolated

Volume below above below above below above below above

P(0/1) 0.51 0.45 0.27 0.13 0.24 0.06 0.41 0.27

P(1/0) 0.22 0.12 0.23 0.13 0.48 0.42 0.43 0.32

P(X/X) 0.27 0.43 0.50 0.74 0.28 0.53 0.16 0.40
• The parameters of the cascade generator show a
clear dependence on the volume and the position in
the rainfall frequence of the time interval with rain-
fall to be disaggregated, e.g., P(x/x) is larger for the
above than for the below mean volume class, P(x/x)
is higher for boxes inside a rainfall sequence than
boxes at the edge of it. Also, P(1/0) was substan-
tially lower for a box at the beginning of a rainfall
sequence than one at the end, and vice versa for
P(0/1) (Table 5.1).

• Βy disaggregation from daily data, the model re-
produces a range of hourly rainfall characteristics
(e.g., hourly rainfall volumes, event volumes, event
duration, extreme value characteristics) with high
accuracy for all stations in the semi-arid. A slightly
lower performance was found for the number of
wet intervals, which was overestimated in the dis-
aggregated time series as compared to the observa-
tions, and for the autocorrelation of hourly rainfall
values which was underestimated by the model, al-
beit being low also in the observed data (Fig. 5.1,
Table 5.2, Table 5.3).

• Transferability of parameters in time is associated
with a comparatively higher uncertainty for the
semi-arid rainfall characteristics (as compared to
humid temperate climate rainfall) due to its higher
interannual variability and lower percentage of
rainy intervals within the limited period of availa-
ble data for model parametrization.

Table 5.2 Autocorrelation for observed (obs) and disag-
gregated (dis) 1-hour time series for station Picos in
north-eastern Brazil. 

time lag [hours] 1 2 3 4 5 6

obs 0.33 0.12 0.06 0.03 0.02 0.01

dis 0.25 0.08 0.06 0.04 0.04 0.03
• For parameter transferability in space, no restric-
tions is found between the three tested Brazilian
stations, for which similar parameter sets were de-
rived (contrary to British stations in humid temper-
ate climate, where regional differences were more
pronounced). 

• Additionally, the comparison between the model
application for rainfall time series of the semi-arid
and the a humid temperate climate (British stations)
shows that (1) model parameters distinctly differ
between both climates, reflecting the dominance of
convective processes in the semi-arid rainfall and
of advective processes associated with frontal pas-
sages in the British rainfall, (2) the overall model
performance is better for the semi-arid tropical
rainfall, particularly because of the inability of the

Table 5.3 Comparison between validation variables for
observed (obs) and disaggregated (dis) 1-hour data, ex-
ample of station Tauá in north-eastern Brazil (No: number;
Mn: mean; Sd: standard deviation; Max: maximum; iv:
non-zero 1-hour rainfall volume [mm]; ev: event volume
[mm]; ed: event duration [hours]; dp: length of dry period
[hours]; subscripts 1 or 4: minimum number of dry hours
to separate two independent rainfall events (rainfall inter-
vals separated by a lower number of dry intervals are con-
sidered to pertain to the same rainfall event); NE: number
of exceedances; nMn: volume threshold of n times Mn(iv);
L1: the 20 largest rainfall volumes at the 1-hour level).

obs dis obs dis

No(iv) 634 708 No(ev4) 261 263

Mn(iv) 2.1 1.9 Mn(ev4) 5.2 5.1

Sd(iv) 3.7 4.0 Sd(ev4) 10.6 10.2

Mn(dp1) 64.0 59.8 Mn(ed4) 2.9 3.3

Sd(dp1) 155.9 152.1 Sd(ed4) 3.1 3.5

Max(iv) 48.4 65.3 NE(5Mn) 59 50

Mn(L1) 28.4 35.5 NE(10Mn) 7 13
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model to reproduce a sharp decrease of extremes of Furthermore, the model can also be calibrated using

Fig. 5.1 Comparison of the distributions of validation variables for observed (obs) and disaggregated (dis) 1-hour data,
example for station Picos in north-eastern Brazil, period 05/95-03/99 (iv: non-zero 1-hour rainfall volume [mm]; ev: event
volume [mm]; ed: event duration [hours]; dp: length of dry period [hours]; subscripts 1 or 4: minimum number of dry hours
to separate two independent rainfall events (rainfall intervals separated by a lower number of dry intervals are considered
to pertain to the same rainfall event)).
rainfall volumes with increasing temporal resolu-
tion for the frontal-dominated temperate regions.

In summary, the overall high accuracy of disaggregat-
ed rainfall data supports the potential usefulness of the
cascade model for the semi-arid study area. Tests us-
ing the disaggregated data in hydrological model ap-
plications, however, are additionally required to
evaluate their practical value (Chapter 5.2.1). An ad-
vantage of the approach compared to other models
(see Chapter 3.1.2) is its simplicity and applied nature.
The few parameters are directly linked to rainfall time
series characteristics and reflect by this way rainfall
generation mechanism. This improves the process-re-
lated transferability of the model in time and space.
the daily time series only, without the need for higher
resolution data. This possibility is a notable advantage
as compared to other approaches. The underlying as-
sumption of scale invariance of the parameters beyond
the daily to hourly scale examined here is to be closer
assessed in future work. On the other hand, the cas-
cade model used here model does not allow to repro-
duce diurnal rainfall patterns. If these are of relevance
for hydrological applications, the model has to be ex-
tended by an additional parameter, e.g., corresponding
to the parameter storm starting time used in some pre-
vious approaches (e.g., HERSHENHORN & WOOLHISER,
1987).
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5.2 Small-Catchment-Scale Application
5.2.1 Caldeirão basin

WASA was applied to the Caldeirão basin (0.77 km2),
the smallest sub-catchment with runoff data within the
Tauá basin (see Chapter 2.2). Being a headwater
catchment which does not comprise valley bottoms
and where, in addition, no systematic differences can
be found in slope, soil or vegetation characteristics be-
tween upper and lower topographic parts, Caldeirão is
represented within the spatial concept of WASA by
one terrain component. This terrain component is sub-
divided into five soil-vegetation components (SVCs).
For all of them (except for bare rock surfaces), de-
graded tree caatinga is taken as the land cover type
(CAVALCANTE ET AL., 1989, Table 4.3). The SVCs
thus differ in soil type only, with the following per-
centages of the terrain component area (CADIER,
1993):

– Bruno Não Calcico (70%)
– Solonetz (10%)
– Vertisol (10%)
– Litólicos (5%)
– Rock outcrops (5%)

For each soil type, the soil parameters of the repre-
sentative soil profiles being equally used in the re-
gional-scale application of WASA (Chapter 4.3.2) were
applied in Caldeirão. This applies also for the vegeta-
tion parameters (Chapter 4.3.3). Several simulations
differing in temporal resolution and parameter values
were run. For daily simulations, area average rainfall
data were used (Chapter 2.2). For simulations with
hourly resolution, the daily time series was disaggre-
gated by applying the random cascade model which
has been adapted to the rainfall characteristics of the
study area (Chapter 5.1). 50 realisations of the hourly
time series were generated. For each realization,
WASA was applied and the results compared to the ob-
servations, giving finally a mean performance at the
hourly scale by averaging over all realizations.

Uncalibrated daily simulation (D1)

The simulation in the daily mode results in a slightly
overestimated mean annual runoff (by 6%, Table 5.4).
Although roughly reproducing the sequence of wet
and dry years, the model overestimates the interannual
variability, i.e., runoff volumes are simulated too large
in wet years (1981, 1985) and too low in dry years
(1982-1984, 1987). The distribution of daily runoff
shows that, contrary to observations, no runoff occurs
in the simulations for some rainfall events in the dry
years or before or after the main rainy period in wet
years, whereas during the rainy season of wet years,
daily runoff is often overestimated (Fig. 5.2c). 

Uncalibrated hourly simulation (H1)

Using the same parameters as in simulation D1, the
hourly simulation results in a higher overestimation of
mean annual runoff (by 10%, Table 5.4). While runoff
volumes in wet years are nearly the same as for D1,
some runoff is simulated in dry years for H1 as com-
pared to zero runoff for D1. In dry years, these results
are closer to the observations than in the case of D1,
although runoff is still underestimated. The reason are
larger rainfall intensities for precipitation with hourly
resolution, which tend to produce more HORTON-type
infiltration-excess runoff than the underestimated rain-
fall intensities when using a daily time step. In the dry
years (1982-1984), nearly all runoff is produced by
this mechanism according to the simulation results
(Table 5.4). This is reasonable as rainfall volumes for
these conditions may not be sufficient to produce satu-
rated soil profiles and thus saturation-excess runoff. In
wet years, the larger amount of infiltration-excess run-
off for H1 leads to a later saturation of the soil profile
than for D1, thus less saturation-excess runoff, and, in
summary, similar runoff volumes for both simulations.
Looking at the daily distribution of runoff (Fig. 5.2d),
H1 performs better because some of the runoff events
in dry years and outside of the major rainy period are
represented by the model.

Adjusted hourly simulation (H2)

It can be argued, that using an hourly time-step is still
too coarse to capture rainfall intensities relevant for
infiltration-excess runoff generation for the usually
short-term convective events of the study area (see
Chapter 3.1.1). This may be a reason for the underesti-
mation of runoff by the model for dry pre-event con-
ditions revealed by simulation H1. As no rainfall data
with higher resolution are available, alternatively the
scaling factor  in the infiltration routine
(Chapter 4.2.3) can be increased to compensate for un-
derestimated rainfall intensities. Assuming a factor of
2.5 for this underestimation, i.e., setting  to 2.5 in
H2 (instead of =1 in H1), thus reducing the hydrau-
lic conductivity of the soil horizons for infiltrating wa-
ter by this factor relative to its given value, results in
runoff volumes in dry years which correspond to the
observations (Table 5.4). On the other hand, mean an-
nual runoff is now simulated considerably too large,
which is predominantly the effect of overestimated
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runoff volumes in wet years, where saturation-excess
runoff occurs beside of infiltration-excess (HF is in
the range of 50-60% in Table 5.4, the remaining run-
off can be mainly attributed to saturation-excess run-
off because lateral subsurface flow is of minor
importance with a fraction on total runoff of less than
2%). Thus, in wet years, saturation of the soil profiles
occurs too frequently, which might be due to an un-
derestimated soil storage capacity in the model.
Table 5.4 Rainfall (mm), measured and simulated annual runoff Q (mm) and simulated fraction of HORTON-type infiltra-
tion-excess surface runoff on total runoff (HF (%)), Caldeirão basin, period 10/80-09/88.

Year 1981 1982 1983 1984 1985 1986 1987 1988 mean

Rainfall 651 304 202 453 1125 771 377 625 564

Q HF Q HF Q HF Q HF Q HF Q HF Q HF Q HF Q HF

Measured 170 - 13 - 5 - 23 - 250 - 126 - 21 - 90 - 87 -

D1 251 15 0 0 0 0 1 0 275 10 134 13 1 0 76 16 92 13

H1 251 30 5 93 3 96 6 86 280 28 134 41 7 89 77 58 95 36

H2 254 51 15 98 8 98 22 95 295 48 141 74 20 95 90 87 106 61

H3 220 66 14 98 8 98 20 95 263 56 113 87 18 96 74 94 91 71

D2 231 90 16 98 7 94 8 83 275 69 118 93 14 91 82 94 93 83
Adjusted hourly simulation (H3)

As a consequence of the low performance of simula-
tion H2 in wet years, an additional modification of
model parameters was done in H3: the influence of an
increased soil storage capacity by extending the pro-
file depths was tested. The depth of each soil profile
to the bedrock was increased by 30% by extending the
depth of the lowest horizon. For the dominant soil
type in the Caldeirão basin (Bruno Não Calcico, see
above), for instance, this means an increase of the to-
tal soil depth from 65 cm to 85 cm, corresponding to
an increase in storage capacity (total pore volume)
from 295 mm to 385 mm. By this means, runoff vol-
umes in wet years are closer to the observations due to
less saturation-excess runoff which is indicated by an
increase in HF as compared to simulation H2
(Table 5.4). Runoff in dry years, however, is nearly
not changed relative to H2 because infiltration-excess
runoff generation is influenced to a less extent by the
total storage capacity of the soil. The pattern of daily
runoff resulting from H3 is very close to the observa-
tions for both dry and wet pre-event conditions
(Fig. 5.2e).

Adjusted daily simulation (D2)

The adjustments of parameters derived in H2 and H3
were transferred to the application of WASA with a
daily timestep in simulation D2. Soil profile depth is
increased by 30% as in H3. Concerning the scaling
factor , it has to be adjusted for daily calculations
to compensate for underestimated rainfall intensities
when going (1) from the daily to the hourly scale, and
(2) from the hourly to the sub-hourly (event) scale.
The second point has been addressed in H2, showing

sF
that =2.5 is an appropriate value. With reference to
the first point, a simple approach may be to derive the
scaling factor by the comparison of observed rainfall
intensities at both daily and hourly time scales. For
time series of the station Tauá (see Table 2.3), the
mean intensity of hourly rainfall is 2.14 mm h-1, for
aggregated daily data it is 0.36 mm h-1. This gives a
ratio of intensities between both scales of about 6.
Thus, an appropriate scaling factor for daily model ap-
plications taking into account sub-daily rainfall inten-
sities is estimated here as multiplicative combination
of factors from the two steps above, resulting in

=15.

The results show that, while giving a similar mean
annual runoff as compared to the uncalibrated simula-
tion D1, the annual distribution between dry and wet
is years is considerably closer to the observations in
D2. In particular, the model reproduces the runoff in
dry years. The slight overestimation of the annual
mean can mainly be attributed to the first simulation
year which is difficult to reproduce (also in the other
simulations above), which may also be due to excep-
tional rainfall characteristics or data errors. The results
of D2 are also similar to the best-estimate version on
an hourly basis (H3). The fraction of overland flow is
even larger in D2 than in H3. This can be directly at-
tributed to the time resolution, where a runoff event
on the daily basis is produced by one infiltration-ex-
cess event, whereas in the hourly version, the same
daily runoff may be composed of infiltration-excess
runoff at the beginning of the event and saturation-ex-
cess during later hours with rainfall. The daily runoff
pattern of D2 is similarly well represented compared
to the observations and considerably better than D1
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Fig. 5.2 Caldeirão basin (0.77 km2), period 10/80-09/88, daily time series of (a) precipitation, (b) measured discharge,
and (c)-(f) simulated discharge, for different daily and hourly versions of WASA (see text).
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(Fig. 5.2f), particularly what concerns the occurrence
of runoff events for drier pre-event conditions. The
number of simulated days with runoff and the general
distribution of daily runoff is in the range of the ob-
servations (Fig. 5.3). However, a slight underestima-
tion in the number of mid-range events (50-100 l/s),
compensated by too many larger events, is found. One
reason can be the linearity of the simple scaling ap-
proach. The scaling factor is applied equally to all
days although the underlying ratio of rainfall intensi-
ties at the hourly and daily scale may be smaller for
days with large rainfall volumes. This may lead to an
overestimation of surface runoff and the mentioned
bias in the distribution of daily runoff volumes.

In summary, the small-scale application demonstrates
that WASA can well represent the highly variable hy-
drological response for the given semi-arid conditions,
if rainfall time series of high temporal resolution are
available. For practical model applications in this
study, based on daily data, the introduction of a scal-
ing factor to compensate for underestimated rainfall
intensities proves to be a reasonable approximation.

5.2.2 Tauá basin

At a larger spatial scale, WASA was applied to the
Tauá basin (194km2, see Chapter 2.2 for a descrip-
tion). The reference simulation (T1) used a daily time-
step with locally measured basin-averaged rainfall
time series (Chapter 2.2). Concerning terrain, soil and
land cover information, the definition of modelling
units and their parametrization was taken from the

Fig. 5.3 Distribution of daily runoff volumes, basin Cal-
deirão, period 10/80-09/88, observations and simulations
D2 and H3; n: number of days with runoff > 0.
data available for the regional-scale applications of
WASA (Chapter 4.1.2, Chapter 4.3). There, the Tauá
basin is completely located within one landscape unit
which is composed of two terrain components. One of
them (fraction on total area 65%) represents the steep-
er sloping area with a higher topographic position,
whereas the other terrain component (35% of the
landscape unit) represents flatter areas of a lower top-
ographic position, including the valley bottoms. The
soil types in the higher terrain component are Bruno
Não Calcico (50% of the total area of the landscape
unit) and Litólicos (15%), in the lower terrain compo-
nent occur Planossolos (18%), Solonetz (13%) and al-
luvial soils (4%). This distribution of soil types is
close to that described in CADIER (1993) for the Tauá
basin (Chapter 2.2). Concerning land cover, the com-
bination of soil types and land cover classes into soil-
vegetation-components as derived for the total munici-
pality of Tauá (3940 km2, Chapter 4.3.1) for the re-
gional-scale application was applied to the Tauá basin,
which is located within this municipality. According
to the results of Chapter 5.2.1, the scaling factor 
for soil hydraulic conductivity in the infiltration rou-
tine was set to 15 in order to compensate for underes-
timated rainfall intensities when running the model
with a daily time-step. Reservoirs (see also
Chapter 2.2) were grouped into five classes according
to their storage capacity (Table 5.5, for the concept
see Chapter 4.2.7.1). Extraction of stored water for hu-
man use or agriculture was disregarded, as no infor-
mation is available for the Tauá basin. 

The simulation results (Table 5.6, Fig. 5.4) generally
correspond well to the observations in terms of dis-
charge. Mean annual runoff as well as its interannual
variability is reasonably captured by the model. A ten-
dency of overestimating runoff in wet years and un-
derestimating it in dry years might be seen in the
results, although a generalization of this discrepancy is
limited by the small number of simulation years. Dif-
ferences between observations and simulations can be

Table 5.5 Distribution of reservoirs among reservoir
classes in WASA for the Tauá basin; : number of reser-
voirs in each class; : number of reservoirs with ob-
served time series of storage volume.

Reservoir class 1 2 3 4 5

Storage capacity

(106m3) <0.03 0.03-0.1 0.1-0.5 0.5-1 1-3

9 5 4 2 1

2 2 0 2 0
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attributed to the rough resolution of physiographic da-
ta, as mainly regional-scale information on terrain,
soils and land cover is being applied to this small ba-
sin (see Chapter 5.3.3 on the order of magnitude of
model sensitivity to uncertainty in parameters). Addi-
tionally, it has to be noted that the spatial variability
of rainfall is not taken into account. Nevertheless, the
results show that taking large-scale physiographic data
and local precipitation data may result in reasonable
runoff simulations at the local scale. 
Table 5.6 Rainfall, measured  and simulated  annual runoff, Tauá basin, period 10/78-09/88 (all in mm), for
different simulations (see text).

Year 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 mean

Rainfall 331 544 662 318 216 516 1168 707 385 620 547

1 52 139 3 0 22 143 9 5 28 40

, Simulation T1 1 44 169 1 0 1 178 7 1 13 42

, Simulation T2 4 65 183 5 2 5 202 17 8 29 52

, Simulation T3 1 66 193 2 1 2 197 28 5 39 54

Rainfall, Simulation T4 421 514 537 374 271 770 1169 999 467 658 619

, Simulation T4 0 0 31 0 0 28 119 73 0 0 25

Fig. 5.4 Tauá basin (194 km2), period 10/78-09/88, daily time series of (a) precipitation, (b) measured discharge, and
(c) simulated discharge with WASA, reference simulation T1.
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Fig. 5.5 illustrates the different storage behaviour of
reservoirs in the case of simulation T1. Smaller reser-
voirs, i.e., those of lower storage capacity, show a
stronger variability in their storage volumes, falling to
very low levels or drying out completely during each
dry season. Larger reservoirs generally exhibit a
smoother behaviour, with a stronger interannual varia-
bility as compared to the intra-annual variability. The
frequency of overflowing, but also that of drying out
completely is smaller than for the small reservoirs.
This different behaviour is mainly a consequence of
the non-linearity of the volume-surface area-
relationship (Chapter 4.2.7), leading to, in relative
terms, a weaker susceptibility to evaporation losses for
larger reservoirs. The validation of these simulation
results by comparison with available observed reser-
voir storage data of the Tauá basin (CAVALCANTE ET

AL., 1989) is limited by the low number of monitored
reservoirs (Table 5.5). Thus, discrepancies in Fig. 5.5
between observations and simulation may be attribut-
ed to the particularities of the observed reservoirs in
their geometry or catchment characteristics which dif-
fer from the average characteristics represented by
WASA in the respective reservoir class. The overesti-
mation of inflow to classes 1 and 2 in dry years may
be due to the simplified model assumption of attribut-
ing one-sixth of the total basin area of Tauá to each
reservoir class (see concept in Chapter 4.2.7.1). This is
a too large area when compared to the catchment area
of the reservoirs for which measurements are availa-
ble. In class 4, storage volume during the dry period
in the observations tend to decrease more rapidly than
in the simulations, which may be an effect of discrep-
ancies in the assumed reservoir geometry or due to ad-
ditional water use from the reservoirs which is not
taken into account in the model. Nevertheless, the
above described more balanced storage behaviour of
larger as compared to smaller reservoirs is reasonably
captured by the model. Also the variability between
years, with a tendency of reservoirs volumes to reach
the storage capacity in the years 1981, 85, 86 and 88
is in general represented in the simulations.

The comparison of the reference simulation T1
with a model run which does not take into account
any retention in reservoirs (Simulation T2) shows that
losses in reservoirs cause a reduction of mean annual
basin discharge of about 20% (Table 5.6). In relative
terms, the reservoir effect on discharge is stronger in
dry years.

In another simulation (Simulation T3), no lateral
redistribution of runoff or soil moisture among terrain
components or soil-vegetation-components was taken
into account. It results that the mean annual discharge
of the Tauá basin is about 22% lower in the reference
simulation T1 as compared to T3 without lateral redis-
tribution, mainly as an effect of reinfiltration of sur-
face runoff (Table 5.5). The effect of lateral
redistribution in terms of soil moisture is illustrated in
Fig. 5.6 by comparing simulations T1 and T3. First,
the plant-available soil moisture is larger in absolute
values in the terrain component of a lower topograph-
ic position (Fig. 5.6b) compared to the terrain compo-
nent of the higher topographic position (Fig. 5.6a).
This reflects the different soil characteristics, with in
average shallower soils of a higher content of coarse
fragments in the higher terrain component. Here, the
difference between T1 and T3 is small as this unit
does not receive inflow from another (higher) terrain
component in T1. The slightly higher soil moisture
during wet periods in T1 demonstrates the effect of
lateral redistribution among the soil-vegetation-com-
ponents (SVCs) within this terrain component, i.e., sur-
face runoff may be generated on one SVC and partly
reinfiltrate in an adjacent SVC with initially lower soil
moisture. The small differences between T1 and T3
show that this effect is small, which points to small
differences among the SVCs with regard to their hy-
drological behaviour. For the lower terrain component
differences between T1 and T3 are considerably more
obvious. Here, the inflow from the higher terrain com-

Fig. 5.5 Storage volume relative to storage capacity
for the 5 reservoir classes in Pirangi; black line: simula-
tion with WASA, period 10/78-09/88; red line: observa-
tions (see also Table 5.5).
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ponent enhances soil moisture during the rainy season.
This effect occurs particularly a certain period after
the onset of the rainy season, where soil moisture in
the higher terrain component is already large enough
to generate large volumes of surface runoff during
rainfall events and, simultaneously, soil moisture in
the deeper, more porous soils of the lower terrain
component is still low enough to absorb a substantial
amount of this incoming flow from the sloping region
(e.g., see the peak in the difference between T1 and
T3 in early 1985, Fig. 5.6b). This increased soil mois-
ture during the rainy period by lateral inflow causes a
larger amount of soil moisture to be available for a
longer time during the subsequent dry season in the
lower terrain component, at least after a rainy season
with a high precipitation sum (see differences between
T1 and T3 in the ‘recession’ of soil moisture during
the dry season in Fig. 5.6).
A further simulation with WASA was performed in or- 4.0mm d-1 in T4 (see Chapter 5.3.1.1 for details of

Fig. 5.6 Plant-available soil moisture in the root zone for both terrain components in the Tauá basin (mean of all soil-
vegetation-components in each terrain component). Simulations with WASA with (T1) and without (T3) lateral redistribu-
tion.
der to test the effect of using the rainfall data which
are available for the regional scale simulations, based
on a small number of stations, on the accuracy of
model results at the local scale. In simulation T4,
WASA was run for the Tauá basin using the rainfall
time series interpolated to a 10x10km2 grid by ordi-
nary kriging (Set 2 in Chapter 2.1.6.2), while all other
model settings were equal to the reference simulation
T1 with local rainfall data. For the 10-year simulation
period, the difference in mean annual rainfall of T4 to
T1 is +13%, with deviations in individual years of up
to 50% (Table 5.6). Differences between T4 and T1 in
simulated basin discharge are, on the other hand, in
average -38%. Thus, in spite of larger rainfall vol-
umes, T4 results in considerably lower discharge. The
main reason is the modification of rainfall time series
characteristics by interpolation in the case of T4,
which lead to a loss in variance and lower intensities
at the daily scale. For instance, the mean rainfall vol-
ume at wet days in T1 is 6.1mm d-1 as opposed to
temporal rainfall characteristics on runoff simula-
tions).

In summary, the simulations at the small-basin
scale show that reasonable results for discharge and
reservoir storage volumes can be obtained even if the
coarse regional-scale physiographic information is
used. The accuracy of simulation results at the small-
basin scale in this example is more dependent on rain-
fall input, of which, in turn, deviations of short-term
time series characteristics rather than of mean annual
values are more sensitive. Furthermore, the simula-
tions show that to the considerable decrease in the
runoff ratio when going from the headwater or hills-
lope scale (15.4% in the Caldeirão basin,
Chapter 5.2.1) to the small-basin scale (7.7% in Tauá)
contribute, by roughly equal importance, discharge
losses in reservoirs, on the one hand, and reinfiltration
of runoff due to a different topographic and pedologi-
cal setting at the larger scale, on the other hand.
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5.3 Sensitivity Analysis at the Regional Scale
In the following, a variety of model applications of
WASA at the regional scale for the entire study area of
the State of Ceará are presented. With these simula-
tions it is intended to evaluate model sensitivity to da-
ta, parameters and model structure and to assess
related uncertainty in combination with the quantifica-
tion of model performance for the historical time peri-
od in Chapter 5.4.

A reference version of WASA is used in several of
the following chapters for comparison with other runs
of changed input data, parameters, etc. This reference
version is considered to be the conceptually best mod-
el version for the study area because it uses the maxi-
mum of available data for derivation of model input
and parameters. The reference version

• is uncalibrated, i.e., setting for each parameter the
value as derived from physiographic data or litera-
ture information as described in Chapter 4,

• runs at the scale of grid cells (10x10km2) at level 1
of the spatial model structure of WASA (Fig. 4.1),
which are aggregated to give the response of sub-
basins,

• uses data Set 2 as daily rainfall input (with all
available stations and ordinary kriging for interpo-
lation to the grid cells) (see Chapter 2.1.6.2),

• uses the adaptation of the scaling factor for infiltra-
tion modelling as derived in Chapter 5.3.1.1.

5.3.1 Model sensitivity to precipitation 
input

Various simulations which differ in their precipitation
input with regard to the underlying station data base,
the interpolation methods and their temporal and spa-
tial variability were performed in order to test the ef-
fects on the simulation results. All simulations used
daily rainfall time series (see Chapter 2.1.6.2 for more
information on the data sets). 

5.3.1.1 Temporal rainfall characteristics

The following simulations differing in the temporal
characteristics of their rainfall input are compared:

• Simulation P1: Grid-based simulation, rainfall in-
terpolation by ordinary kriging (Set 2 in
Chapter 2.1.6.2). According to the result from the
small-scale application (Chapter 5.2.1), the scaling
factor  in the infiltration routine is set to =15
in order to adjust the soil hydraulic conductivity to
underestimated sub-daily rainfall intensities when
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running WASA with daily resolution. This setting of
 applies also for P2-P4 described below.

• Simulation P2: Grid-based simulation with rainfall
data Set 3, i.e., ordinary kriging superimposed by a
stochastic component.

• Simulation P3: Grid-based simulation, assigning to
each cell the precipitation time series of the munici-
pilty in which this cell is located. These data are
based on the interpolation to the municipality scale
with a smaller number of stations than in P1 and P2
(Set 1 in Chapter 2.1.6.2). For each cell, the daily
time series is then multiplied, separately for each
year, by the fraction of the total annual rainfall as
derived in Set 2 to the total annual rainfall resulting
from Set 1. In this way, the resulting daily time se-
ries of each cell has the same annual total and inter-
annual variability as the data from Set 2 with more
stations, but a temporal sequence at the daily scale
which is identical to the underlying interpolation to
the municipality scale in Set1.

• Simulation P4: Grid-based simulation, assigning to
each cell the precipitation time series of the station
which is located closest to the center of the cell
(similar to the interpolation method by THIESSEN

polygons). Similarly to P3, the rainfall volumes of
the time series of each cell are then conditioned to
give annual rainfall volumes as derived from Set 2
while pertaining the temporal sequence at the daily
scale inherent to the station data.

Rainfall time series characteristics vary apparently be-
tween the different simulations. Compared to P4, rain-
fall time series in P1-P3 show a considerably larger
number of days with precipitation, and mean daily
rainfall volumes are lower by a factor of about 2-3 as
compared to the time series in P4 (Table 5.7). Similar-
ly, the distribution of daily rainfall volumes shows the
dominance of small values for P1-P3, whereas in the
case of P4 the frequency of volumes >10mm is much
higher (Fig. 5.7a). This is directly due to the loss of
variance at the daily scale introduced by interpolation
from the station to the grid scale in the cases of P1-
P3, whereas P4 maintains the station-scale charcteris-
tics. As another consequence, much longer periods of
consecutive days with precipitation occur in the case
of P1-P3 (Table 5.8, Fig. 5.7b). The additional sto-
chastic component in P2 increases the variance which
has at the beforehand been lost during interpolation as
in P1, however, the overall effect on the time series
properties examined here is small when compared to
P4. Time series in P3 are characterized by a stronger
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variability at the daily scale than P1 and P2 which can
be related to differences in the interpolation methodol-
ogy (see Chapter 2.1.6.2).  

Simulations P1-P4 are thus all characterized by the
same annual precipitation volumes and by the same
model parametrization, differing only in the variability

Table 5.7 Characteristics of grid-based daily rainfall
data used as input for WASA simulations (maximum reso-
lution 0.1mm). Events are defined as consecutive days
with rainfall >0. Mean values averaged for the 1460 grid
cells of the study area and the period 1960-98.

Simulation P1 P2 P3 P4

Number of rain days per 
year 172 154 125 57

Daily rainfall volume of 
wet days (mm) 5.0 5.5 7.1 15.5

Variance of daily volumes 132 158 112 282

Event duration (days) 4.8 4.0 2.8 1.8

Fig. 5.7 Distributions of (a) daily rainfall volumes and
(b) event duration of different grid-based daily rainfall
times series P1-P4, averaged for the 1460 grid cells of
the study area and the period 1960-98. Events are de-
fined as consecutive days with rainfall >0.
within the rainfall time series at the daily scale. Mean
simulated runoff at the scale of the grid cells increases
in the order P1<P2<P3<P4, being about 40% larger
in P4 as compared to P1, while evapotranspiration de-
clines in the same order. In particular, evaporation
from the interception storage for P4 is less than half
the amount of that in simulation P1 (Table 5.8).The

comparison with discharge observations for larger riv-
er basins of the study area shows the general tendency
of an underestimation of runoff in the case of the sim-
ulations with interpolated time series (Table 5.9). For
simulation P4, on the other hand, runoff volumes are
simulated too large.

These results can be closely related to the above char-
acteristics of the rainfall time series used in each sim-
ulation. The higher rainfall intensities in P3 and
particularly in P4 amplify the generation of infiltra-
tion-excess runoff and, thus, total runoff. This in turn
decreases the infiltration amount and soil moisture
available for evapotranspiration. Additionally, the

Table 5.8 Simulation results for different rainfall input
and scaling factors. Mean annual results (in mm) aver-
aged over the 1460 grid cells of the study area, period
1960-98.

Simulation P1 P2 P3 P4 P5

Rainfall 861 861 861 861 861

Total evapotranspiration 714 712 709 662 694

Interception evaporation 110 100 82 49 53

Total runoff 128 130 133 178 147

Infiltration-excess runoff 44 52 53 79 64

Table 5.9 Observed (Qobs) and simulated (Qsim) mean
annual discharge and their difference  for various river
basins in Ceará; simulations with different rainfall input
time series; validation periods vary between stations with-
in 1960-98 (see Fig. 2.6 and Fig. A.1 for more information
on the gauging stations).

P1 P4

Station Basin
area

Qobs Qsim Qsim

km2 m3s-1 m3s-1 % m3s-1 %

3 19250 32.5 28.0 -13.8 56.4 +73.3

7 11890 28.7 27.4 -4.4 47.2 +64.7

10 18270 39.8 20.8 -47.7 34.1 -14.3

12 47300 120.9 85.8 -29.0 159.5 +32.0

16 7339 21.2 16.3 -23.0 25.4 +20.1

22 11210 76.2 69.6 -8.7 88.6 +16.3

∆
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larger number of days with rainfall in P1-P3 gives
rise to a more frequent refilling and emptying of the
interception storage and thereby an overall higher
amount of interception evaporation. This is enhanced
by the usually large evaporation rates for the given
climate conditions which in general exhaust complete-
ly the actual storage volume of the interception stor-
age on a rain day, thus providing again the maximum
storage capacity for the next simulation day. 

As for all practical applications of WASA interpo-
lated rainfall time series are used as input, such as
those of the type of P3 for the scenario calculations
(Chapter 5.5), an approximate method is required to
compensate for the above interpolation effects. The
following approach is tested (Simulation P5, reference
version of WASA):
• Underestimated rainfall intensities at the daily scale

due to loss of variance by interpolation is compen-
sated by decreasing the hydraulic conductivity of
the soil for infiltration modelling. This is done by
increasing the scaling factor , similarly to the ad-
justment for underestimated sub-daily rainfall in-
tensities (Chapter 5.2.1). The ratio  of mean
daily rainfall volumes of the station-based rainfall
time series (P4) to mean volumes of the interpolat-
ed time series is used as an approximate value for

. Its spatial distribution shows a slight tendency
of higher values in the dryer parts of the study area
(Fig. 5.8, compare with Fig. 2.3).  is multipli-
catively combined with the value =15, derived
for the adjustment to sub-daily rainfall intensities
(Chapter 5.2.1), to give the final scaling factor for
each grid cell.

• The overestimation of interception due to an over-
estimated number of rain days after interpolation of
the rainfall time series is compensated by a reduc-
tion of the capacity of the canopy interception stor-
age, i.e., the interception coefficient  (Eq. 4.4).
At the scale of the grid cells, a strong relation be-
tween the ratio  (ratio of interception evapora-
tion simulated in P1 to interception evaporation of
P4) and  is found (Fig. 5.9). This indicates
that the overstimation of interception evaporation in
P1 relative to P4 increases with the increasing loss
of variance and increasing number of rain days in-
duced by rainfall interpolation. Eq. 5.1, derived
from Fig. 5.9, is used to define an adjusted inter-
ception coefficient  for each grid cell.

(5.1)

Results for simulation P5 with the above two adjust-
ments of the scaling factor and of the interception co-
efficient are given in Table 5.8. The long-term mean
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interception evaporation is now close to simulation P4
with station-based rainfall time series. Although at the
cost of accuracy at the scale of individual days (where
interception evaporation is now supposed to be under-
estimated due to the above reduction of the intercep-
tion coefficient), the model adjustment for interception
is reasonable with regard to the primary objectives of
model applications for long-term water balance stud-

Fig. 5.8 Ratio  of daily rainfall volumes of station-
based time series (P4) to daily volumes of interpolated
time series with ordinary kriging (P1). Mean of period
1960-98.

rprec

Fig. 5.9 Relationship between ratios of mean daily rain-
fall intensities and mean annual interception evaporation
for simulation with rainfall time series P1 (interpolated)
and P4 (station-based); each dot represents one of the
1460 grid cells of the study area. Simulation period 1960-
98.
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ies. Here, the bias of interception evaporation intro-
duced by the effect of interpolation on the temporal
sequence of rainfall time series is efficiently reduced.
It is justified to use station-based rainfall data as a ref-
erence for this model adjustment, as also for model
applications at large spatial scales the temporal struc-
ture of rainfall at the point (station) scale governs the
interception process. 

With regard to runoff, results of simulation P5 are
intermediate to those of P1 and P4 (Table 5.8). The
generation of infiltration-excess runoff is less than for
P4 with station-scale data, which indicates that the
scaling factor  does not completely compensate for
underestimated rainfall intensities relative to P4 with
regard to runoff generation. However, for runoff gen-
eration, a toposequence within the landscape units is
the relevant spatial scale in WASA. Thus, at this scale,
due to the spatial variability of rainfall, relevant rain-
fall intensities for runoff generation can be expected
to be lower than those measured at the point scale.
The point scale will then not be the fully adequate ref-
erence scale for model adjustment. In this context, the
model adjustment by the scaling factor applied here,
leading to intermediate runoff volumes, can be consid-
ered to be a reasonable approximation. However, it
has to be noted that the temporal structure of the rain-
fall time series used in P5, i.e., the sequence of wet
and dry days, is equal to that of P1, implying an over-
estimation of rain days, also if the focus is set to the
scale of toposequences. Thus, the above approach is
limited as it does not explicitly take into account other
effects of this biased temporal sequence, e.g., on per-
colation of soil water and on evapotranspiration by
plants and from the soil surface (see also
Chapter 6.1.3 for a discussion of the approach). 

5.3.1.2 Spatial rainfall variability

Simulation experiments were performed in order to
examine the effect of the spatial variability of rainfall
input on simulation results at the scale of sub-basins.
Three model runs differing in the rainfall input at the
grid scale, but being equal with regard to annual rain-
fall at the sub-basin scale, were examined:

• Simulation P5 (the reference version of WASA, see
beginning of Chapter 5.3), corresponding to that of
Chapter 5.3.1.1, with daily rainfall distributed
among cells according to the interpolation by ordi-
nary kriging.

• Simulation P6, where to each cell within a sub-ba-
sin the same rainfall time series is attributed. This
time series is taken from P5 from one grid cell in
the sub-basin while conditioning its daily volumes
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to give the same total annual rainfall of the sub-ba-
sin as in P5 after averaging over all grid cells.

• Simulation P7, is similar to P2 in Chapter 5.3.1.1 in
the sense that a stochastic component was added at
the cell scale to the interpolation by ordinary krig-
ing (Set 3 in Chapter 2.1.6.2), but contrary to P2,
here it is run with the scaling factor as derived in
Chapter 5.3.1.1.

No significant differences in annual mean runoff at
the scale of sub-basins is found between simulation P5
and P6 or P7, respectively (Fig. 5.10). This means that
variability between grid cells is averaged out at the
catchment scale when regarding its long-term water
balance. Additionally, the model does not take into ac-
count possible interactions between grid cells within a
catchment, i.e., transmission losses of runoff in down-
stream cells. Thus, a reduction of basin runoff vol-
umes due to rainfall variability, which may occur par-
ticularly for drier catchment conditions, cannot be
captured. The slight tendency of low-yielding catch-
ments (<150mm mean annual runoff) to give higher
runoff volumes in the case of P7 than for P5
(Fig. 5.10b) can be mainly attributed to the enhanced
temporal variability of the time series in P7 (see
Chapter 5.3.1.1) rather than to an effect of spatial var-
iability.

The importance of spatial variability of rainfall on
catchment variables is expected to increase when go-
ing to smaller temporal scales, as rainfall variability it-
self increases in this direction. Looking at soil
moisture, a higher spatial variability within a catch-
ment at the monthly scale is found for simulation P7
with the highest variability of rainfall input of the
three simulations (Fig. 5.11a). Differences between P5
and P6 are small, which demonstrates that the spatial
rainfall variability at the grid-scale in P5 is very low
after interpolation and already close to no variability
as in P6. The difference between P7, on the hand, and

Fig. 5.10 Mean annual runoff (mm) of the 118 sub-basin
of the study area for simulations P5-P7 with different spa-
tial variability of rainfall, period 1960-98.
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P5 or P6, on the other hand, is considerably more pro-
nounced in the wet season as compared to the dry sea-
son. The annual course of soil moisture variability
shows its maximum in the dry period where the varia-
bility is dominated by varying soil properties through-
out the catchment to retain soil moisture for longer
periods without recharge. Here the effect of rainfall
variability is small, as rainfall volumes are very low
and most of the signal of rainfall variability originat-
ing from the wet period is lost after drying of the
soils. In the wet season, infiltration of rainfall damp-
ens the soil moisture variability induced by the soil
properties, i.e., the dynamic rainfall characteristics
gain influence on soil moisture variability relative to
the static soil factors. Thus, also the effect of spatial
rainfall variability is more pronounced, as seen in the
simulation results. In line with the above reasoning,
variability of soil moisture is generally higher in dry
years (Fig. 5.11b) than in wet years (Fig. 5.11c). How-
ever, no significant difference between dry and wet
years concerning the relative effect of simulations
with higher or lower spatially variable rainfall input is
found.

In summary, the simulation experiments with rain-
fall input of different spatial variability indicate that
its effect on simulated long-term average runoff at the
sub-basin scale is small. However, for characterizing
the variability within sub-basins, e.g. with respect to
soil moisture availability, simulations with interpolat-
ed or basin-mean rainfall input underestimate marked-
ly the variability, in particular during the rainy period.
This is to be taken into account for subsequent appli-
cations of the model results at the scale of sub-basins
for which the sub-scale variability might be of impor-
tance, i.e., for crop production modelling. For the
scale of municipalities similar results as those for sub-
basins studied here can be assumed because of their
same mean size.

5.3.1.3 Mean rainfall volume

Due to low data availability, the rainfall input to mod-
el applications is highly uncertain not only in terms of
its temporal and spatial variability at smaller scales,
but also with regard to the pattern of long term mean
rainfall volumes for the study area. WASA was applied
to quantify the effect of different mean rainfall vol-
umes on simulation results. The following model runs
were examined:

• Simulation P5 (reference version of WASA), corre-
sponding to that of Chapter 5.3.1.1 and
Chapter 5.3.1.2, with daily rainfall distributed
among cells by interpolation with ordinary kriging
(Set 2 in Chapter 2.1.6.2).

• Simulation P8, with daily rainfall interpolated by
external drift kriging (Set 4 in Chapter 2.1.6.2).

• Simulation P9, at the scale of municipalities, with
one rainfall time series attributed to each munici-
pality. This time series is taken from Set 2 from
one grid cell in the municipality while conditioning
its daily volumes to give the same total annual rain-
fall of the municipality as in P5 after averaging
over all grid cells of this municipality.

Fig. 5.11 Monthly coefficients of variation (cv) of soil
moisture to a depth of 1m within sub-basins of the study
area with an area of more than 500km2, calculated from
cell-based soil moisture values within each sub-basin,
and averaged for all sub-basins. (a) all years of period
1960-98, (b) 10 driest years, (c) 10 wettest years. For
simulations P5-P7 with different rainfall variability among
grid cells.
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• Simulation P10, at the scale of municipalities, with
one rainfall time series attributed to each munici-
palty as given by the rainfall Set 1 (interpolation
with a smaller number of stations, see
Chapter 2.1.6.2).

Comparing P5 and P8 at the scale of grid cells, differ-
ences in mean annual rainfall due to the interpolation
methods are in the range of -11% to +55%. For most
cells, the differences in simulated mean annual runoff
are considerably larger than the changes in rainfall, in
average by a factor of about 2.5 (Fig. 5.12a). In aver-

age for the total study area, precipitation is about 5%
higher in the case of P8 with external drift kriging
(903mm as compared to 861mm for P5), which re-
sults in runoff being simulated larger by about 11%
(163mm and 147mm for P8 and P5, respectively).

Fig. 5.12 Effect of variation in rainfall input between sim-
ulations P8 and P5 on (a) simulated runoff and (b) simu-
lated plant-available soil moisture to a soil depth of 1m,
mean for the months Feb-Mai; for the 1460 grid cells of
the study area Ceará, period 1960-98. 
Changes in soil moisture available for plants (above
wilting point suction) during the main vegetation peri-
od (February to May) also shows a close relationship
to changes in rainfall input (Fig. 5.12b). However, the
percentage change is smaller than that of rainfall, with
a factor of 0.6 in average.

Regarding the spatial rainfall pattern (Fig. A.3), P8
represents the higher annual precipitation in elevated
regions, particularly at the southern and western bor-
der of the study area, better than P5 in terms of what
is expected from qualitative knowledge of the study
area. However, some areas in the dry interior of the
study area receive, contrary to the expectations, more
rainfall than in P5 and the increase with elevation can
be considered to be too large. The function of precipi-
tation increase with elevation used as external drift
may be largely influenced by the a stronger dependen-
cy found in the border areas and coastal mountains re-
gions, which may, however, be exaggerated for the
regions in the interior of the study area. E.g., BÖHM

(1999) found even a weak decrease of rainfall with el-
evation when examining the entire semi-arid region of
north-eastern Brazil. A quantitative measure of the
performance of different interpolation methods results
from statistical procedures such as cross-validation,
which however were not done for the interpolations
used here. An additional method may be to compare

the simulated discharge on the basis of the different
rainfall interpolation schemes with observed dis-
charge. Generally, the effect of different rainfall input
on runoff simulations and model performance is more
pronounced for smaller basins. However, no clear ten-

Table 5.10 Rainfall (P), observed (Qobs) and simulated
(Qsim) mean annual discharge and their difference  for
various river basins in Ceará; simulations with different
rainfall data sets; validation periods vary between stations
within 1960-98 (see Fig. 2.6 and Table A.1 for more infor-
mation on gauging stations).

P5 P8

Station Basin
area

Qobs P Qsim P Qsim

km2 m3s-1 mm m3s-1 % mm m3s-1 %

1 6040 6.6 584 5.0 -14.3 638 7.8 +18.8

3 19250 32.5 742 37.4 +15.0 790 42.0 +28.9

7 11890 28.7 942 33.7 +17.3 980 37.2 +29.7

10 18270 39.8 732 26.9 -32.4 765 29.9 -24.9

12 47300 120.9 817 109.8 -9.1 846 118.8 -1.7

16 7339 21.2 776 19.6 -7.3 818 21.4 +1.1

22 11210 76.2 857 76.0 -0.3 889 82.9 +8.8

∆
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dency can be drawn from this evaluation which rain-
fall data set gives results being closer to the
observations, as positive as well as negative deviations
from the observations occur for both simulations P5
and P8 due to the uncertainty of many other factors
(Table 5.10).

For further model applications and sensitivity anal-
ysis in this study, the interpolation by ordinary kriging
as used in P5 is taken as the reference rainfall input. It
can be considered to be a best estimate in the sense
that it uses all available rainfall information and a ro-
bust interpolation method. It is preferred to the inter-
polation in P8 because it does not rely on additional
information which again is subject to uncertainty (as
elevation in P8) and which may vary in its relevance
for the spatial rainfall pattern across the study area.
This would require a closer analysis first before such a
more sophisticated approach could be justified to be
more suitable than the simpler approach relying on the
basic information only.

At the scale of the municipalities, mean rainfall at-
tributed to each municipality differs considerably be-
tween simulations P9 and P10. Deviations are in the
range of -40% to +40% for the annual mean
(Fig. 5.13). Rainfall in P10 is underestimated particu-

larly in the southern part of the study area, whereas
rainfall in the central part is in general overestimated.
These differences can mainly be attributed to the

Fig. 5.13 Difference in mean annual rainfall at the scale
of municipalities between the rainfall data sets of simula-
tions P10 and P9, period 1960-98; compare Fig. A.3.
markedly lower number of stations used for interpola-
tion in P10 (Chapter 2.1.6.2), but may in parts also be
caused by the different interpolation schemes. The ef-
fect of these differences in rainfall input on simulated
runoff confirms the results found at the scale of grid
cells, with a stronger percentage change in generated
runoff, here by a factor of 2.3 in average, as compared
to the underlying change in rainfall (Fig. 5.14). The
spatial pattern of changes to runoff is close to that of
variation in rainfall as shown in Fig. 5.13. Concerning
exceptions from the above rule on changes in runoff
relative to changes in rainfall as those seen in
Fig. 5.14, it has to be taken into account that rainfall
input to P9 and P10 does not only differ in its annual
sums, but also in its temporal variability at shorter
time scales which may counteract the effect of rainfall
volumes, e.g., resulting in lower runoff volumes be-
cause of lower intensities at the short time scale albeit
long-term total rainfall is larger (see Chapter 5.3.1.1).

In summary, large differences exist in the spatial dis-
tribution of long-term mean rainfall in the study area
between the best-estimate data sets of P5 and P9
(which is derived from P5), on the one hand, and P10
being based on less data, on the other hand. The his-
torical time series resulting in the spatial pattern of
P10 were, however, used as basis for the construction
of the climate scenarios (Chapter 5.5.1). Thus, the his-
torical reconstruction of water availability with WASA

in P10 at the scale of municipalities as basis for the
evaluation of scenarios, as well as the scenario results
themselves, are restricted in their reliability by the
above deviations of their underlying rainfall input,
among other factors. Fig. 5.13 and Fig. 5.14 give an
estimate on the spatial patterns in direction and mag-

Fig. 5.14 Effect of variation in rainfall input between sim-
ulations P10 and P9 on simulated runoff for the 184 mu-
nicipalities of the study area, period 1960-98. 
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nitude of these deviations which have to be considered
in scenario evaluation. Additionally, the large effect of
changes in rainfall volume on runoff shown in this
chapter demonstrates that model performance, when
evaluated against measured runoff data, can heavily
vary in dependence of the underlying rainfall input.
This applies also for simulations P5 or P9, although
based on a comparatively denser rainfall data base.
Nevertheless, data availability is still low and, thus,
uncertainty of rainfall input, and to an even larger ex-
tent, related uncertainty of runoff, is large.

5.3.2 Sensitivity to model structure

5.3.2.1 Spatial structure of modelling units

Different simulations with WASA were performed in
order to evaluate the effect of structure and resolution
of modelling units on results and model performance.

• Simulation S1: The reference verion of WASA (see
beginning of Chapter 5.3), based on grid cells
(10x10km2), where in each grid cell two landscape
units are distinguished, i.e., those two which have
the largest spatial coverage of the grid cell after the
GIS-based intersection of cells and landscape units.
Rainfall input is given at the grid scale by interpo-
lation with ordinary kriging (see simulation P5 in
Chapter 5.3.1.1). All grid cells pertaining to each of
the sub-basins in simulation S3 are aggregated to
give the model response at the sub-basins scale.

• Simulation S2: Similar to S1, but reduced in the
sense that only one landscape unit is taken for each
cell, i.e., that with the largest spatial coverage of
the grid cell after the GIS-based intersection of
cells and landscape units.

• Simulation S3: Simulation on the basis of sub-ba-
sins without grid cells, where for each sub-basin all
landscape units with a spatial coverage of more
than 8% of the total basin area are considered in
the model. The average size of sub-basins is
1350km2. One rainfall time series is attributed to
each sub-basin, taken from S1 from one grid cell in
the sub-basin while conditioning its daily volumes
to give the same total annual rainfall of the sub-ba-
sin as in S1 after averaging over all grid cells of
this sub-basin (rainfall input corresponds to that of
simultion P6 in Chapter 5.3.1.2).

• Simulation S4: Similar to S3, but instead of using
sub-basins as the basic spatial unit, municipalities
are used. All landscape units with more than 8% of
the total area of the municipaliy are considered.
The average size of municipalities is 810 km2, thus
in the same order of magnitude as for sub-basins in
S3. Rainfall time series are attributed to each mu-
nicipaltiy from grid data in a similar way as in S3
for sub-basins.

At the scale of grid cells, differences in simulated
mean runoff between simulations of lower and higher
resolution of landscape data (S2 and S1) are within
±30% for most grid cells (Fig. 5.15a). At the scale of
sub-basins, differences between both simulations are
smaller (about ±10%, Fig. 5.15b). Here, the larger
sensitivity which exists at the cell scale is reduced af-
ter summarizing the response of individual cells.
Enough information on the variability of soil and
landscape characteristics is however pertained for
most sub-basins to result in a similar runoff response
at the sub-basin scale as in the case of the more de-
tailed simulation. This is also expressed by the median
of the differences of all sub-basins being close to 0
which indicates no systematic deviation. Similarly,
also for simulation S3 with an even coarser soil and
landscape data resolution the remaining captured vari-
ability of landscape units is generally sufficient to
give similar results at the sub-basin scale than those
with detailed data (Fig. 5.15c). The additional (small)
effect of a reduced spatial variability of rainfall in S3
has been tested in Chapter 5.3.1.2.

For simulation S4 using administrative instead of
physiographic units at the largest spatial scale, major
differences in discharge simulations as compared to
S1 or S3 occur due to deviations in size of the contrib-
uting areas for the gauging stations under study
(Fig. 5.16, Table A.1). These differences in size, and
correspondingly in discharge, may be more than 20%

Fig. 5.15 Percentage difference in mean annual runoff
(period 1960-98) for (a) 1460 grid cells in Ceará, differ-
ence simulations S2-S1, (b) 137 sub-basins in Ceará, dif-
ference S2-S1, (c) sub-basins, difference S3-S1. Boxes
are limited by the 25th and 75th percentiles, black line
within box = median, whiskers mark 10th and 90th per-
centiles, dots 5th and 95th percentiles.
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for basins with an area of less than 15000km2. They
decrease with increasing basin area as the importance
of diverging natural and administrative boundaries de-
creases relatively with total size. For smaller sub-ba-
sins, however, an adequate set of municipalities which
drain to the sub-basin outlet may not be found at all.
Beside of the size and location of the contributing ar-
ea, other less important factors for different simulation
results in S4 and S1 is the assignment of data on res-
ervoirs and water use aspects (Chapter 4.2.9) as well
as on agricultural land use (Chapter 4.3.1), which are
available only at the scale of municipalities, to the
sub-basin scale. This results in slightly different flow
cascading in the river network and different combina-
tions of soil-vegetation components within municipali-
ties and sub-basins, respectively. These differences are
reflected in the simulation results.

In summary, being of practical relevance for scenario
applications for which scenario data and other mod-
ules are available only at the municipality scale, the
above results indicate that for the scale of interest of
sub-basins or municipalities (in the order of 1000km2

in size) and for the given resolution of landscape and
soil data, a comparatively rough sub-division of these
largest spatial units into landscape units (when com-
pared to the cell-based sub-division) does not imply a
loss of information which may significantly influence
the accuracy of simulation results. This applies also
for municipalities with regard to the assessment of
surface water availability which is generated within
these municipalities. For municipalities for which in-
flow from other municipalities with an upstream posi-
tion is relevant for the assessment of water

Fig. 5.16 Ratio of contributing basin area and of simulat-
ed mean annual discharge between simulation S4 (based
on municipalities) and simulation S1 (based on cells and
sub-basins).
availability, uncertainty can be expected to be larger
for municipalities with a small contributing upstream
area as for those with a larger one, because deviations
between catchment and administrative boundaries tend
to decrease with increasing area in their relative influ-
ence on flow assessment. It has to be noted that this
discussion on the influence of spatial resolution ap-
plies to soil and landscape data only. Concerning the
spatial structure with regard to rainfall data, a higher
resolution might be required to capture the essentials
of spatial variability (see Chapter 5.3.1.2).

5.3.2.2 Lateral redistribution of runoff

Fig. 5.17 compares simulation L1 (with lateral redistri-
bution of runoff at the scale of toposequences accord-
ing to Chapter 4.2.5, i.e., the standard version of
WASA) with simulation L2 where no lateral redistribu-
tion is allowed, i.e., there is neither the possibility of
reinfiltration of generated runoff or redistribution of
subsurface runoff in adjacent soil-vegetation compo-
nents (Chapter 4.2.5.1) nor in a terrain component of
lower topographic position within the toposequence
(Chapter 4.2.5.2). L2 results in markedly larger runoff
volumes in most parts of the study area at the cell or
sub-basin scale. In the case of L1, in general, surface
runoff reinfiltrates in other modelling units with larger
infiltration capacity and is available for evapotranspi-
ration there instead of contributing to the total runoff
of the grid cell. The spatial pattern in Fig. 5.17a shows
that runoff is reduced by reinfiltration particularly in
areas of crystalline bedrock where surface runoff is
the most important runoff component. Variations be-
tween cells in the effect of lateral redistribution within
the crystalline area depend on the variability of soil
characteristics within the landscape units. The effect is
more pronounced if soils of strongly differing water
retention characteristics exist close to each other with-
in or between terrain components. For instance, the ef-
fect increases with the fraction in area of soils with
high infiltration and storage capacity, as alluvial soils.
This applies, e.g., for areas in the Rio Potí basin in the
central West of Ceará, and for parts of the middle and
lower Jaguaribe basin. Comparatively larger differenc-
es between L1 and L2 are also found for grid cells
which are composed of landscape units with rough to-
pography, i.e., steep slope gradients. Here, the genera-
tion of lateral subsurface runoff is of more importance
in the sloping region, i.e., in higher terrain compo-
nents in WASA. This runoff component contributes di-
rectly to total runoff in L2, whereas in L1 it is routed
to soil units with lower soil moisture or to the valley
bottoms, i.e., the lowest terrain component, where it
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primarily fills up the alluvial storage and evaporates in average for the entire study area, runoff is reduced

Fig. 5.17 Differences in simulated mean annual runoff between simulations L2 and L1 without and with lateral redistribu-
tion, period 1960-98, (a) at the scale of grid scales in mm, (b) at the scale of sub-basin as percentage difference of total
runoff.

(a) (b)
later. Thus, its contribution to total runoff is low or
only in an indirect way by enhancing the susceptibility
of these downslope areas to generate saturation-excess
runoff. This effect of taking into account lateral redis-
tribution within the model is shown in Fig. 5.17a by
larger differences between L1 and L2 in the mountain-
ous regions along the coast and in upper tributary are-
as of the Jaguaribe river.

For the scale of sub-basins, differences between L2
and L1 may be considerably large if expressed as per-
centage of total mean annual runoff (Fig. 5.17b). Par-
ticularly in the dry interior of Ceará, where absolute
runoff volumes are low, using no lateral redistribution
in L2 yields simulated runoff to be 20% to more than
60% higher than with lateral redistribution in L1. 

Averaged for the entire study area, runoff is simu-
lated 13% lower with lateral redistribution (L1) as
compared to L2 without lateral redistribution
(Table 5.11). Soil moisture available for plants, in
contrary, is larger in L1, which is directly the effect of
reinfiltration of surface runoff into otherwise drier
units.

In an additional simulation (Simulation L3), lateral
redistribution and reinfiltration was allowed only be-
tween soil-vegetation components within the terrain
components (according to Chapter 4.2.5.1), but not be-
tween terrain components (according to
Chapter 4.2.5.2). The results (Table 5.11) show that,
by about 10% compared to L2 without any redistribu-
tion. Thus, about three quarters of the total runoff re-
duction effect of lateral redistribution is attributed to
stochastic variability of soil and vegetation character-
istics between soil-vegetation components within the
terrain components (see also Chapter 3.5.4), and the
remaining effect to structured variability between ter-
rain components. This comparatively large effect of
stochastic variability at small scales (i.e., at scales
smaller than a complete toposequence within the mod-
el concept used here) for the study area is, on the one
hand, in principle reasonable in the view of similar
observations in many other semi-arid environments
(Chapter 3.3.1). On the other hand, one may argue that
it is partly overestimated if considering how the avail-
able soil information is attributed to the modelling
units with regard to stochastic or structured variability.
Here, all information on different soil types available
(only) at the scale of landscape units which cannot be
related to structured variability between terrain com-
ponents, is taken as stochastic variability by defining
different soil-vegetation components within a terrain
component (see also Chapter 4.3). This approach may,
however, overestimate stochastic variability, as there
possibly exist other factors (geology, slope gradients,
etc.) within this landscape unit which are not resolved
in the given data, but which will explain the given
variability of soils in a more structured way. For ex-
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ample, if more detailed information was available, one
might come to the conclusion of delineating two dif-
ferent toposequences within the landscape unit under
study, as one soil type occurs only in a certain part of
the area with some specific conditions. This reformu-

lation would increase the structured variability but, at
the same time, decrease stochastic variability within
each terrain component of the newly defined topose-
quences. The relative effect of both types of variabili-
ty on runoff with regard to lateral redistribution of
water fluxes would change accordingly. The net effect
of both types on total runoff at the grid or basin-scale
may finally be similar to the first formulation, howev-
er. In a similar sense, the comparatively large effect of
stochastic variability found in Table 5.11 is also partly
due to fact that no information on structured variabili-
ty could be extracted from the available data for sev-
eral landscape units, i.e., for these landscape units
only one terrain component was defined in the model,
which implies the occurrence of exclusively stochastic
variability in the sense used here.

The effect of lateral redistribution on runoff and
soil moisture is much more apparent in dry years as
compared to wet years (Table 5.11). A larger fraction
of generated runoff in soil-vegetation-components and
terrain components is retained before reaching the out-
let of a landscape unit in dry than in wet years. This is
reasonable, as in dry years the refillable soil moisture
storage in units adjacent to those generating runoff is
expected to be larger in average and so reinfiltration is
more pronounced. The coefficient of variation of an-
nual runoff, averaged for all grid cells, is 0.96 in sim-
ulation L2 as compared to 1.20 in simulation L1.
Thus, respecting lateral redistribution processes in the
model increases the interannual variability of the re-
sults with regard to runoff generation at the grid or
sub-basin scale.

Table 5.11 Effect of lateral redistribution on mean annual
runoff Q (mm) and plant-available soil moisture  (mean
February-May) to a profile depth of 1m (mm) for different
simulations with WASA, averaged for all grid cells of the
study area, period 1960-98, subscript dry summarizes the
10 driest years only, subscript wet only the 10 wettest
years within this period.

Q Qwet Qdry wet dry

Simulation L2 169 322 59 93 127 61

Simulation L1 147 298 41 106 142 72

Difference L2-L1 (%) 13.0 7.5 30.5 -14.0 -11.8 -18.0

Simulation L3 152 303 45 102 138 69

Difference L2-L3 (%) 10.0 5.9 23.7 -9.6 -8.7 -13.1

θ

θ θ θ
5.3.2.3 Temporal scale in evapotranspiration 
modelling

Two simulations are compared to test the effect of
temporal resolution on modelling of actual evapotran-
spiration (interception evaporation, soil evaporation
and plant transpiration). In a first model run, evapora-
tion is calculated on a daily basis with mean daily cli-
mate data as input. In the second run, the reference
version of WASA (see beginning of Chapter 5.3) is ap-
plied with evapotranspiration modelling separated in a
day and a night component. The climate variables ra-
diation and air temperature are distributed among day
and night according to the description in
Chapter 4.2.2.

The mean daily simulation results in actual evapotran-
spiration volumes which are in average about 20 mm
lower in the annual mean than those for the day-night
calculation, which corresponds to a percentage differ-
ence of total annual evapotranspiration of -3.3%. This
difference corresponds in direction, although being
smaller in magnitude, to that found by SCHULLA

(1997) for a humid temperate environment. It is
caused by the strong difference in available energy be-
tween the day and the night situation, particularly with
respect to short-wave radiation input. The underesti-
mated evapotranspiration in the daily mean version re-
sults, consequently, in an overestimation of soil

Fig. 5.18 Difference in actual evapotranspiration (E),
plant-available soil moisture (SW) to a profile depth of
1m during the rainy period, months Feb-May, and runoff
(Q) between simulations with mean daily evapotranspira-
tion modelling and with separate day-night calculations;
annual mean of period 1960-98 for for all 1460 grid cells
of the study area; the box-whisker plots describe the var-
iability among grid cells with: Boxes limits at the 25th and
75th percentiles, black line within box = median, whiskers
mark 10th and 90th percentiles, dots mark 5th and 95th
percentiles.
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moisture and runoff. Due to the small absolute runoff
volumes in most parts of the study area, the difference
of about 20 mm causes a percentage overestimation of
runoff relative to the reference model by in average
14.3% for all grid cells. The 5th and 95th percentiles
of the effect on all cells correspond to a relative
change of runoff of 6% and 29%, respectively. Due to
its non-linear effect on the evapotranspiration process,
these results demonstrate that using daily mean input
of the climate elements radiation and air temperature
is not appropriate for this type of environment and
may lead to a considerable bias in the quantification
of runoff generation. 

5.3.3 Sensitivity to model parameters

Sensitivity analysis were realized to test the effect of
changes in parameters values on model results. The
focus is on those parameters which were derived from
terrain, soil and vegetation data of the study area and
which are characterized by uncertainty of different de-
gree depending on the quality and resolution of the
available information. In comparison to the reference
version of WASA, for each analysed parameter two
simulations with decreased and two simulation with
increased parameters values were run. The first step of
negative or positive changes to the parameter values is
based on an estimate of what can be expected to be a
likely range of uncertainty of this parameter in the
given data. The second, more severe step of negative
or positive changes being examined represents the es-
timate of a maximum range of uncertainty of the re-
spective parameters. Thus, by this simple approach, an
assessment of the uncertainty of variables of interest
for the quantification of water availability, i.e., runoff
and soil moisture, due to parameter uncertainty is
made in Chapter 5.3.3.1 and Chapter 5.3.3.2. The fo-
cus is on mean annual values as well as on particular-
ly dry and wet conditions, which might be of most
relevance for climate change impact assessment.

5.3.3.1 Soil and terrain parameters

The sensitivity of soil and terrain parameters (see pa-
rameter overview in Table 4.1) on runoff simulations
varies considerably between the parameters. The first
row of Fig. 5.19 presents the results for terrain param-
eters which are model input at the scale of landscape
units or terrain components. Slope length and gradient
are relevant only for those sub-basins where lateral
subsurface flow in the soil zone is of importance.
Comparatively small median changes in total runoff
for changed parameters (Fig. 5.19a, b) indicate the
generally low importance of this runoff component for
the entire study area, which is line with the expecta-
tions for semi-arid environments (see Chapter 3.3.1.3).
However, the large variability among sub-basins in
Fig. 5.19b and particularly in Fig. 5.19a stresses that
this process may in parts be of importance, e.g., for
areas with high relief intensity (see also
Chapter 5.3.2.2). 

Bedrock characteristics influence runoff generation
only in the crystalline area with shallow soils. A de-
crease in the hydraulic conductivity  (Fig. 5.19c)
has only a minor effect on runoff, as it is already set
to a very low value for the crystalline (nearly imper-
meable bedrock) in the reference version of WASA.
An increase of , on the other hand, may decrease
runoff volumes considerably, as a larger fraction of
soil moisture is lost in the form of groundwater re-
charge to the bedrock aquifer. In areas of tectonic ac-
tivity with a more intensely fractured bedrock the low
value of  set in the reference version may lead to
an overestimation of runoff volumes. However, such
geological information is not available in this study.
Note that the model sensitivity to  is more pro-
nounced in wet than in dry years, because only under
wet conditions rainfall is in general sufficiently high
for percolation to penetrate the total soil profile and
thus to be influenced by bedrock characteristics. This
applies also for the soil depth to bedrock, a parameter
of large uncertainty as it is given for the exemplary
soil profiles only, but may vary considerably through-
out the study area. The main reason for model sensi-
tivity to this parameter is the related change of total
soil storage capacity, and, thus, the tendency of a soil
component to be source area of saturation-excess run-
off. Changing its value for about 50% results in
changes in mean annual runoff of up to 15% at the
sub-basin scale (Fig. 5.19d). This comparatively small
effect points to the fact that soil saturation is usually
confined in space to smaller areas for this type of en-
vironments and a stronger importance of surface-relat-
ed processes for runoff generation.

Model sensitivity to changes of saturated hydraulic
conductivity of the soil horizons shows a complex pat-
tern (Fig. 5.19e). A decrease of  by the factor 0.5
increases runoff up to around 20% for most sub-ba-
sins. A larger decrease of  by one order of magni-
tude, which is still in the range of the generally large
uncertainty being expected for this parameter, has a
very strong effect on runoff simulations, with more
than 100% for some sub-basins, particularly for dry
conditions. The main reason for runoff increase is the
increase of infiltration-excess runoff, induced by the
lower soil conductivities (Table 5.12). The exception-
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ally large effect when changing  by the factor 0.1 with the chance of losses to evapotranspiration being

Fig. 5.19 Sensitivity analysis for soil and terrain parameters in WASA. The x-axis indicates the factor by which the pa-
rameter is changed multiplicatively (* exception for  where the change factor is applied additively); y-axis indicates the
percentage change of mean annual runoff (simulation period 1960-98) at the scale of sub-basins as compared to the ref-
erence simulation without parameter change; note that the scaling of the y-axis varies between graphs. Box-whisker-
plots give the variability of the effect of parameter changes on mean annual runoff among the 107 sub-basins of the
study area: Boxes are limited by the 25th and 75th percentiles, black line within box = median, whiskers mark 10th and
90th percentiles. Red points indicate the median change in runoff for all sub-basins for the 10 driest years within 1960-98
only, blue points indicate the median change in runoff for all sub-basins for the 10 wettest years within 1960-98.
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may point out that soil conductivities for many soils
of the study area are then in the range of usual rainfall
intensities. Thus, even small changes may have a con-
siderable effect on the infiltration process. On the oth-
er hand, when  is increased as compared to the
reference version of the model, the average effect for
the study area on runoff is practically zero, with varia-
bility to positive and negative changes among individ-
ual sub-basins. This is because  does not only
influence the infiltration process, but also percolation
through the soil profile and lateral flow. Both fluxes
are enhanced by a larger value of , so that more wa-
ter is transported to lower soil horizons or to the river
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reduced. This compensates in average for lower infil-
tration-excess runoff (Table 5.12). For individual sub-
basins, the net effect on total runoff varies with the
relative importance of both runoff components (lateral
subsurface flow and infiltration-excess runoff) as
function of the specific terrain and soil characteristics,
which explains the variability in Fig. 5.19e.

In contrary to soil conductivity, the scaling factor,
which is introduced to compensate for underestimated
rainfall intensities, affects only the infiltration process.
A simple type of its sensitivity on runoff volumes is
found (Fig. 5.19f, see also discussion in
Chapter 5.3.1.1).
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Changes in soil porosity have a large sensitivity on
runoff volumes, in average for the entire study area in
a approximately linear form (Fig. 5.19g). Changes in

 modify the total storage capacity of the soil and
thereby act on the fraction of rainfall which can infil-
trate into the soil and which runs off at the surface.
This parameter is of considerable uncertainty, as it is
based on estimates of the bulk density of soil horizons
(Eq. 4.64). These estimates comprise a strong degree
of subjectivity when being fixed during the survey of
soil profiles in the field, and may vary considerably
between locations even for the same soil type.

The content of coarse fragments in the soil profile 
influences within WASA all soil water retention char-
acteristics (e.g., field capacity, wilting point) and the
hydraulic conductivity (see Chapter 4.3.2). The analy-
sis on this parameter thus implies a complex set of
processes, including also model sensitivity for water
retention characteristics of the soil, which are in prac-
tice determined from the parameters of the pedo-trans-
fer-functions but not examined in detail here.
Generally, an increase in the coarse fragment content
of 10Vol%, which decreases the other above parame-
ters by 10%, results in runoff increasing by about the
same percentage (Fig. 5.19). The inverse effect is
found for a decrease in . However, the analysis in
this direction is limited as the minimum value for 
is 0. Changes in  can be expected to act  on run-
off generation via the soil storage capacity and infil-
tration capacity for rainfall.

It should be pointed out that for changes in soil pa-
rameters (second row of Fig. 5.19), the model reacts
markedly more sensitive in relative terms for dry
years as compared to wet years. In dry years, the dom-
inant process which might generate runoff is infiltra-
tion-excess, whereas for wet conditions saturation-

Table 5.12 Model sensitivity to changes in soil hydraulic
conductivity on mean annual runoff, averaged for the
study area, period 1960-98, (compare Fig. 5.16e); : To-
tal runoff, : Infiltration-excess runoff, : Lateral
subsurface flow; , : fraction of both runoff compo-
nents on total runoff.

Change factor 0.1 0.5 1.0 5.0 10.0

mm 181 154 147 142 148

mm 142 86 64 33 23

% 78.5 55.8 43.5 23.2 15.5

mm 27 38 42 59 71

% 14.9 24.7 28.6 41.5 48.0
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excess and subsurface flow gain in importance. Thus,
any small chance of relevant soil parameters for infil-
tration-excess in dry years has large implications on
the, in absolute terms, low runoff volumes. This dif-
ferentiated model sensitivity has to be respected in the
discussion of uncertainty of model results, particularly
for scenario calculations with an assumed future de-
crease of rainfall.

The sensitivity to changes in terrain parameters on
plant-available soil moisture is in general lower in rel-
ative terms than the sensitivity on runoff (Table 5.13).
This indicates that these parameters (e.g., slope length,
gradient, bedrock conductivity) act on processes (lat-
eral subsurface flow) which mainly occur bellow the
relevant soil moisture zone. It has been set for this
analysis to a maximum depth of 1m. In general, pa-
rameter changes act in the opposite direction in terms
of sensitivity for soil moisture availability as com-
pared to sensitivity for runoff generation. Changes in
soil conductivity, however, lead to a decrease in prac-
tically all cases, as, on the one hand, a decrease of 
reduces the infiltration amount, and, on the other
hand, an increase in  causes a more rapid percola-
tion or lateral outflow from the soil profile, such that
soil moisture availability decreases also in this case.
The most sensitive parameters with regard to soil
moisture are those which directly influence the water
retention characteristics of the profile, i.e., soil porosi-
ty and the content of coarse fragments. Here, changes
of about 20% may occur for the assumed parameter
uncertainty.

Table 5.13 Sensitivity analysis for soil and terrain param-
eters on soil moisture available for plants to a soil depth
of 1m in the period February-May; median values for all
sub-basins of the study relative to the reference model
version, period 1960-98. Four simulations with different
change factors (strong reduction (--) to strong increase
(++)) corresponding to the factors given in Fig. 5.16 for
each parameter.

Change factor -- - + ++

Parameter

Slope length -1.1 -0.4 0.1 0.2

Slope gradient +0.1 +0.1 -0.1 -0.2

Bedrock conductivity +2.3 +1.1 -6.2 -11.9

Depth to bedrock -1.6 -0.5 -0.4 -0.7

Soil conductivity -5.1 +0.2 -3.3 -6.1

Scaling factor -1.1 -0.3 +0.1 0.0

Soil porosity -23.1 -9.9 +10.0 +24.3

Soil coarse fragments +15.3 +7.9 -11.0 -26.2

ks

ks
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5.3.3.2 Vegetation parameters

In general for the sensitivity of vegetation parameters
(see parameter overview in Table 4.2) on runoff simu-
lations, a larger effect can be seen for wet than for dry
conditions (Fig. 5.20). This can be explained by the
large evapotranspiration volumes for the type of envi-
ronment under study, where losses of soil moisture to
evapotranspiration occur rapidly after rainfall events.
The rate of these losses, which is primarily governed
by the values of the vegetation parameters studied
here (in contrary to the total evapotranspiration loss
volume after a sufficiently long dry period, which will
be approximately the same for all parameter values) is
of more importance for wetter conditions with a more
frequent sequence of rainfall events. In this case, soil
moisture pre-conditions for a event are still to a larger
extent influenced by the previous events and, thus, by
evapotranspiration rates between these events.

Canopy height (Fig. 5.20a) and albedo of the land
surface (Fig. 5.20d) are two parameters which primari-
ly act on the potential of the atmosphere for eva-
potranspiration, as they govern the ventilation
conditions and available energy. The assumed range
of uncertainty of these parameters leads to changes in
simulated runoff in the range of up to 10% at the sub-
basin scale. The same average effect, but a considera-
bly larger variability among sub-basins, can be as-
signed to changes in the root depth. Here, an
extension of the root depth by a factor of 2 may lead
to a runoff reduction of up to 30%. The larger varia-
bility among sub-basins is explained by the interaction
of root depth with the highly variable soil characteris-
Fig. 5.20 Sensitivity analysis for vegetation parameters in WASA. The x-axis indicates the factor by which the parameter
is changed multiplicatively, the y-axis indicates the percentage change of mean annual runoff (simulation period 1960-98)
at the scale of sub-basins as compared to the reference simulation without parameter change; for details for the descrip-
tion of box-whisker plots see Fig. 5.16.
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tics, also among soil horizons. Thus, whether roots
reach a certain horizon or not in the different simula-
tions may considerably change the overall water bal-
ance of the soil profile. Root depth is a highly
uncertain parameter as it is influenced by a variety of
factors related to plant-specific characteristics, soil
texture and structure, bedrock conditions, and soil
chemistry, for which only very limited information is
available.

A small model sensitivity is found for the leaf area
index  (Fig. 5.20c), although this parameter is used
to scale surface resistances for transpiration from the
leaf to the canopy scale (Chapter 4.2.2) and an impor-
tant influence might be expected. However, the scal-
ing relationship (Eq. 4.32), which includes attenuation
of radiation within the canopy, results in a approxi-
mately constant value of canopy resistance for >1.5,
depending only on the underlying leaf stomatal resist-
ance  (Fig. 5.21). Because most vegetation types of
the study area are set to >1.5 in the rainy period
(Table 4.3), the sensitivity to changes in  is compar-
atively low. The clearly more sensitive factor in this
context is thus the minimum leaf stomatal resistance

 for which chances of 25% result in related
changes in runoff by in average about 10%
(Fig. 5.20e).

Low sensitivities to runoff simulations are found for
the parameters  and  which govern the reduc-
tion of transpiration due to water stress. The reason
may be that these parameters, particularly , are
relevant only for comparatively large negative soil
moisture potentials, which are related due to the non-
linearity of the soil moisture-suction-relationship to
very low absolute soil moisture values. Changes in
model parameterization for such dry conditions do in

Λ

Λ

rs
l

Λ
Λ

rs min,
l

Fig. 5.21 Scaling relationship for surface resistance
from the leaf to the canopy scale (Eq. 4.32) for two dif-
ferent values of leaf stomatal resistance .rs

l

Ψcr Ψwp

Ψwp
consequence not significantly affect runoff generation
which occurs mainly during a higher soil moisture sta-
tus.

Also for the interception coefficient, a comparative-
ly low sensitivity on runoff simulations is found. For
interception losses, it is rather the temporal sequence
of rainfall events which is of major importance (see
Chapter 5.3.1.1).

Changes in the values of the vegetation parameters
tested here (particularly ,  and ) result in
changes of simulated plant transpiration. Simulated to-
tal evapotranspiration of the land surface, however, is
affected to a lower degree in relative terms. This is
due to an opposite change in soil evaporation as com-
pared to changes in transpiration. Both components
are simulated simultaneously including their interac-
tion by the approach used in WASA (Chapter 4.2.2).
Thus, e.g., a reduction in transpiration may enhance
soil evaporation as more energy is available for that
component (Table 5.14). The sensitivity to runoff sim-
ulations by changing transpiration is consequently
dampened to some extent by soil evaporation.

Finally, for the example of model sensitivity to ,
it should be pointed out that small relative changes in
annual evapotranspiration (a maximum of about 10 %
between the simulations in Table 5.14) have a consid-
erably larger effect on relative changes in runoff
(about 40%, Fig. 5.20e) due to the low fraction of run-
off on rainfall as compared to evapotranspiration for
these semi-arid areas. Thus, deviations in evapotran-
spiration modelling may heavily influence model per-
formance with regard to runoff simulations.

Model sensitivity of vegetation parameters with re-
gard to plant-available soil moisture is, in general,
smaller and of opposite direction than the sensitivity
found above with regard to runoff. The only marked
exception is the effect of changes in . As this pa-
rameter directly defines the soil moisture potential to
which plants may extract water from the soil, a de-
crease of its value by 25%, for instance, increases soil
moisture availability by in average 10%.

Table 5.14 Model sensitivity to changes in minimum sto-
matal resistance  on mean annual evapotranspira-
tion  and soil evaporation , averaged for the study
area, period 1960-98, (compare Fig. 5.17e); : fraction
of  on total evapotranspiration.

Change factor 0.50 0.75 1.00 1.25 1.50

mm 732 712 695 680 667

mm 227 244 256 266 274

% 31.0 34.3 36.8 39.1 41.1
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5.4 Results for the Historical Period at the Regional Scale
5.4.1 General results on runoff and soil 
moisture

Results of the reference version of WASA (see begin-
ning of Chapter 5.3) for the regional scale of the State
of Ceará are presented at in Fig. 5.22. The spatial dis-
tribution of generated runoff generated (Fig. 5.22a) in
general reflects the spatial distribution of rainfall
(Fig. 2.3). Highest runoff values occur in the coastal
zone and the adjacent mountainous area. In the south-
western interior of the study area, runoff is smallest
with mean annual values below 100mm. The smaller
the annual precipitation, the smaller is usually the run-
off ratio (ratio between runoff and precipitation)
(Fig. 5.22c), demonstrating the non-linear behaviour
of the semi-arid hydrological system. This can be
mainly explained by the in general higher actual soil
storage capacity at the onset of a rainfall event in are-
as with lower total rainfall, because the time period
between events is in average larger and the event vol-
umes themselves are often smaller. Evapotranspira-
tion, which is high in this type of semi-arid
environments, reduces the actual soil moisture to a
lower level until the onset of the next event than in
wetter areas, thus providing more storage volume for
the next rainfall input. This in turn leads to a smaller
fraction of rainfall being transformed into runoff. 

Looking at river discharge at the outlet of the sub-
basins (Fig. 5.22b), the spatial pattern stresses the
larger volumes in down-stream sub-basins of the larg-
er river basins of the study area. Generally high coef-
ficients of variation of annual runoff are found for
most sub-basins of the study area (Fig. 5.22d). Values
>1.0 correspond to those reported for other semi-arid
areas, e.g. in Australia (CHIEW ET AL., 1995) or in
Southern Africa (SMITHERS, 2001, personal communi-
Fig. 5.22 Results of model appliation for the state of Ceará, mean annual values for the period 1960-1998.
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cation). The spatial distribution of the coefficient of
variation (CV) of annual discharge, characterizing the
interannual variability of discharge, reflects two main
features:

• CV tends to be higher in areas with lower runoff ra-
tios, i.e., in the drier areas in the center of the study
area. For a given rainfall variability, the resulting
runoff variability is larger for these areas with low-
er total rainfall volumes than for those with larger
ones, in line with the above reasoning concerning
the runoff ratio. A direct relation of CV of discharge
to the spatial pattern of the interannual variability
of rainfall input, however, can hardly be recognized
(compare Fig. 2.3).

• CV tends to be lower for sub-basins of a more
downstream position in river basins. Here, the
strong interannual variability of smaller areas due
to their specific physio-climatic conditions is
smoothed by integrating over larger areas. Addi-
tionally, spatial rainfall variability between sub-ba-
sins for individual years may be important also in
the case that these sub-basins have the same long-
term mean annual rainfall. The relative importance
of this rainfall variability on its effect on runoff
variability is reduced when proceeding to larger ar-
eas.

Concerning plant-available soil moisture, no consist-
ent spatial pattern is found throughout the study area
for values averaged to the scale of sub-basins
(Fig. 5.23). Large spatial variability occurs, caused by
the complex interaction of climatic, pedological and
land use factors. Additionally, averaging from the lev-
el of soil profiles through the various scale levels used
in WASA up to the scale of sub-basins seems to pre-
vent any interpretation of the results with regard to the
underlying factors at the final coarse resolution.

5.4.2 Effect of reservoirs and water use

The effect of water storage in reservoirs and of water
use on water availability is illustrated in Fig. 5.24. The
mean annual storage volume in the reservoirs of Ceará
at the end of the rainy period (month of June) is
8.1·109m3 in average for the simulation period (1960-
1998). It has to be taken into account when looking at
mean annual values for the historical time series that
there is an increasing trend in water storage in reser-
voirs due to the construction of several new reservoirs
which is dynamically represented in WASA (see
Chapter 4.2.7). The spatial pattern of storage volumes
in Fig. 5.24a is dominated by several large reservoirs
which have a storage capacity of about an order of
magnitude larger than the sum of all smaller reservoirs
(<50·106m3) in the respective sub-basins (compare
Fig. 5.24b). Nevertheless, a large amount of runoff is
retained also in these small and medium-sized reser-
voirs, particularly in the Jaguaribe and Banabuiú ba-
sin.  

The comparison of water storage in reservoirs at the
end of the rainy period (June) and the dry period (De-
cember is taken as an exemplary month) for different
reservoir classes (Chapter 4.2.7) illustrates their differ-
ent storage behaviour (Table 5.15). The smaller reser-
voirs show a considerably stronger variability, falling
to low levels or drying out during the dry season.
Larger reservoirs generally have a more balanced be-
haviour with a smaller relative decline of storage vol-
umes in the dry season. This different behaviour is
mainly a consequence of the non-linearity of the rela-
tionship between actual storage volume and the water
surface area (Chapter 4.2.7), leading to, in relative
terms, a weaker susceptibility to evaporation losses for

Table 5.15 Difference in storage volume for various res-
ervoir classes (grouped by storage capacity in 106m3, see
Fig. 4.8) between the end of the rainy season (June) and
the dry season (December), average for Ceará and the
period 1960-1998, in %.

Reservoir class 1 2 3 4 5

Storage capacity <0.1 0.1-1 1-3 3-10 10-50

Storage difference 51.9 41.7 29.0 18.7 15.2

Fig. 5.23 Plant available soil moisture to a depth of 1m
for the months February-May, mean of period 1960-1998.
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Fig. 5.24 Simulation results for Ceará on the effect of reservoirs and water use on water availability; mean annual val-
ues for the period 1960-98. (a)+(b): Storage in reservoirs at the end of the rainy season (June), in (b) only reservoirs with
a storage capacity of <50·106m3 are considered. (c)+(d): Reduction of mean annual discharge (as compared to natural-
ized flow) at the sub-basin outlet by upstream (c) retention in reservoirs and (d) retention in reservoirs and water use.
larger reservoirs. These provide, thus, more reliability
in providing water throughout the entire dry season or
during a prolonged drought period.

Water retention in reservoirs and subsequent evapo-
ration reduces markedly the mean annual discharge in
downstream sub-basins as compared to naturalized
flow (Fig. 5.24c). In areas of a high reservoir density,
reduction of downstream discharge is generally up to
20%. If additionally the withdrawal of water from res-
ervoirs and directly from the river is taken into ac-
count, downstream discharge reduction often exceeds
20% in the annual mean, for some parts particularly in
the Banabuiú basin even more than 30% (Fig. 5.24d).
Thus, while providing the potential to reduce the intra-
and interannual variability of water availability at
downstream positions by a managed release from res-
ervoirs during the dry season or during dry years, the
total discharge volumes are considerably reduced in
most parts of the study area by upstream retention and
use. This large effect has also be taken into account
during model validation (see next chapter).

5.4.3 Model validation

5.4.3.1 General aspects and criteria

The limited quality of the available discharge and res-
ervoir storage data has been discussed in
Chapter 2.1.6.3. Measurement errors introduce an ad-
ditional source of uncertainty in the evaluation of
model results. The following quantitative performance
criteria were defined for model validation:

(1) , the difference between simulated mean an-
nual runoff  and observed mean annual run-
off , normalised by the observed runoff and
given as a percentage value (Eq. 5.2).  is a

∆Q
Qsim

Qobs
∆Q
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criteria to evaluate the accuracy of simulation re-
sults in terms of the overall water balance.

(5.2)

(2) , the difference between the simulated and
observed coefficient of variation of annual run-
off, normalised by the observed coefficient of
variation and given as a percentage value (similar
to Eq. 5.2).  assesses the performance of the
model to reproduce the observed interannual var-
iability of discharge.

(3) , the mean annual difference between simu-
lated and observed reservoir storage volumes at
the end of the rain season (month of June), nor-
malised by the observed storage volume and giv-
en as percentage value (similar to Eq. 5.2). 
evaluates model performance with regard to a
key variable of water availability in reservoirs,
i.e., storage volume to sustain availability during
the following dry period.

(4) , the coefficient of efficiency according to
NASH & SUTCLIFFE (1970), based on mean
monthly discharge data (Eq. 5.3).  evaluates
the ability of the model to reproduce the mean in-
tra-annual variability of discharge.

(5.3)

Mean observed discharge of month m, aver-
aged for all months m in the validation period

Mean simulated discharge of month m, aver-
aged for all months m in the validation period

Mean observed annual discharge, averaged for

all years in the validation period

(5) , the coefficient of efficiency according to
NASH & SUTCLIFFE (1970), based on monthly
discharge data (Eq. 5.4).  assesses the per-
formance of the model to reproduce the observed
hydrograph on a monthly basis.

(5.4)

∆Q Qsim Qobs–( ) Qobs⁄ 100⋅=

∆var

∆var

∆vol

∆vol

R1

R1

R1 1

Qobs m, Qsim m,–( )2

m 1=

12

∑

Qobs m, Qann obs,–( )
2

m 1=

12

∑
------------------------------------------------------------–=

Qobs m,

Qsim m,

Qann obs,

R2

R2

R2 1

Qobs x, Qsim x,–( )2

x 1=

t

∑

Qobs x, Qobs–( )
2

x 1=

t

∑
----------------------------------------------------–=
Observed mean monthly discharge for the val-
idation period of t months duration

Observed monthly discharge

Simulated monthly discharge

(6) , the coefficient of efficiency according to
NASH & SUTCLIFFE (1970), based on monthly
reservoir storage volumes (similar to Eq. 5.4). 
evaluates model performance to reproduce time
series of water availability in large reservoirs.

Additionally, simulated and observed annual runoff
was compared separately for particularly dry and wet
years. For this purpose, the 10 driest and 10 wettest
years in Ceará within the simulation period 1960-1998
were determined, derived from grid-based annual rain-
fall (Set 2) averaged for the entire study area. For each
station, simulation results for these two subsets of
very dry and wet years were compared to the observa-
tion if available for the respective years.

Based on experiences of model applications for
semi-arid regimes in Africa, ANDERSEN ET AL. (2001)
give a qualitative description on model performance
based on the above criteria  and  (Table 5.16).

5.4.3.2 Results for discharge

The model being validated in this chapter is the refer-
ence version of WASA (see beginning of Chapter 5.3).
Table 5.17 and Fig. 5.25 summarize the results for the
comparison of observed and simulated discharge at
various stations of different catchment size within the
the study area. Simulated mean annual discharge is
generally in the right order of magnitude compared to
the observations. The performance in terms of ,
however, varies considerably between the stations,
covering the entire range from very good to poor re-
sults. Deviations in the worst cases may be up to
around ±50%, in average they are about ±20%. No
systematic over- or underestimation can be seen when
considering the performance for the entire set of sta-
tions throughout the study area (Fig. 5.25a). A larger
underestimation of discharge by the model is however

Table 5.16 Qualitative interpretation of model perform-
ance criteria, according to ANDERSEN ET AL. (2001).

Performance  (%)  (-)

Very good < 5 > 0.95

Good 5 - 10 0.85 - 0.95

Fair 10 - 20 0.70 - 0.85

Poor > 20 < 0.70

Qobs

Qobs x,
Qsim x,

R3

R3

∆Q R2

∆Q R2

∆Q
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found for all stations in the Banabuiú catchment (sta-
tions 8-10). Reasons of primary importance may be:

1. Deficits in the simple conceptualization and param-
eterization of water retention in reservoirs and of
withdrawal by water use, causing a reduction of
about 30% of runoff in this basin according to the
simulation results, which may be too high
(Fig. 5.24).

2. Underestimation of rainfall input because differenc-
es between the rainfall data Set 2 and Set 4 due to
an effect of elevation are pronounced in some parts
of the basin (Fig. A.3), resulting in a net effect on
discharge of 10% at the most downstream station
10 (Table 5.10).

3. Deficits in the conceptualization and parameteriza-
tion of lateral redistribution of water fluxes, which
lead to a large (in parts more than 40%) reduction
in runoff within some of the sub-basins of the Ba-
nabuiú river (Fig. 5.17), a possibly overestimated
effect.

Although being discussed for the example of one spe-
cific basin, the above aspects may give reasons for
over- or underestimation in simulated mean annual
flow for other stations, too. Further reasons are:

4. Deviations in the estimates of terrain, soil or vege-
tation parameters, of which some are highly sensi-
tive on mean annual runoff (Chapter 5.3.3).

5. Deviations of basin area in the model from the real-
world area, which is about ±10% in average, for
smaller sub-basins in maximum up to 30%
(Table A.1)  
Table 5.17 Validation results of WASA for various gauging stations in Ceará (for station number (column 1) see Fig. 2.6
and Table A.1). Mean annual values for  validation years within the period 1960-98; : mean annual precipitation for
entire period 1960-98, : mean annual precipitation of the validation years only, : observed discharge, :
simulated discharge. For the definition of wet and dry years and of the performance criteria , , , and , see
Chapter 5.5.3.1.

All validation years Dry years Wet years

Station Basin
area

km2 mm m3s-1 mm m3s-1 % % - - mm m3s-1 m3s-1 mm m3s-1 m3s-1

1 6036 629 14 6.6 584 5.0 -24.2 18.8 0.91 0.94 3 450 1.9 2.2 2 712 10.4 8.3

2 5327 950 10 9.9 925 9.4 -4.6 -17.6 0.96 0.82 2 711 4.7 7 2 1071 15.2 9.7

3 19250 726 31 32.5 742 37.4 15.0 -8.5 0.97 0.90 7 530 9 17.6 8 998 74.7 79.4

4 3612 873 17 4.0 858 5.7 42.2 21.4 0.69 0.34 5 660 1.5 2.6 4 1175 10.1 15.3

5 1903 995 12 4.1 1030 3.1 -25.3 163.1 0.79 -0.54 2 744 2 1.5 4 1307 6.4 6.8

6 8804 915 10 13.8 858 12.3 -11.2 40.3 0.96 0.70 3 632 6.7 5.2 2 1111 21.1 23.3

7 11891 922 30 28.7 942 33.7 17.3 -1.7 0.87 0.68 7 722 9.1 12.5 9 1202 60.2 68.6

8 4843 764 22 11.3 774 6.5 -42.7 32.7 0.73 0.78 5 536 4.6 1.3 6 1125 26.6 17.7

9 7688 725 13 18.0 731 11.5 -36.1 20.8 0.88 0.90 4 405 5.3 1.7 3 1165 45.2 33.6

10 18271 757 30 39.8 732 26.9 -32.4 -21.8 0.81 0.67 8 493 35.6 11.7 6 1075 83.7 60.8

11 38572 808 13 41.2 726 45.9 11.5 -9.6 0.89 0.83 4 519 14.6 22.3 2 1012 105.5 108.4

12 47308 805 21 120.9 817 109.8 -9.1 -13.5 0.94 0.88 6 620 33.3 56.9 5 1077 260.1 228.6

13 2037 838 26 6.8 854 6.4 -6.5 -9.6 0.98 0.94 6 560 0.7 1.4 7 1278 18.4 16.3

14 3726 912 10 10.4 779 10.7 2.6 2.8 0.94 0.90 4 553 2.9 3.2 2 1282 31.9 33.4

15 440 1102 11 3.1 1206 3.5 12.7 -37.6 0.98 0.82 1 877 0.1 1.8 3 1677 7.6 6.2

16 7330 802 28 21.2 776 19.6 -7.3 -10.1 0.98 0.94 8 466 3.4 5.2 6 1252 66.8 54.9

17 2790 793 26 12.7 823 17.5 38.5 -15.7 0.79 0.76 6 474 3.9 3.8 7 1260 30.3 37.9

18 3786 1150 11 38.9 1189 35.5 -8.8 -16.8 0.97 0.93 3 675 4.4 9.8 3 1810 89.8 73.7

19 1530 777 31 7.7 824 10.5 35.3 -8.9 0.72 0.76 6 424 0.1 0.9 9 1195 17.5 21.5

20 2698 764 28 8.1 781 12.9 58.8 -17.9 0.50 0.72 7 470 1.2 3.2 7 1201 22.3 30.7

21 561 1126 8 6.3 1179 5.7 -9.0 -1.4 0.93 0.90 2 613 1.2 1.2 3 1704 11.4 10.5

22 11210 850 7 76.2 857 76.0 -0.3 -6.7 0.96 0.95 2 407 6.9 9.0 2 1466 201.8 185.1

23 1050 990 15 4.4 1056 4.0 -10.8 -3.3 -1.51 -1.03 3 603 1.2 0.5 5 1407 8.2 7.1

n Pall
Psim Qobs Qsim

∆Q ∆var R1 R2

Pall n Qobs Psim Qsim ∆Q ∆var R1 R2 n Psim Qobs Qsim n Psim Qobs Qsim
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Fig. 5.25 Model performance of WASA, validated against observed discharge at 23 stations in Ceará. For details on the
stations and validation criteria, see Table 5.14.
The interannual variability of discharge is generally
reasonably represented, with  being in the range
of ±30% for most stations. This can also be seen
when looking specifically at the driest and wettest
years of the simulation period (Table 5.17). Discharge
is generally in the right order of magnitude for both
dry and wet years, thus reproducing the large differ-
ences which occur in the study area between wet and
dry years. However, at a closer look, a slight overall
underestimation of the interannual variability can be
observed, particularly for larger catchments
(Fig. 5.25b). This is mainly due to a tendency of over-
estimation of discharge in dry years. A main reason
may be the lack of a routine for transmission losses by
infiltration into the river bed in WASA at the scale of
sub-basins. WASA accounts for losses in the river net-
work due to evaporation and water use only, and for
transmission losses by infiltration at the smaller scale
of landscape units only. However, the infiltration loss-
es may be important in the study area also for larger
rivers, particularly for dry conditions with low
groundwater levels in the surrounding alluvium (e.g.,
ARAúJO & RIBEIRO, 1996; MANOEL FILHO, 2000).
Another reason for overestimated runoff in dry years
may be the application of more strict reservoir opera-
tion rules in reality, with regulated outflow being low-

∆var
er than in wetter years. In WASA, however, no
differences are made between the years as long as the
actual storage volume is above the alert volume (see
Chapter 4.2.7).

The mean intra-annual runoff regime is well repro-
duced by the model for most basins (see  in
Table 5.17 and examples in Fig. 5.26a-c). One reason
are the, in average, clearly defined climatic boundary
conditions with a rainfall regime separated into a rainy
and a dry season. A lower model performance accord-
ing to  is often related to lower values of , i.e.,
larger deviations of the simulated mean annual runoff.
Additionally, a worse representation of the intra-annu-
al regime is also found in smaller sub-basin with a
flow contribution from deeper groundwater bodies.
This long-lasting outflow, continuing during the dry
season, cannot be represented with the model without
calibration of its time delay (particularly relevant for
station 23 influenced by baseflow from sedimentary
bedrock (see Fig. 5.26d), and also for stations 4 and 5,
see below).

In terms of model performance in representing the
observed monthly hydrograph (criteria ) fair to
good results (see Table 5.16) are obtained for most of
the stations in the study area (Table 5.17). Fig. 5.27
gives an example for the most downstream station

R1

R1 ∆Q

R2
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with available data in the Jaguaribe basin (Station 12, plex geological setting at the contact zone of crystal-

Fig. 5.26 Examples of model validation for mean monthly runoff, black line: observed, red line: simulated. Details on sta-
tions and performance criteria see Table 5.14.
Peixe Gordo). Lower values of  are, similar to ,
often correlated with larger deficiencies in the simula-
tion of mean annual runoff at the respective station.
Poor results in terms of  are found for the two
smaller basins 4 and 5 in the Cariri region in the south
of the study area. The area is characterized by a com-

R2 R1

R2
line and sedimentary zones. Different deep and
shallow groundwater systems are of relevance for riv-
er runoff, while surface and sub-surface catchment
boundaries may differ (see, e.g., DNPM, 1996). This
complex system cannot be well represented in WASA

as seen in the model results.
The results of model performance found here are in sonable as deviations in discharge from different sub-

Fig. 5.27 Example of model validation for monthly discharge at station Peixe Gordo, Jaguaribe River, basin area
47300km2. Upper graph: simulated and observed discharge, lower graph: cumulative difference between simulation and
observation.
average similar in terms of  and  to those of
ANDERSEN ET AL. (2001) for the application of an un-
calibrated model to a set of basins in semi-arid Africa
with, in average, even larger catchment areas. In gen-
eral, a tendency of better model performance at sta-
tions with a larger basin area is found (Fig. 5.25),
although this statement is limited by the smaller
number of larger sub-basins. It may, however, be rea-

∆Q R2
 basins may balance out to some extent when aggregat-
ing into larger catchment areas. 

5.4.3.3 Results for reservoir storage volumes

Model validation of WASA with regard to reservoir
storage volumes shows that model deviations from ob-
servations at the end of rainy season in terms of ∆vol
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are about ±20% in average for the complete set of res-
ervoirs tested (Table 5.18). Variations in performance
between the reservoirs are large. There is, however, no
tendency of a systematic over- or underestimation of
the observations (see also Fig. 5.28). Also in terms of
criteria , there is a broad range of good to poor re-R3
Table 5.18 Validation results of WASA for various large reservoirs in Ceará for  validation years within the period 1960-
98; Nbr: Identification number of reservoir, see Fig. 2.6 and Table A.2; : Mean annual observed storage volume in
the month of June (end of rainy season); : Mean annual simulated storage volume in the month of June; For per-
formance criteria  and see Chapter 5.4.3.1.

Nbr 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

34 28 31 20 20 31 8 17 33 24 18 6 6 10 20 27 17 22 14 21 24 16

51 689 100 823 144 61 166 31 215 53 1530 200 210 63 179 307 22 40 95 51 57 43

48 609 97 1096 140 99 234 36 223 55 1503 190 269 19 317 270 16 36 115 49 47 43

-7.0 -11.6 -2.8 33.1 -2.9 63.6 41.2 14.8 3.5 3.0 -1.8 -4.7 27.7 -70.5 77.2 -12.1 -24.2 -9.5 20.3 -4.3 -17.5 -0.2

-2.02 0.45 0.39 -3.35 0.37 -0.72 -1.37 0.60 0.80 0.22 0.94 0.54 0.76 -13.4 -0.34 0.12 0.40 0.39 0.32 0.18 -1.39 0.84

n
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Vsim
∆vol R3

n
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R3
sults. Beside of the variety of factors which introduce
uncertainties in river discharge flowing into the reser-
voirs, there are additional factors which enhance the
uncertainty of the simulation results for reservoirs:
(1) Accuracy of the area-volume-relationship and of
evaporation rates to determine losses by evaporation,
(2) possible percolation to bedrock which is neglected
in the model, (3) uncertainty in the simplified opera-
tion rules of controlled reservoir outflow used in the
model (Chapter 4.2.7.2) and of direct withdrawal wa-
ter use. On the other hand, the variability of simulated
storage volumes, and thus uncertainty of the results is
bounded by the storage capacity of the reservoir
which sets a maximum value.

Fig. 5.29 gives examples of storage volume time se-
ries for three reservoirs with different model perform-
ance. For the largest and most important reservoir of
the study area (Açude Orós) very good simulation re-
sults are obtained (see also Table 5.18). With regard to
runoff inflow volumes, the comparatively large basin

Fig. 5.28 Observed versus simulated mean reservoir
storage volume at the end of the rainy period (June) for
22 reservoirs in Ceará (see Table 5.15).
Fig. 5.29 Examples of model validation for monthly stor-
age volumes in large reservoirs (Nbr refers to the first
column in Table 5.15, see also Table A.2 and Fig. 2.6).
Black line: observed, red line: simulated.
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area provides input of larger reliability as argued in
the discharge section above. The tendency of storage
volumes falling below the maximum storage capacity
too early in some wet years in the simulation (e.g.,
1985-89), may be the effect of a more flexible outflow
control, with reduced outflow volumes during the
rainy period, as opposed to constant outflow volumes
throughout the year as applied in the model.

Also for the reservoir in Fig. 5.29b, good results are
obtained, with the intra- and interannual dynamics
well represented by the model. There is primarily one
year (1978), however, where reservoir inflow is un-
derestimated by the model. As a consequence, ob-
served and simulated time series run parallel to each
other (separated roughly by the missing inflow vol-
ume) until the next complete filling of the reservoir in
1984. Although the dynamics are again well represent-
ed, this discrepancy considerably degrades the overall
quantitative performance criteria for the reservoir.
This is to illustrate the possible long-term persistency
of singular model deviations on modelling results of
water availability in reservoirs. In this sense, a differ-
ent, less strict, interpretation of performance criteria
like  is advised as compared the similar measure

 for discharge. An additional visual inspection of
the time series is required.

Finally, as an example for a reservoir where a neg-
ative value of  is obtained, see Fig. 5.29c. The time
series indicates a too quick emptying of the reservoir
in the dry season, but also in a sequence of dry years.
This may be a combined effect of an overestimation
of evaporation and outflow volumes and, at least in
dry years, an underestimated inflow.

In summary, model performance for reservoir stor-
age volumes is in the same range as discharge simula-
tions when looking at mean annual values. On a
monthly scale, deviations tend to be higher because of
additional factors of uncertainty are comprised in the
modelling of storage volumes. Nevertheless, reasona-
ble values of water availability result at the scale of
the study area.

R3

R2

R3
5.5 Scenario Simulations
5.5.1 Climate scenarios

Climate data for scenario calculations of water availa-
bility with WASA are based on the results of complex
physically-based climate models (General Circulation
Models, GCMs). GCMs show an increasing ability to
simulate climate patterns and historic trends at the
global to continental scale (IPCC, 2001). They agree in
projecting a significant global warming to take place
in the current century (by 1.5°-5.8° in the period
1990-2100; IPCC, 2001) under the assumption of a
continuous increase in atmospheric greenhouse gas
concentrations. However, the skill of these models in
representing climate at the regional scale of north-
eastern Brazil is modest (KROL ET AL., 2002). The
comparison of seven GCMs (data of IPCC-DDC, 1999)
resulted in only two which were able to fairly repre-
sent the semi-arid climate of the study area, i.e., its
mean annual precipitation and its seasonal cycle, as
well as mean global precipitation. Main reasons for
the low performance of the GCMs at the regional scale
may be their coarse resolution (300 to 900km) or an
imperfect representation of regional important physi-
cal processes.

The two GCMs with reasonable results for north-
eastern Brazil are ECHAM4 model (Max-Planck-Insti-
tute for Meteorology, Germany, ROECKNER ET AL.,
1996) and HADCM2 (Hadley Centre, Great Britain,
JOHNS ET AL., 1997). Runs of both models for an as-
sumed future annual increase of greenhouse gases by
1% per year as in 1990 were used as basis for this
study. Due to their coarse resolution, cell-based data
of the GCMs cannot be used directly as input for the
hydrological model, but have to be downscaled to the
required resolution. One approach is to use regional
climate models with higher spatial resolution being
embedded into GCMs. However, such a model is pres-
ently not available with sufficient accuracy for the
study area (BÖHM, 2002). Alternatively, the regional
climate scenario data provided for this study (GER-
STENGARBE & WERNER, 2002) were generated by a
statistical downscaling method (see also WERNER &
GERSTENGARBE, 1997). This method combines histor-
ical daily time series of different meteorological varia-
bles at the level of climate stations with long-term
trends given by the GCM projections. The trend in an-
nual precipitation was taken to be the regional most
relevant tendency. It was translated by multivariate
procedures, which consistently adjust other meteoro-
logical variables to the change in precipitation, into
daily scenario time series at the station level for the
scenario period 2001-2050. Long-term time series of
historical precipitation data are required for this meth-
odology (here the period 1921-1980 was used) which
constrained the number of stations to about 25 in and
around the study area (see also Chapter 2.1.6.2). Inter-
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polation to the scale of municipalities was performed
as described in Chapter 2.1.6.2 by the method of
SHEPARD (1968). For scenario calculations with
WASA at the scale of sub-basins, daily values of all
climate elements except precipitation were derived as
the area-weighted mean of the values of all contribut-
ing municipalities. In the case of precipitation, the dai-
ly value of only one municipality which makes up the
largest fraction of area of a sub-basin was used in or-
der to prevent any additional modification of the tem-
poral time series properties by averaging from
different spatial units.
Fig. 5.30 Annual precipitation in Ceará for the historical time series (1921-1998) and the scenario period (2001-2050).
Scenarios based on results of ECHAM4 (red line) and HADCM2 (blue line), with trend lines.
The expected future change in precipitation for the
study area of Ceará is of opposite direction for the two
scenarios. The ECHAM4-based scenario shows a
marked decreasing trend and the HADCM2-based sce-
nario a considerable increasing trend of annual precip-
itation (Table 5.19, Fig. 5.30). This difference among
the scenarios illustrates the large uncertainties associ-
ated with conclusions on possible future precipitation
changes in the study area. Changes in both directions
should be considered in this study as plausible scenar-
ios in view of the given information from GCMs. Fu-
ture changes in other climate variables are low for
both scenarios, resulting in very small changes in po-
tential evaporation (calculated according to PENMAN-
MONTEITH, Chapter 4.2.2) (Table 5.19). The spatial
patterns of precipitation trends are different for the
two scenarios (Fig. 5.31a, d), which indicates that the
correlations between local and large-scale precipita-
tion amounts which were used for generation of the
scenario time series are different for dry as compared
to wet years. The expected decrease of rainfall for the
ECHAM4 scenario is in general larger in the northern
part of Ceará except for some coastal areas. The
HADCM2 scenario shows a stronger increasing trend of
rainfall in the eastern and north-eastern part of Ceará,
comprising large regions in the Jaguaribe basin. 

Changes in mean annual precipitation between two
25-year periods at the end of the historical period
(1974-1998) and the scenario period (2026-2050), re-
spectively, are different in magnitude and in their spa-
tial pattern as compared to the changes indicated by
the trends for the entire scenario period (2001-2050)
(Table 5.19). This is due to the fact that the basis for
the generation of the scenario time series by GER-
STENGARBE & WERNER (2002) were the rainfall char-
acteristics (e.g., interannual variability, spatial
patterns, daily characteristics) derived for the period
1921-1980, which differ from those of 1974-98. Thus,
the direct evaluation of changes between the latest his-
torical and the future time period is limited by this
discrepancy. The presentation of scenario results in
the following therefore has its focus on changes with-
in the scenario period 2001-2050, with internally con-
sistent climate data reflecting the future trend given by
the GCMs.

5.5.2 Results

Scenario simulations with WASA were performed for
the above two climate change scenarios for 2001-
2050. Except for the climate input, all other boundary
conditions of the model (i.e., land cover, vegetation
characteristics, number of reservoirs and operation
rules) were kept constant throughout the scenario peri-
od. Water use was calculated based on the demand at
the end of the historical time period but can change as
a function of climate variability with regard to irriga-
tion water demand (Chapter 4.2.9). 

In terms of runoff, the simulations show a highly
sensitive response of the study area to the climate
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change scenarios (Table 5.19, Fig. 5.31). Runoff
trends for 2001-2050 are in average by a factor of 2-3
larger than the underlying trends in precipitation for
both scenarios. This large amplification factor is in
line with the results of the sensitivity analysis for rain-
fall volumes (Chapter 5.3.1.3) and with results of im-
pact analysis in other semi-arid areas (Chapter 3.4.3).
In average for Ceará, runoff is expected to decline by
Table 5.19 Climate scenarios for Ceará and their effects on the water balance (calculated with WASA). Comparison of a
historical time period (column a) and scenario time period (25 years each) (columns b and c), and linear trends for the to-
tal scenario period (2001-2050) (columns d and e).

(a) Historical
1974-1998

(b) ECHAM4
2026-2050

(c) HADCM2
2026-2050

(d) ECHAM4
 2001-2050

(e) HADCM2
2001-2050

Mean Mean Change Mean Change Trend Trend
mm mm % mm % % %

Precipitation 916 825 -10 1138 +24 -26 +11

Potential evaporation 2062 2042 -1 2028 -2 -3 -3

Actual evapotranspiration 740 669 -10 785 +6 -15 +4

Deep groundwater recharge 15 14 -7 24 +60 -37 +23

Runoff 161 141 -12 329 +104 -56 +33

Fig. 5.31 Climate change scenarios for Ceará, trends in precipitation, runoff and discharge for the period 2001-2050.
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-56% in the case of the ECHAM4 scenario and to in-
crease by +33% for the HADCM2 scenario between
2001 and 2050. For the ECHAM4 scenario, due to low-
er availability of soil moisture by decreasing rainfall,
actual evapotranspiration and groundwater recharge is
expected to decrease, too. For the HADCM2 scenario,
the slight decreasing trend of potential evaporation
prevents in parts a larger increase of actual evapotran-
spiration in spite of increasing rainfall. Additionally,
the length of the rainy period does in average not in-
crease with increasing annual rainfall for this scenario.
Thus, more rainfall can be assumed to be quickly
transformed into runoff and groundwater recharge in-
stead of being evaporated or transpired. Plant-availa-
ble soil moisture (above water content at wilting
point) in the uppermost meter of the soil horizons is
expected to decline in the main vegetation period
(February-May) by in average -15% for the ECHAM4
scenario and to increase by 20% for the HADCM2 sce-
nario.

In contrary to the ECHAM4 trends of rainfall and
runoff for 2001-2050 (-26% and -56%, respectively,
Table 5.19), the difference between both changes is
less pronounced when comparing the historical period
1974-1998 and the scenario period 2026-2050 (-10%
and -12%). On the other hand, the percentage increase
of runoff relative to rainfall is stronger when compar-
ing 1974-1998 with 2026-2050 (+104% and +24%,
amplification factor 4) as for 2001-2050 (+33% and
+11%, amplification factor 3). These results indicate
for both scenarios a tendency towards enhanced runoff
production in the scenario period relative to the histor-
ical period, which weakens, on the one hand, the ef-
fect of decreasing rainfall in the ECHAM4 case and
amplifies, on the other hand, the effect of increasing
rainfall in the HADCM2 case, when being compared to
the trends within 2001-2050 only. A reason can be
differences in the rainfall characteristics at the daily
scale between the historical and the scenario time se-
ries which are less relevant within the scenario period
itself. The scenario time series are in general charac-
terized by larger daily rainfall intensities (i.e., the in-
creasing annual sums in the HADCM2 case are not
transferred into more days with rainfall than in the
historical time series, but into larger daily volumes;
decreasing annual sums in the ECHAM4 case are trans-
ferred into a lower number of rainy days while the
daily volume are in average higher or the same as in
the historical period) (Table 5.20). Additionally, the
number of consecutive days with precipitation (the du-
ration of rainfall events) is in average higher in the
scenario period than in the historical period. Both time
series characteristics tend to increase runoff genera-
tion (see, e.g., Chapter 5.3.1.1) and, thus, they overlay
the tendency induced by the annual trends. These sce-
nario results point out that changes in the future water
balance due to changes in annual precipitation may
additionally be influenced by changes in short-term
time series characteristics. Whether the latter are con-
sidered as a really possible future change or as a bias
caused by the method for scenario generation, in any
case an additional source of uncertainty is introduced
in the scenario simulations.

Runoff trends for the scenarios show a modified spa-
tial pattern (Fig. 5.31b,e) relative to the pattern of pre-
cipitation trends as a consequence of the complex
effect of various physiographic conditions in the indi-
vidual sub-basins. There is a tendency of sub-basins
with a lower runoff volume or a smaller runoff ratio in
the historical time period to react more sensitive to
climate change (compare Fig. 5.22). For instance, this
may be a reason for the areas in northern Ceará with
the strongest decreasing precipitation trends (ECHAM4
scenario) to stand out to a lesser extent when looking
at the pattern of the strongest decreasing runoff trends,
which stresses several sub-basins in the centre and
south of the study area. Additionally, sub-basins
where lateral redistribution and reinfiltration of runoff
influences to a large extent total runoff (compare
Fig. 5.17) tend to react stronger on precipitation
changes in the scenario period. This is in line with the
sensitivity analysis in Chapter 5.3.2.2 which indicates
a differing relevance of these processes in wet or dry
years. 

Changes in water availability in terms of river dis-
charge for the climate scenarios (Fig. 5.31c,e) are
generally more pronounced at the outlet of sub-basins
with a larger water storage capacity in reservoirs
(compare Fig. 5.24). For instance, in the case of the

Table 5.20 Characteristics of daily precipitation time se-
ries of the historical and the scenario period. Events are
defined as consecutive days with rainfall >0. Mean values
for the 137 sub-basin time series of Ceará.

Scenario ECHAM4 HADCM2

Period 1974
-1998

2001
-2025

2026
-2050

2001
-2025

2026
-2050

Number of rain days
per year 141 133 129 141 138

Mean rainfall volume 
of wet days (mm) 6.9 7.6 6.9 7.8 8.5

Variance of daily
volumes

143 149 125 169 205

Event duration (days) 2.7 3.2 3.1 3.4 3.4
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ECHAM4 scenario, the percentage of total river dis-
charge being stored in reservoirs and consequently
lost by evaporation increases with decreasing annual
discharge volumes and this effect is more important in
sub-basins with large storage capacity. Similarly,
changes in river discharge are in general more severe
at more downstream locations in river basins which
are exposed to the aggregate effect of all changes
in upstream areas. This can also be seen when looking
at the expected storage volumes in reservoirs. Large
reservoirs, which usually receive inflow from a large
upstream catchment area are relatively more affected
by the changing runoff volumes than smaller reser-
voirs with rather local catchment areas. E.g., the trend
in reservoir storage volume at the end of the rainy sea-
son for the ECHAM4 scenario is -32% and -16% for
large and small reservoirs, respectively (Table 5.21,
Fig. 5.32). Reduced (HADCM2) or increased (ECHAM4)
losses by evaporation and water use during the dry
season enhance the expected changes of water availa-
bility in reservoirs for the two scenarios, as the trends
for water storage in December (exemplary taken as a
month at the end of the dry season) are slightly
stronger than those of June (Table 5.21).   

Table 5.21 Trends of water storage in reservoirs in
Ceará, simulated with WASA for the period 2001-2050 at
the end of the rainy season (June) and the dry season
(December) (in %).

Scenario ECHAM4 HADCM2

June Dec June Dec

Large reservoirs 

(>50·106m3) -32 -35 +16 +20

Small and medium-sized 

reservoirs (<50·106m3) -17 -20 +5 +6
In other scenario run of WASA (ECHAM4-B and amount of river discharge is retained which would

Fig. 5.32 Reservoir storage volume at the end of the rainy season (June) in Ceará, in large reservoirs (storage capacity
>50·106m3) (solid lines), small and medium-sized reservoirs (storage capacity <50·106m3) (dashed lines), simulated
with WASA for the ECHAM4 scenario without changes in the number of reservoirs (red lines), the ECHAM4-B scenario with
new large reservoirs (green line) and the HADCM2 scenario (blue lines). 
HADCM2-B), the effect of new reservoirs on future
water availability was assessed. In these simulations,
all large reservoirs (storage capacity >50·106m3) be-
ing under construction in 2001 (see Table A.2) were
taken into account. The additional storage capacity
provided by these new reservoirs is about 4.9·109m3,
of which the largest part (4.4·109m3) is attributed to
the Castanhão dam in the Jaguaribe basin (see
Fig. 2.6). The simulated total storage volume in the
reservoirs of Ceará at the end of the rainy period is
considerably larger for these scenarios as compared to
those without new dams (Fig. 5.32). Mainly due the
downstream position of the Castanhão dam, a large
otherwise flow to the ocean. For the HADCM2-B sce-
nario and for wet years of the ECHAM4-B scenario, the
efficiency of the new dams, i.e., the ratio between the
additionally stored water and the storage capacity of
the new dams, is close to 1 which indicates that practi-
cally all new storage capacity is used (Fig. 5.33).
However, in dry years of ECHAM4-B and particularly
in a sequence of dry years as towards the end of the
scenario period, the efficiency decreases markedly.
This shows that the considerably lower runoff produc-
tion in the case of a decreasing precipitation trend,
amplified by the in relative terms larger amount of re-
tention and use in upstream areas, may reduce river
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discharge in downstream locations to a degree such
that the full use of additional storage capacity of large
reservoirs as the Castanhão dam may not be attained.

Further simulations with WASA were performed to as-
sess the effect of the construction of small reservoirs
on future water availability. Using the ECHAM4-based
climate scenario and the additional large reservoirs in-
troduced in scenario ECHAM4-B, the number of reser-
voirs and thus the storage capacity also in the small
reservoirs classes 1-4 (<10·106m3) (see Fig. 4.8) was
increased for each sub-basin (Table 5.22) For simplic-

ity, this increase was not realized gradually in time
during the scenario period, but it was set at once at the
beginning of the scenario period. The results are also
interpreted in terms of the reservoir efficiency, which
is defined as the additional amount of water being
stored at the end of the rainy season (June) in all res-
ervoirs of Ceará as compared to scenario ECHAM4-B
without new small reservoirs, divided by the storage
capacity of the new dams. The results (Table 5.22,

Table 5.22 Results of scenario runs with an increase of
small reservoir storage capacity (V: storage capacity in
reservoir classes 1-4; : change in storage capacity as
compared to scenario ECHAM4-B; eff: efficiency of new
reservoirs (see text).

Scenario V eff eff

106m3 % 2001-2025 2026-2050

ECHAM4-C 4502 +25 0.81 0.57

ECHAM4-D 5403 +50 0.79 0.51

ECHAM4-E 6303 +75 0.75 0.46

ECHAM4-F 7204 +100 0.71 0.42

Fig. 5.33 Efficiency (additional storage volume at the
end of the rainy season in June relative to storage ca-
pacity of new reservoirs) of new large reservoirs in
Ceará for simulations with WASA based on two climate
scenarios.

∆

∆

Fig. 5.34) show in general a substantial increase of
water availability in the first part of the scenario peri-
od (2001-2030) by in average about 75% of the addi-
tional capacity. A full usage of the new reservoirs
(efficiency close to 1) is attained only in wet years
and for the scenarios ECHAM4-C and ECHAM4-D with
a smaller increase of the number of reservoirs. The
lower efficiency values for scenarios with a larger
number of new reservoirs illustrate the increasingly
limiting influence which reservoirs have mutually on
each other by the retention of available runoff. Lower
storage volumes and efficiencies in dry years as com-
pared to wet years demonstrate that runoff volumes
are too low in this case to fill the existing reservoirs.
A particularly severe effect occurs in the second half
of the scenario period. With the significant decreasing
trend in precipitation and runoff, the net effect of ad-
ditional storage capacity in small upstream reservoirs
on total available storage volumes in Ceará declines
considerably. The additional water stored in these
smaller reservoirs is counteracted by a simultaneous
decrease of storage in the large downstream reservoirs
as most of the discharge is already retained in upper
parts of the basins. This effect is more severe for sce-
narios with a larger number of new small reservoirs,
where the efficiency is close to or even below 0 (see,
e.g., ECHAM4-F in Fig. 5.34b). Thus, according to
these simulation results, the system of surface water
resources in Ceará is in a state where an increase in
reservoir storage capacity does not necessarily imply a
substantial increase of water availability for the given
scenario assumptions with a decreasing precipitation
trend.

The simplicity of the scenario assumptions applied
here should be taken into account in the interpretation
of the results. For instance, changes in water use are a
function of the climate variability only, but do not in-
clude increasing water demand in the course of, e.g.,
population growth or industrial development. No land
cover changes are taken into account, neither human-
induced by regional development nor as a conse-
quence of the adaptation of plant communities to
changed climatic conditions. Similarly, the possible
effect of increasing atmospheric CO2 on plant transpi-
ration and thus total evapotranspiration is not consid-
ered. Additionally, the availability of only one
realisation of each climate scenario in this study en-
hances the risk of the results being influenced by
some stochastic singularities of the scenario time se-
ries. Examples of more comprehensive scenario analy-
sis for the study area, including other components
beside of the hydrological part, are given in KROL ET

AL. (2002). 
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Fig. 5.34 Reservoir storage volumes (in 106m3) at the end of the rainy season (June) (a) and efficiency of additional
dams (b) for WASA scenario simulations with additional small reservoirs based on the ECHAM4 climate scenario (see Ta-
ble 5.18 for scenario assumptions on reservoirs).
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Chapter  6
Conclusions and Perspectives 6

6.1 General Discussion and Conclusions
6.1.1 Modelling concept

For the development of a hydrological modelling con-
cept in this study, the criteria of primary relevance are
its applicability for distinct features of semi-arid envi-
ronments, for large spatial scales and for environmen-
tal change impact analysis. From this follows the
general model concept realized in WASA as a dynam-
ic, process-based model, with a multi-scale spatial
modelling approach, and basically no need for calibra-
tion (Chapter 3.5). Based on the characteristics of the
study area and the general features of hydrology in
semi-arid environments, an adequate representation of
the following processes is emphasized in WASA

(Chapter 3.5.3):

• Generation of infiltration-excess surface runoff, in
particular with respect to the temporal time series
characteristics of the precipitation input.

• Evapotranspiration from a sparse vegetation cover.
• Lateral surface and subsurface water fluxes, includ-

ing reinfiltration of surface runoff.
• Water balance and storage behaviour of a dense

network of artificial reservoirs of various sizes.

A detailed discussion of the contents and grounds for
the modelling concept in this study is given in the
conclusions of Chapter 3.5 and is not repeated here. In
the following, the essentials are taken up again in
view of the simulation results.

6.1.2 Spatial structure and lateral fluxes

Essentials of the new concept

The structure of modelling units in WASA

(Chapter 3.5.4, Chapter 4.1.2) combines the need in
process-based hydrological models to represent the
dominant hydrological processes at their specific
scale, while at the same time ensuring to link these
process scales with the final scale of interest of the
model application. This is realized in WASA by the hi-
erarchical multi-scale concept. Beside of the mainly
vertical processes at the scale of profiles or soil-vege-
tation-components (infiltration, percolation, eva-
potranspiration), the concept respects lateral fluxes at
the hillslope or small-basin scale, i.e., lateral redistri-
bution of soil moisture and reinfiltration of surface
runoff. This requires a modelling unit which repre-
sents this spatial scale, realized in WASA by the intro-
duction of landscape units. These units are areas of
similar hydrological response (hydrotopes). However,
they are not areas of quasi-homogeneous characteris-
tics (as in the classical meaning of hydrotopes), but
they are similar in terms of their sub-scale variability,
i.e., in the distribution of different terrain, soil and
land cover characteristics. This includes the associa-
tion of these sub-scale patches of different characteris-
tics with a specific position in the landscape
(toposequence) and, thus, also their location relative to
each other. This concept overcomes the problem of
defining the lateral connectivity between modelling
units that were delineated with regard to similarity in
vertical processes only, which usually impedes to take
into account processes of lateral redistribution, partic-
ularly in large-scale models. Here, in contrary, the as-
pect of lateral redistribution is respected a priori in the
definition of the modelling units by including their
topographic position, and thus runon-runoff relation-
ships. The possibility of using, at some scale level, the
distribution of modelling units with statistical flux
transition frequencies instead of geographically refer-
enced modelling units is a simplifying but efficient
and flexible way to include sub-scale processes in a
large-scale model in view of limited data availability
and model economy (Chapter 4.2.5).
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Relevance of lateral processes

The model results for the study area of Ceará show
that lateral fluxes and their interaction among different
spatial units at small scales considerably influence the
hydrological response at the basin scale, where the
runoff response cannot simply be represented as the
sum of the contributions of individual sub-areas
(Chapter 5.2.2, Chapter 5.3.2.2). The main effect ex-
erts the reinfiltration of surface runoff into areas of
larger infiltration capacity, which causes a net de-
crease of mean annual runoff (by 13% in average,
more than 40% for some sub-basins) when compared
to simulations without any lateral redistribution. In dry
years this effect is more pronounced in relative terms
(decrease of 30% in average). Model validation at the
small scale roughly confirms the appropriateness to
incorporate lateral redistribution in the model in order
to explain markedly lower runoff ratios at the basin
scale as compared to the hillslope/headwater scale
(Chapter 5.2.2). A thorough validation of the approach
also at the large scale, however, is restricted by the
lack of appropriate data, e.g., on soil moisture patterns
(Chapter 6.2). Nevertheless, in spite of the simplicity
of the approach used here and the limitations in its re-
liability due to low data availability, the results indi-
cate that lateral fluxes have to be taken into account in
models for this type of semi-arid environments. In
particular for climate change impact assessment, the
magnitude of change in discharge for a given change
in precipitation is influenced by the lateral redistribu-
tion effects.

Spatial limitations of the concept

The limits with regard to the spatial scale of represent-
ing lateral redistribution effects in WASA are twofold:

• At the large scale, the limit is given by the redistri-
bution within landscape units, i.e., due to struc-
tured, topography-related variability at the scale of
toposequences up to small basins in the range of up
to 101-102km2. Thus, large-scale groundwater flow
over longer distances, of small importance in the
crystalline part of the study area, is not respected.
Additionally, transmission losses in rivers by infil-
tration are not taken into account beyond the land-
scape unit scale. A lower model performance at
large scales for dry conditions points at this limita-
tion of the present model (Chapter 5.4.3.2), which
should be subject of future model improvements
(Chapter 6.2).

• At the small scale, the limit is given by redistribu-
tion at the scale of soil-vegetation components, i.e.,
due to variability between patches with different
soil and land cover characteristics in the range of
10-2-10-1km2. About threequarters of the total ef-
fect of runoff reduction by lateral redistribution is
attributed to this type of variability according to the
model results (Chapter 5.3.2.2). Variability at
smaller scales (within a land cover and soil patch)
is only considered for soil storage capacity, but not
with regard to lateral redistribution between, e.g.,
shrub and inter-shrub areas or crusted and non-
crusted areas or due to other stochastic variability
over very short distances (meters) of, e.g., soil hy-
draulic conductivity. In WASA it is assumed that
the net effect of this variability with regard to
large-scale applications is efficiently represented by
applying homogeneous conditions and vertical
processes only. Appropriate data at various scales
to corroborate this assumption are not available.
This simplification may set limitations on the appli-
cability of WASA for land cover change studies or
eco-hydrological applications. 

Other aspects of the spatial model structure

For the given type and resolution of spatial data on
landscape characteristics in the study area, a rough
sub-division into the major landscape units at the scale
of interest of model applications (sub-basins with an
average size in the order of 103km2) is appropriate for
simulating river discharge at this scale, as the related
loss of information compared to a more detailed mod-
el version based on grid cells (102km2) does not result
in a significant decrease in the accuracy of simulation
results (Chapter 5.3.2.1).

Using administrative units (municipalities with an
average size in the order of 103km2) as the largest
spatial units instead of sub-basins shows that the loss
in accuracy in discharge simulations is small for river
basin areas of more than about 15000km2

(Chapter 5.3.2.1). For smaller areas, however, the con-
ceptual advantage of quantifying water availability in
an integrated modelling approach at the common ad-
ministrative scale where most of the other components
work, e.g., water use, is at the expense of a considera-
ble lower accuracy in the hydrological part. Differenc-
es in mean annual discharge compared to the sub-
basin version are in average about ±20% for areas
smaller than 15000km2, mainly due to deviations be-
tween natural catchment boundaries and administra-
tive boundaries (Chapter 5.3.2.1). 

It should be noted that the above conclusions on the
influence of the spatial model structure refer to basin
and landscape characteristics only and do not include
effects of precipitation data, for instance, for which a
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higher resolution may be required to capture the es-
sentials of the spatial distribution (Chapter 6.1.3). 

6.1.3 Temporal resolution, rainfall char-
acteristics and runoff generation

Relevance of rainfall time series characteristics

Rainfall intensities are one important factor governing
the generation of infiltration-excess surface runoff.
The simulation results with WASA at various scales
demonstrate that the model is very sensitive to the
temporal characteristics of rainfall time series
(Chapter 5.2, Chapter 5.3.1.1). Of particular relevance
are the following two aspects:

• The daily modelling time-step is too coarse to cap-
ture the high intensities of predominantly short-
term convective precipitation events, typical for the
semi-arid climate.

• Interpolation of precipitation from station data to
the modelling units is associated with a loss of var-
iance in the input data and a modified temporal
structure in the frequency and sequence of wet / dry
intervals.

Both aspects cause underestimated rainfall intensities
in the rainfall input data sets of the model, leading to
an underestimation of infiltration-excess runoff, and
thus, marked deviations in simulated total runoff in
terms of its distribution and volume when compared
to the observations (Chapter 5.2.1, Chapter 5.3.1.1).
The differences in long term mean annual runoff of
the study area, for instance, amounts to 40% between
simulations with the same annual rainfall but with
time series characteristics of station data and a inter-
polated data set, respectively. Another consequence of
changes in the rainfall time series characteristics due
to interpolation is an overestimation of the number of
days with rainfall, leading to an overestimated inter-
ception evaporation by in average about 50%
(Chapter 5.3.1.1).

Beside of the short-term rainfall characteristics,
also differences in the model input in terms of long-
term mean annual precipitation is large between data
sets derived with different station density and interpo-
lation methods. Such differences which may reach
±40% at the scale of municipalities result in consider-
ably larger percentage differences in simulated runoff
volumes, generally by a factor of 2 to 3
(Chapter 5.3.1.3).

In general, the results of WASA applications em-
phasize that for practical model applications which
rely in many studies on interpolated rainfall input data
at a daily scale, rainfall characteristics not only in
terms of spatial patterns but also with regard to sub-
scale temporal characteristics as a function of the
modelling timestep and interpolation effects are essen-
tial for an adequate representation of the hydrological
response of semi-arid environments.

Scaling approaches

According to the simulation results, the concept in
WASA to reduce the soil hydraulic conductivity in the
infiltration routine by a scaling factor proves to be an
efficient, yet simple, way to compensate for the bias
in runoff generation caused by too low rainfall input
intensities and can be seen as a first reasonable ap-
proximation (Chapter 5.2.1, Chapter 5.3.1.1). This
also applies to the application of the scaling factor for
interception evaporation by a reduction of the inter-
ception storage capacity. Being derived from the ratio
of mean rainfall intensities in the model input data to
the mean intensities of the original station data and
data with high temporal resolution, the scaling factor
is physically meaningful and can respect spatial varia-
tions in these rainfall time series characteristics. On
the other hand, a limitation of the approach is its sim-
plicity of taking into consideration only one mean
characteristic of the rainfall time series, which may
capture the scaling of intensities in a limited way only.
Similarly, it does not address a changed spatial struc-
ture of the rainfall time series due to interpolation
with regard to the sequence of wet and dry time inter-
vals. Additionally, the approach is limited because in
its current form it does not respect variations in the
scaling relationship between years, seasons or days.
For climate scenario calculations, possible changes in
the sub-scale (sub-daily) temporal rainfall distribution
including extremes (if given in the scenario) can thus
not be respected in their hydrological impact.

More comprehensive concepts include the spatio-
temporal simulation of rainfall input data sets and the
use of temporal disaggregation methods. A first at-
tempt by adding a stochastic component to interpolat-
ed rainfall data resulted in only small improvements
(Chapter 5.3.1.1). The adaptation of a disaggregation
model to the rainfall characteristics of the study area
and its exemplary application for a version of WASA

with higher (hourly) temporal resolution to a small
area gives good results in terms of various rainfall
characteristics at the small temporal scale
(Chapter 5.1) as well as in terms of runoff simulations
(Chapter 5.2.1) and may serve for future model exten-
sions (Chapter 6.2).

Finally, it should be pointed out that the model
timestep is sensitive on runoff generation not only
with regard to precipitation effects, but also with re-
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gard to evapotranspiration modelling. The separate
quantification of a day and night component of eva-
potranspiration can be considered to be an efficient
way to overcome the underestimation of evapotranspi-
ration when using mean daily climate values
(Fig. 5.3.2.3).

6.1.4 Model performance and
uncertainty

Application of an uncalibrated model

Model validation at different spatial scales (0.7km2 -
50000km2) (Chapter 5.2, Chapter 5.4.3) proves that
the uncalibrated model WASA is generally well able to
represent the hydrological behaviour of the semi-arid
study area in terms of discharge and reservoir storage.
This includes also the large intra- and interannual var-
iabilities which are key characteristics for the assess-
ment of long-term water availability. Model
performance, however, varies considerably between
the validation points. From the set of validation re-
sults, model uncertainty in terms of mean annual dis-
charge for ungauged locations can be estimated to be
about ±20%, with a maximum deviation of about
±50%. Performance tends to increase with increasing
basin area, as deviations at smaller scales balance out
to some extent when aggregated into large basins. The
applicability of the uncalibrated model is clearly limit-
ed in the case of sub-basins with important baseflow
contributions from deep groundwater bodies. 

Deviations of model results relative to the observa-
tions in the historical period may be considered to be
large when compared to model performances in humid
environments. However, one has to take into account
that runoff is usually only a small fraction of precipi-
tation in semi-arid areas. Thus, small absolute devia-
tions are often large in relative terms. Additionally,
the deviations found here can be seen to be a reasona-
ble concession to the ability of the model to run in an
uncalibrated mode. Just the large model sensitivity to
rainfall input in various respects (Chapter 6.1.3), for
instance, points out that model calibration, although
possibly leading to better values of model perform-
ance, does not at all mean that model reliability, e.g.
for scenario simulation results, is larger in that case.
In contrary, such uncertainties in model input or mod-
el structure (the large but uncertain influence of reser-
voirs and water use on discharge shown in
Chapter 5.4.2 is another important example) will prob-
ably lead to model calibration at the wrong place and,
thus, degrade the prognostic capacity of the model to
give a process-adequate representation of environmen-
tal change impact. Nevertheless, for model applica-
tions to individual sub-basins, the model should be
adjusted to their specific characteristics if additional
information is available. Beside of an adequate repre-
sentation of the spatial and temporal rainfall character-
istics (Chapter 6.1.3), the sensitivity analysis shows
that the main focus during a calibration procedure
should generally be laid on the highly sensitive soil
parameters (Chapter 5.3.3). If no other validation vari-
ables than river discharge are available, the compari-
son of simulations and observations separately for dry
and wet years may help towards a process-related ad-
justment of parameters with a varying sensitivity due
to the predominance of different processes under dry
and wet conditions (Chapter 5.3.3.1, see also below).

Factors of model uncertainty

Uncertainty of the simulation results is generally high,
partly due to uncertainties in the model structure to
represent adequately the most important hydrological
processes. The small-scale model validation (Fig. 5.2)
is a valuable way to enhance the confidence in model
performance with regard to runoff generation. Never-
theless, large uncertainties remain due to the lack of a
broader range of validation data (see also Fig. 6.2).
Furthermore, uncertainties of model input data and pa-
rameters are of particular relevance in the study area
with generally low data availability. Some important
aspects as a consequence of parameter uncertainty are
the following:

• Model validation for a small basin (roughly corre-
sponding in size to two grid cells of the large-scale
model, ~200km2) reveals that the uncertainty of the
large-scale model to reproduce the hydrological re-
sponse at such a small scale is much more depend-
end on deviations of the large-scale rainfall data in
volume and time-series characterstics from the lo-
cal data than on uncertainties of the large-scale
available terrain, soil and vegetation data in repre-
senting the local characteristics (Chapter 5.2.2).

• Uncertainty of model results in terms of runoff at
the scale of sub-basins due to uncertain parameter
values is estimated to be largest for soil parameters
given at the profile scale according to the simula-
tion results (Chapter 5.3.3). As an average value for
all sub-basins, the effect may amount to ±40% of
mean annual runoff for the most sensitive parame-
ters (soil hydraulic conductivity, porosity, content
of coarse fragments), but the effect can be even
higher for individual sub-basins with specific char-
acteristics. Less sensitive are slope and bedrock pa-
rameters (< ±15%) and vegetation parameters, of
which in turn root depth and stomata resistance are
comparatively more sensitive (about ±20%). How-
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ever, it should be noted that for semi-arid areas,
due to the in general low percentage of runoff on
rainfall as compared to evapotranspiration, small
changes in evapotranspiration cause, in relative
terms, considerably larger changes in runoff.

• The parameter sensitivity of WASA, and thus model
uncertainty, with regard to plant-available soil
moisture is in general lower in relative terms than
that for runoff. The most sensitive parameters are
water retention characteristics of the profile which
directly define the available soil moisture, i.e., soil
porosity and soil moisture content at the wilting
point (Chapter 5.3.3). 

• Model parameter sensitivity with regard to runoff
simulations usually differs between wet and dry
years (Chapter 5.3.3). For changes in soil parame-
ters, the model reacts markedly more sensitive in
relative terms in dry as compared to wet years,
whereas for bedrock and vegetation parameters the
sensitivity is larger in wet years, with higher soil
moisture, percolation reaching the bedrock and
higher transpiration rates. This directly affects the
reliability of scenario simulation results, as the un-
certainty of individual parameters is of different
relevance for scenarios with increasing or decreas-
ing precipitation trends, respectively.

Results and reliability of scenario simulations

Concerning the uncertainty of the scenario simulation
results, in addition to the uncertainties as discussed
above, one can argue that additional uncertainty is in
parts limited due to the fact that the climatic condi-
tions of the scenario period will most probably not be
outside of the range of those already found in the his-
torical period due its large climate variability. This ap-
plies, e.g., for annual precipitation. For these
conditions the reliability of the model has been con-
firmed by model validation. Nevertheless, additional
factors remain which may cause a reaction of the sys-
tem which is beyond those captured by the model,
e.g., increase of atmospheric CO2. These increase un-
certainty of the scenario results. In any case, uncer-
tainty of the underlying climate scenarios based on
global climate models can be considered to be the
most important factor. Trends of annual precipitation
at the scale of the entire study area until 2050 are -
26% and +11% for the two available scenarios, re-
spectively. Related changes in runoff are larger by a
factor of 2 to 3, highlighting the strong non-linear re-
sponse of semi-arid environments to rainfall changes.
The expected change of future runoff for the two sce-
narios is accordingly in the large range of -56% to
+33%, respectively (Chapter 5.5.2). Changes in both
orders of magnitude of opposite direction should be
considered to be plausible for the study area in view
of the given information from global climate models.

Uncertainties of the spatial pattern of future water
availability are additionally enhanced by the discrep-
ancies (up to 40%) in the spatial pattern of mean an-
nual precipitation between the optimum data set, using
the maximum of available station data, and the data
set derived from a smaller number of rainfall stations
on which also the scenarios are based
(Chapter 2.1.6.2, Chapter 5.3.1.3).

The vulnerability of the study area, expressed by
water scarcity in consequence of climate variability al-
ready for present-day conditions, will even increase
for the climate scenario with a decreasing precipita-
tion trend considered here. The simulation results indi-
cate that future changes in river discharge tend to be
larger (1) in sub-basins with basically lower runoff
volumes in absolute values, (2) in sub-basins with a
larger importance of lateral redistribution effects, and
(3) in sub-basins with a larger reservoir storage capac-
ity. Furthermore, in the case of the scenario with a de-
creasing precipitation trend, an increase of surface
water availability provided by the construction of new
reservoirs is increasingly less effective, relative to the
storage capacity of the new dams, the lower the annu-
al rainfall volumes are and the larger the increase of
storage capacity is in absolute values (Chapter 5.5.2).
This points to a tendency towards a state of saturation
with regard to surface reservoirs in the water resourc-
es system in Ceará, where within a dense network of
reservoirs the benefit of additional ones can be con-
strained due to the limiting interaction between them.
However, stronger integrated scenario calculations of
which the hydrological model developed here is one
part, including, e.g., the dynamic representation of wa-
ter use and water management aspects, are required to
support such conclusions on their way to support re-
gional planning for the development of adaptation
strategies (Chapter 6.2).
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6.2 Perspectives
Model validation

Extended possibilities of model validation are an es-
sential prerequisite for future improvements of the hy-
drological model developed in this study. Multi-
criterial validation methods, including several valida-
tion variables at various scales, are required to assess
model performance more specifically for individual
processes, to realize adequate modifications of process
formulations and, in this way, to enhance the overall
model reliability. This applies in particular for the
newly developed model components. For the new spa-
tial concept of WASA with lateral redistribution of wa-
ter fluxes, soil moisture data at the hillslope scale and
at the larger basin scale are required to evaluate the
appropriateness of the concept to represent the essen-
tials of the spatial soil moisture patterns. Additionally,
further simultaneous runoff measurements ranging
from the plot to the basin scale, including tracer meth-
ods for separation of different runoff components,
may help to identify more precisely the way of lateral
interaction among adjacent spatial units and how to
include them efficiently into the large-scale model in
extension of the simple approach used so far. An im-
portant model component to be added are transmission
losses by infiltration in the main river network at
scales larger than the landscape units.

Model transfer

The multi-scale spatial concept developed here could
also be applied in even larger-scale models, e.g., as
sub-grid land surface parameterization in climate
models to capture the possible feedbacks of the state
of the land surface on the atmosphere. In this respect,
testing the approach with even coarser terrain, soil and
vegetation data may lead to a closer view of which are
the critical landscape features to be indispensably rep-
resented in the model. This will be a step towards the
generalization and transferability of the approach. The
applicability of existing continental-scale data bases
which follow the SOTER structure (see FAO (2001) and
ISRIC (1999) for examples), which is also the basis of
the spatial structure in this model, is to be tested with
regard to the coupling with a climate model. Never-
theless, a main restriction for the transfer of the cur-
rent spatial approach to other study areas may be the
lack of combined soil and terrain data, i.e., informa-
tion that allows to delineate landscape units and to
distribute soil and land cover information among the
units of different topographic position in WASA. For
some areas, detailed maps may allow to derive such
relationships. Generally, to support the modelling ap-
proach, further data bases as in this study respecting
the standardized SOTER structure have to be built in
interdisciplinary work with soil scientists and extend-
ed for the hydrological application.

For applications to more humid environments with
a larger importance of lateral subsurface flow process-
es (including, e.g., piston-type flow, preferential flow
at the hillslope scale), extensions may be required in
the concept of subsurface lateral redistribution, as the
simple DARCY-type approach used in WASA might not
be sufficient in that case. Similarly, groundwater flow
at the regional scale should be included. The existing
concept based on landscape units (which are defined
also by their geological properties) may serve as a rea-
sonable basis in this respect by extending their func-
tion as source areas or receiving areas for large-scale
groundwater fluxes. 

Erosion modelling

A further model extension, of particular relevance for
integrated impact assessment in semi-arid areas, is the
incorporation of a module for erosion modelling. Its
importance exists not only with regard to the assess-
ment of terrain resources, e.g., for agricultural use, but
also directly with regard to the assessment of water re-
sources by changing runoff generation in line with
changing characteristics of the erosion surfaces and
with regard to the reduction of storage capacity in res-
ervoirs due to subsequent sedimentation of the reser-
voir volume. With erosion assessment being one basic
idea behind the type of data base structure defined in
the SOTER concept, the model WASA has the potential
to efficiently include an erosion module within its ex-
isting spatial structure.

Rainfall data

In view of the results of this study, a focus in any fur-
ther model application should be given to the rainfall
input data, an aspect to which generally too less atten-
tion is paid in many hydrological modelling studies.
Extended methods for the assimilation of model input
data are required, on the one hand, with regard to the
spatial interpolation of station data, respecting more
detailed information on different rainfall zones with
respectively different spatial correlation patterns and
different relations between precipitation amounts and
altitude (see, e.g., UVO & BERNDTSSON, 1996). On the
other hand, methods are to be further developed to
capture appropriately the spatial and temporal varia-
bility of precipitation also at smaller scales, i.e., by
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spatio-temporal simulation of rainfall and/or disaggre-
gation approaches, and by scaling approaches within
the hydrological model to compensate for the remain-
ing scale mismatch between the spatial and temporal
resolution of the model and the real rainfall character-
istics being relevant for the hydrological response.
Particularly in view of low rainfall data availability, it
has to be tested which of two possible approaches is
more appropriate, i.e., perform spatial rainfall interpo-
lation at large time scales where spatial correlation is
more obvious (e.g., for 10-day periods) and apply sub-
sequently a disaggregation scheme to higher resolu-
tions, or do interpolation at a small time scale (daily)
and add a stochastic component afterwards to com-
pensate for the loss in variance. For the sub-daily
scale, a promising approach is to include a temporal
rainfall disaggregation scheme dynamically into the
hydrological model, like the cascade scheme tested
here, allowing for a internally smaller simulation
timestep at least for infiltration modelling. In this re-
spect, the relevance of diurnal precipitation patterns
for the type of model application should be tested and
the disaggregation scheme adapted accordingly.

Scenarios and uncertainty assessment

Important factors to be respected in integrated scenar-
io simulations of future water availability are land
cover / land use changes as well as dynamic water
management aspects, like operation rules of reservoirs
in dependence on water availability and water de-
mand, or withdrawal water use as a function of water
availability. In this respect, decision rules for water al-
location, as negotiated among water user groups with-
in recently established basin committees in the study
area, for instance (CAMPOS & STUDART, 2000), are to
be respected. In general for the interpretation of sce-
nario results, a more comprehensive uncertainty analy-
sis is required which in extension to the single factor
analysis done here allows to give bounds of uncertain-
ty resulting from the combination of several sources
of uncertainty. 
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Appendix
Appendix 
 
Table A.1 Characteristics of  gauging stations with available discharge data in Ceará (location see numbers in Fig. 2.3);
(A1: Basin area according to CEARÁ (1992), A2: Basin area as derived from DTM and maps and as shown in Fig. 2.3; A3:
Basin area according to upstream municipalites, n: number of complete years with data in the period 1960-98).

Number Name River A1 (km2) A2 (km2) A3 (km2) n Period

1 Arneiroz Jaguaribe 6036 5730 4880 14 60-61, 65-71, 76-80

2 Carius Carius 5327 6493 - 10 84, 87-90, 92-96

3 Iguatu Jaguaribe 19250 20615 20446 31 60-63, 67-82, 84-93, 96

4 Podimirim Rch. dos Porcos 3612 3639 3746 17 78-79, 82-96

5 Sitio Lapinha Salgado 1903 1875 2335 12 85-96

6 Lavras da Mangabeira Salgado 8804 8521 - 10 82, 88-96

7 Icó Salgado 11891 11794 9449 30 60-62, 64-77, 79, 82-92, 96

8 Senador Pompeu Banabuiú 4843 4183 5007 22 60-61, 74-92, 95

9 Quixeramobim Quixeramobim 7688 6979 - 13 82-86, 88-93, 95-96

10 Morada Nova Banabuiú 18271 17558 17492 30 62-63, 65-72, 75-80, 82-96

11 Jaguaribe Jaguaribe 38572 39415 38482 13 82-84, 87-96

12 Peixe Gordo Jaguaribe 47308 48111 50330 21 62-82

13 Cristais Pirangi 2037 1858 - 26 70-92, 94-97

14 Chorozinho Choro 3726 4309 3019 10 82-83, 86-93

15 Umarituba Nova São Gonçalo 440 407 - 11 85-92, 95-97

16 São Luis Curu 7330 6190 7370 28 68-93, 95, 97

17 Amontada Aracatiaçu 2790 2773 - 26 71-92, 94-97

18 Granja Coreaú 3786 3308 - 11 82-92

19 Cajazeiras Acaraú 1530 2003 - 31 63-77, 80, 82-91, 93-97

20 Groeiras Groeiras 2698 2740 - 28 69-82, 84-97

21 Ararius Jaibaras 561 682 - 8 85, 88-94

22 Sobral Acaraú 11210 11261 - 7 60-61, 82-83, 85, 87-88

23 Croatá Macambira 1050 905 534 15 63, 65-75, 87, 89-90
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Table A.2 Parameters of large reservoirs in Ceará (storage capacity >50·106m3) with explicit representation in WASA.
(Nbr: For reservoirs with observation data, reservoir number in Fig. 2.6. Year: year of inauguration (u.c.: under construc-
tion). n: number of complete years with data in the period 1960-1998. A1: Catchment area according to CEARÁ (1992) or
ARAúJO (2000). A2: Catchment area in WASA as derived from DTM and maps and as shown in Fig. 2.6. For explanations
of other variabies, see Chapter 4.2.7.)

Nbr Name of reservoir Location
(Municipality)

Year n Q90 A1 A2

- 106m3 m s-1 - 106m3 106m3 km2 km2 - -

1 Acara Mirim Massapê 1907 34 52 0.9 0.9 20.1 9.5 460 639 76.22 0.59

- Angicos Coreaú ? 0 56 0.7 0.9 0.0 0.0 - 313 74.95 0.70

2 Araras Varjota 1958 28 891 9.0 0.8 170.4 17.5 3520 3265 102.98 0.63

- Atalho Brejo Santo 1991 0 108 0.6 0.9 0.0 0.0 2064 1586 82.39 0.53

3 Ayres de Sousa Sobral 1936 31 104 2.1 0.9 32.9 9.0 1100 1213 85.60 0.57

4 Banabuiú Banabuiú 1966 20 1800 12.9 0.8 243.6 12.0 13500 13727 7.76 0.97

- Barra Velha Independencia u.c. 0 100 0.5 0.9 0.0 0.0 - 735 68.02 0.74

- Canoas Assaré u.c. 0 69 0.2 0.9 0.0 0.0 - 1027 22.06 0.62

- Carnaubal Crateús ? 0 88 0.7 0.9 0.0 0.0 2061 2449 74.95 0.70

- Castanhão Alto Santo u.c. 0 4451 21.8 0.9 0.0 0.0 - 44704 74.95 0.70

- Castro Itapiúna ? 0 64 0.6 0.9 0.0 0.0 360 390 40.27 0.74

5 Caxitoré Pentecoste 1962 20 202 2.3 0.9 51.3 7.5 1450 1150 190.33 0.60

6 Cedro Quixadá 1906 31 126 0.5 0.9 10.2 1.0 224 222 0.09 0.90

- Cipoada Morada Nova 1800 0 86 0.2 0.9 0.0 0.0 356 565 74.95 0.70

7 Edson Queiroz Santa Quitéria 1987 8 251 0.2 0.8 38.0 6.0 1765 1837 88.97 0.63

- Favelas Tauá 1988 0 30 0.3 0.9 0.0 0.0 678 640 74.95 0.70

- Flor do Campo Novo Oriente u.c. 0 111 1.0 0.9 0.0 0.0 - 475 98.51 0.62

- Fogareiro Quixeramobim 1996 0 119 0.8 0.9 0.0 0.0 - 4871 63.70 0.70

8 Forquilha Forquilha 1921 17 50 0.3 0.9 17.5 8.0 176 203 80.41 0.62

- Frios Umirim 1989 0 33 0.6 0.9 7.2 0.9 240 301 74.95 0.70

Gangorra Granja 1995 0 63 0.5 0.9 0.0 0.0 - 153 100.53 0.56

9 General Sampaio General Sampaio 1935 33 322 3.2 0.8 63.4 8.5 1720 1702 57.81 0.70

- Jaburu  I Tianguá ? 0 210 5.0 0.9 29.1 0.0 - 902 74.95 0.70

- Jaburu  II Independência ? 0 128 0.6 0.9 17.1 0.0 - 659 74.95 0.70

10 Lima Campos Icó 1932 24 64 0.5 0.9 6.1 2.5 340 486 99.09 1.00

11 Orós Orós 1961 18 1956 20.4 0.8 656.7 30.0 25000 24597 52.22 0.78

12 Pacajus Pacajus ? 6 240 2.8 0.8 0.0 0.0 - 4636 74.95 0.70

13 Pacoti Horizonte ? 6 380 2.9 0.8 0.0 0.0 1110 1110 74.95 0.70

14 Patu Senador Pompeu 1987 10 72 0.7 0.9 12.4 3.4 1016 1061 44.47 0.70

15 Pedras Brancas Banabuiú 1978 20 434 3.2 0.8 68.0 12.8 1787 2092 49.83 0.82

16 Pereira de Miranda Pentecoste 1965 27 396 4.3 0.8 93.9 18.5 2840 3022 141.76 0.63

17 Poço da Pedra Campos Sales 1958 17 50 0.5 0.9 8.7 2.3 800 970 60.40 0.66

18 Poço do Barro Morada Nova 1956 22 52 0.6 0.9 7.4 1.0 356 536 72.39 0.68

19 Pompeu Sobrinho Quixadá/Choro 1934 14 143 0.1 0.9 63.6 16.0 322 413 80.43 0.65

20 Quixeramobim Quixeramobim 1960 21 54 1.8 0.9 11.0 0.5 8300 6979 62.89 0.72

21 Riacho do Sangue Solonópole 1918 24 61 0.6 0.9 21.7 5.0 1209 1487 53.47 0.70

- Serafim Dias Mombaça 1985 0 43 8.1 0.9 3.0 0.4 1533 1060 74.95 0.70

- Sitios Novos Caucaia u.c. 0 123 1.1 0.9 0.0 0.0 - 508 187.04 0.62

- Trussu Iguatu 1996 0 261 1.6 0.9 0.0 0.0 - 1189 74.56 0.63

- Tucunduba Senador Sá 1919 0 40 1.3 0.9 30.0 16.0 335 443 74.95 0.70

22 Várzea do Boi Tauá 1954 16 52 0.2 0.9 5.9 1.2 1209 1401 29.35 0.91

Vmax fQ Val Vmin cLR dLR
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Fig. A.1 Landscape units in Ceará (based on JACOMINE ET AL., 1973). (The same colour may be attributed to different
landscape units in the figure, blue: rivers and reservoirs).
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Fig. A.2 Spatial pattern of natural vegetation in Ceará (reclassification based on MDME (1981A,B)), see also Chapter
2.1.6.1, Chapter 4.3.1 and Table 4.3)
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Fig. A.3 Spatial pattern of mean annual precipitation, period 1960-1998, for the State of Ceará, according to different
rainfall data sets used in this study (see Chapter 2.1.6.2 for details).
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