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Abstract

Economic sectors react strategically to climate policy, aiming at a re-distribution
of rents. Established analysis suggests a Pigouvian emission tax as efficient in-
strument, but also recommends factor input or output taxes under specific condi-
tions. However, existing studies leave it open whether output taxes, input taxes
or input rationing perform better, and at best only touch their distributional con-
sequences. When emissions correspond to extracted ressources, it is questionable
whether taxes are effective at all.

We determine the effectiveness, efficiency and functional income distribution

for these instruments in the energy and resource sector, based on a game theoretic

growth model with explicit factor markets and policy instruments. Market equi-

librium depends on a government that acts as a Stackelberg leader with a climate

protection goal. We find that resource taxes and cumulative resource quantity

rationing achieve this objective efficiently. Energy taxation is only second best.

Mitigation generates a substantial “climate rent” in the resource sector that can

be converted to transfer incomes by taxes.

1. Introduction

Climate protection, being a global public good, entails market failure
and incentives for free-riding behaviour. The resulting divergence of market
and Pareto optimum justifies government intervention, the most prominent
being Pigouvian taxes (Pigou, 1932) or markets for emission rights that ra-
tion pollution quantities (Dales, 1968). There has been a long discussion
about the relative performance of price instruments like taxes and quantity
instruments like emission trading schemes. In his seminal paper, Weitzman
(1974) analyzed both under uncertainty with respect to damages and costs.
He showed that price instruments are superior to quantity instruments if the
marginal cost curve is steeper than the marginal damage curve. For climate
change as a stock-pollutant problem the original static approach was modi-
fied and the Weitzman criteria were confirmed for specific parameterizations
(e.g. Hoel and Karp, 2001; Newell and Pizer, 2003). A further asymmetry
involves monitoring and transaction costs. When they are substantial, in-
put or output taxes may be better than emission taxes (e.g. Stavins, 1995;
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Schmutzler and Goulder, 1997; Vatn, 1998). In our context, input taxes re-
fer to fossil resource as factor in the energy sector, while ouput taxes refer
to energy production. Other work considers additional issues as imperfect
competition (Sugeta and Matsumoto, 2007), unemployment (Hoel, 1998) and
environmental taxation in a second-best setting with government consump-
tion (Sandmo, 1975; Cremer and Gahvari, 2001).

Another argument questions the effectiveness of a Pigou tax when—as in
the case of climate protection—the supply-side dynamics of fossil resource ex-
traction is considered (cf. Farzin, 1996; Sinn, 2008). Meinshausen et al. (2009)
highlights that reaching a climate protection target within the 21st century
mainly depends on the amount of cumulative emissions until 2050, while the
timing of these emissions is of minor importance. Since carbon emissions are
proportional to fossil resource use for thermal power generation by the law
of mass conservation, limiting the amount of cumulated emissions is equiva-
lent to limiting the cumulated extraction of fossil resources. However, basic
results from resource economics show that non-renewable resources are com-
pletely extracted in a competitive economy. If this argument carries over
to the regulated context, it has to be expected that cumulative emissions
cannot be reduced, whatever tax path is chosen.

Integrated assessment models of climate change consider damages from
climate change and thus determine the optimal mix between mitigation costs
and damage (e.g. Nordhaus and Boyer, 2000; Hope, 2006), or set an upper
temperature limit for global warming, called a mitigation goal, and deter-
mine cost-effective strategies to achieve this objective (e.g. Edenhofer et al.,
2005). These approaches have in common that they take a social planner
perspective that chooses an overall development path to optimize a social
welfare function. They are capable of considering very detailed technological
options, but mostly neglect strategic interactions, e.g. between government
and economic sectors. Understanding the strategic incentives for these actors
is yet crucial for evaluating the feasibility and efficiency of policy instruments.
This would require to determine prices and distributional effects, being, in
general, not possible with a social planner model. Optimal taxes can only be
derived in the first-best setting without any markt failures.

The above literature leaves it open which instrument in the direct compar-
ison of output taxation, input taxation and quantitiy rationing in presence
of an externality should be preferred based on effectiveness and efficiency
grounds. Moreover, most of the models that do not consider the supply-side
are static, the effects of the different instruments on income distribution are
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mostly neglected, and second-best instruments cannot be assessed.
In this paper we develop a flexible integrated policy assessment model.

It is used to compare different dynamic price and quantity instruments by
their efficiency and functional income distribution. The papers’ objective is
to demonstrate the general feasibility of the chosen approach, and therefore
does not present an empirically calibrated model. It nevertheless shows the
possibility of some crucial effects, and it is possible to prove the core results
analytically. The model is a multi player differential game of economic sec-
tors (in particular the resource sector), households and government, based
on an endogenous growth model of a closed economy. As Stackelber leader,
government strives for optimizing household welfare under a mitigation goal,
coming as a constraint on cumulated fossil resource extraction over the plan-
ning interval. For that purpose it can impose taxes or subsidies on energy
or on resource prices and it can limit the amount of resources utilized by the
economy (quantity rationing). The government first sets the resource use
limit or the time paths of taxes, and the different sectors then play a market
game resulting in general equilibrium quantities and prices.

We find that both a pure tax on fossil resources and quantity rationing
achieve optimal emission reductions in the game equlibrium. In contrast, an
energy tax is not efficient. The resource tax and quantity rationing generate
a scarcity rent. In the former case this leads to substantial transfer incomes.
In the latter, transfer incomes vanish and the rent is paid as additional profits
from the resource sector.

We begin the following section with a description of the economic and
strategic model structure. Based on that we provide a set of numerical ex-
periments to assess the policy instruments and their robustness to some pa-
rameter variations. The main results are shown analytically in the Appendix.
We conclude by reflecting on these results and the modelling approach in the
context of the current debate on climate policy.

2. The model

In this section we introduce the sectorally disaggregated intertemporal
model to assess input, output and quantity instruments. We first present the
basic structure in a social planner context, that will later serve as a bench-
mark. Subsequently, we resolve market interactions and government strate-
gies within a differential Stackelberg game. We only present the essential
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Figure 1: Game structure.

equations here, while the complete model specification is given in Appendix
A, and proofs of basic analytical properties are presented in Appendix B.

The model represents households with aggregate consumption C and in-
vestment I, both taken from output Q in the production sector. This sector
employs capital kQ, labour L and energy E with a neoclassical technology.
Energy is produced in the energy sector with capital kE and fossil fuel R as
input and a neoclassical production function as well. Finally, fossil fuel is
extracted from limited stocks s by the resource sector, that employs capital
kR (see Fig. 1 for an overview). Here and in the following, the subscripts
Q, E and R indicate the final commodity, energy, and fossil resource sector,
respectively. We consider the mitigation goal as an upper limit for cumu-
lated resource extraction. From the formal perspective, this is an equivalent
model specification, since cumulated carbon emissions are proportional to
cumulated fossil resource use.

2.1. Social planner

The social planner selects labour, consumption, extraction and invest-
ment to maximize intertemporal welfare

JH =

∫

∞

0

u(C,L)e−ρtdt, (1)

with time preference rate ρ and a strictly concave current utility function
u(C,L) that is increasing in consumption C and decreasing in labour L, all
being standard assumptions. The aggregate capital stock k = kQ + kE + kR

changes with investment I and depreciates at rate δ,

k̇ = I − δk. (2)
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Consumption and investment is provided from production Q = C + I.
Fossil fuel is extracted from a limited set of deposits with initial stock

s0 > 0 according to

ṡ = −R = −h(kR, s), (3)

with a production function h that is linear in kR, and increasing in the re-
source stock s. This is an equivalent formulation to a usual cost model, where
extraction costs depend to the remaining resources. In our specification, cap-
ital productivity falls with the decreasing resource stock. We introduce the
mitigation goal as a constraint on cumulated resource use

s ≥ s. (4)

In this formulation, s represents the part of the resource stock that should
not be extracted. If there is no climate policy, we simply set s = 0, i.e. any
amount of total resource extraction complies with constraint (4).

The social planner’s problem can be solved with Pontryagin’s maximum
principle. From the costate equations a modified Ramsey rule can be derived.
The current value Hamiltonian is

H = u(f̃(kQ, kE, kR, L, s) − I, L)

+ λQ(IP − δkQ) + λE(IE − δkE) + λR(IR − δkR) − λsh(kR, s), (5)

with λs as shadow price of fossil resources. This formulation considers decom-
posed investment I = IQ + IE + IR and the aggregated production function

f̃(kQ, kE, kR, L, s) := f(kQ, L, g(kE, h(kR, s))), (6)

where output Q is produced with technology f(kQ, L, E), and energy E with
g(kE, R). First order conditions yield identical shadow prices for all capital
types, in the following denoted by λk := λQ ≡ λE ≡ λR, and consumption
and labour is determined by

u′

C = λk, u′

L = −λkf̃
′

L. (7)

Here and in the following, f ′

x, f
′′

x denote partial derivatives of a function f
with respect to its argument x. The transversality condition for the resource
stock is lim e−ρtλs(s − s) = 0. The costate equations yield

λ̂s = ρ + h′

s −
λk

λs

f̃ ′

s, (8)
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(with hats x̂ := ẋ
x

denoting change rates), and—by equalizing the shadow
prices—the modified Ramsey rule

f̃ ′

kQ
= f̃ ′

kE
= f̃ ′

kR
−

λs

λk

h′

kR
= ρ + δ + ηĈ, (9)

where the last equation follows by substituting Eq. (7) and its derivative
with respect to time in the costate equations and defining the elasticity of

the marginal utility of consumption η := −
u′′

C

u′

C

C. As expected, the marginal

utility of consumption equals the value of capital. Marginal disutility of
labour is balanced with its marginal productivity. On the optimal path,
the capital stocks kQ, kE have identical marginal productivities, while the
marginal productivity of kR has to be corrected by the influence of increasing
extraction costs and the resource scarcity due to the mitigation goal. This
determines the optimal growth rate of consumption.

2.2. The Stackelberg game

We now introduce markets, prices, taxes, and the government as addi-
tional actor. The government (as Stackelberg leader) sets taxes or a quan-
tity constraint, while individual economic agents like firms and households
(as Stackelberg followers) are assumed to be price takers in a competetive
economy and take government decisions as given. Hence, the remainder
of the economy determines equilibrium prices and quantities as reaction to
the policy path under the assumption that the government cannot be in-
duced to modify its decision. Though sometimes not labeled explicitly, this
is a common approach to model the game between regulator and economy
in public finance and monetary policy analysis (e.g. Kydland and Prescott,
1977; Calvo, 1978; Lucas and Stokey, 1983; Chamley, 1986). Nevertheless,
Stackelberg games have rarely been applied to complex and dynamic environ-
mental regulation problems (see Batabyal, 1996a,b, for an exception). This
is, of course, a specific and idealized structural modeling assumption, that
assumes government to be very powerful. In different settings, other game
theoretic assumptions might be adequate.

Households are assumed to dispose of capital k and labour L intertem-
porally. Capital generates an interest rate r. Labor is compensated at the
wage rate w. Therefore, households make decisions subject to the budget
constraint

C = wL + rk + Γ − I + π, (10)
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where Γ represents lump-sum transfer incomes or payments to or from the
government, and total profits from firms π = πQ+πE+πR augment the house-
holds budget. Although households own the entire economy, they delegate
the administration of firms to managers who maximize firms’ pay-off. Hence,
households cannot influence the production decisions of firms directly—they
only provide labor and capital at market prices and recieve profits and rents.
Beeing price takers, the households maximize welfare Eq. (1) (assumed to be
identical with that of the social planner) for given paths for w, r, π and Γ,
depending on government policies.

Households’ decision problem can be solved by Pontryagin’s maximum
principle (see Appendix B), yielding i.a. the following modified Ramsey rule

r − δ = ρ + ηĈ, (11)

where η denotes the elasticity of the marginal utility of consumption, and Ĉ
the growth rate of consumption.

Production firms select the inputs capital kQ, labour L and energy E to
maximize profits as price taker with respect to given factor prices r, w, p̄E,
the latter denoting the net market prices for energy after taxation (energy is
taxed on the demand side). This yields the standard results that marginal
factor productivities equal marginal (net) factor prices.

Similarily, the energy sector selects capital kE and fossil resources R to
maximize profits for a given net resource price p̄R and gross energy price pE,
such that marginal factor productivities equal marginal (net) factor prices as
well.

The resource sector faces an intertemporal decision due to a limited re-
source stock s. It takes the gross resource price pR as given and determines
the input kR to maximize

JR =

∫

∞

0

πR(t)e
R t

0
(−r(ξ)+δ)dξdt, (12)

with
πR = pRh(kR, s) − rkR, (13)

being the profits at time t. Solving this problem (see Appendix B) leads to
a modified Hotelling rule

r − δ =
ṗR −

ṙ
h′

kR

pR −
r

h′

kR

. (14)
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The equation simplifies to the original formulation (Hotelling, 1931) when
extraction costs vanish (i.e. when we discard the term rkR in Eq. 13).

To consider quantity rationing for the resource sector as policy instru-
ment, we introduce the parameter sc, defining the constraint

s ≥ sc, (15)

for the resource sector. A minimal amount of the resource that should not be
extracted is imposed on the resource sector by setting sc = s > 0. If sc = 0,
the resource sector can extract the entire resource stock if it is profitable.
Quantity rationing is anticipated by the resource sector and requires the
transversality condition

0 = lim
t→∞

λR(s − sc)e
R t

0
(−r+δ)dξ, (16)

where λR is the shadow price of the resource (see Appendix B). This means
the announcement of a credible regulation by government to forbid any ex-
traction below sc. This may be achieved by a volume of pollution certificates
that is determined by international agreements. It should be noted that the
model in its current version implies that such certificates are given to the
extraction sector for free.

Together with the initial resource stock s0, a given set of tax paths and
given quantity rationing sc, the above conditions completely determine the
joint intertemporal market response of all economic sectors.

Government as Stackelberg leader sets these parameters to optimize its
objective functional subject to the mitigation goal. The following options are
at the government’s disposal. Price instruments are represented by charging
ad-valorem taxes τE, τR on energy and resource prices, such that p̄E = pE(1+
τE), and p̄R = pR(1 + τR). Quantity rationing is implemented by selecting
sc > 0. The mitigation goal s is formulated as constraint Eq. (4). Under
these conditions, the government seeks to maximize the same objective as
housholds Eq. (1), subject to a balanced government budget

−Γ = τEpEE + τRpRR. (17)

The Stackelberg leader takes into account the budget constraints, equations
of motion, production technology and implicit reaction functions of the fol-
lowers. Together with the above reactions of the followers, this completely
determines the Stackelberg equilibrium.
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The model contains all ingredients that are necessary for the policy ques-
tions laid out in the introduction. There are sperate markets for Q, E and
R to represent both energy and resource taxes. Resource extraction is for-
mulated as an intertemporal decision to consider the supply-side of carbon.
All prices are explicitly modeled to consider strategic interactions, to keep
analysis open to second-best results, and to decompose household budgets to
labour, capital, rent and transfer incomes. The latter is crucial for determin-
ing distributional effects. Completely solving the game analytically would
distract attention due to its complexity. There are, however, some strong re-
sults that can be derived analytically. Those that are needed for later proofs
in this paper are provided in Appendix B. Core results can accessibly be
presented by means of quantitative experiments, and we will do so in the
following. For that, a numerical version of the model was implemented (see
Appendix C for the parameterization). The optimal strategy of the Stackel-
berg leader is computed by numerical optimization with the first-order and
transversality conditions of the followers as analytical contraints. When test-
ing the robustness of the model, several sensitivity analyses where made, of
which some examples will be presented below. The model is, however, not
calibrated to real-world data. It is meant to illustrate the analytical results
and to show that the modelling approach can effectively and flexibly be used
for climate policy assessment.

3. Evaluation of policy instruments

This section analyzes the capability of the following instruments to achieve
a mitigation goal, and evaluates them with respect to social optimality and
functional income distribution: (1) Quantity rationing of cumulative resource
extraction; (2) a pure input tax on the resource; (3) a pure output tax on
energy. We evaluate them relative to two scenarios: the business as usual

scenario (BAU) of the social optimum with sc = s = 0, and the reduction

scenario (RED) with a mitigation goal s > 0.
Efficiency is evaluated by comparing with the social planner results. First-

best instruments produce the same quantity paths. Overall distortions of
second-best instruments are measured by their relative loss of discounted
household welfare Eq. (1). In the BAU scenario the social planner solution is
equivalent to the market solution when all taxes vanish. This is due to the
absence of any externalities and the reasonable convexity properties of the
model.
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Figure 2: Functional income distribution

Distributional consequences are determined along the concept of func-
tional income (e.g. Bronfenbrenner, 1971). The budget constraint of house-
holds Eq. (10) is decomposed to income from labour wL, income from capital
rK, income from the resource sector’s rent πR, and (positive or negative)
transfer incomes Γ (note that πQ ≡ πE ≡ 0 due to constant returns to scale
in the production and energy sector). The share of these incomes may differ
between policy instruments.

3.1. The effect of emission reductions

In contrast to the BAU scenario, the RED scenarios show consumption
falling rapidly after a short period of economic growth (see Fig. 2). The
entire economy crucially depends on fossil resources. With limited substi-
tution possibilities, the mitigation goal is mainly achieved by consumption
reduction.
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3.2. Quantity rationing

Quantity rationing restricts cumulated resource extraction by setting sc =
s > 0 for the extraction sector in the transversality condition Eq. (16). The
extraction sector then anticipates the mitigation goal. All taxes are set to
zero. Obviously, the resulting extraction path complies with the mitigation
goal since this is formally required. Numerical experiments indicate that
the solution is also efficient. Quantity rationing raises resource prices, that
propagate to the energy market, such that the production sector substitues
energy input in the appropriate way. It can be proven analytically that
quantity rationing is always efficent(see Appendix D).

When less fossil fuel can be sold on the market, it might be expected
that profits in the resource sector decrease. However, compared to the BAU
scenario, profits in the resource sector rise in the numerical simulation (see
Fig. 2). The is due to the politically created scarcity that increases the
resource price. It is discussed below how the sign of the overall effect on
resource rents depends on further conditions.

Since there is no government income due to the absence of taxes or auc-
tioning of permits, the scarcity rents are appropriated by the extraction sec-
tor. For later reference, we label the socially optimal values for quantity
rationing with an asterisk, p∗R, p∗E, s∗, etc.

3.3. Resource tax

In absence of quantity rationing, resource extractors do not anticipate
the mitigation goal directly. Instead, the ad-valorem tax on the resource
price drives a wedge between selling price pR of the extraction sector and
purchase price p̄R of the energy sector. To comply with the mitigation goal
in an efficient way, this has to result in the same allocative effect as quantity
rationing. It is not obvious that such an allocation can indeed be achieved. If
it is rational to extract the complete resource stock, the price path can only
determine the timing, but not the cumulative resource supply, such that the
mitigation goal is not achieved by a resource tax.

In contrast to this expectation, the resource tax is effective in the numer-
ical experiments, and even without welfare losses. The resource tax increases
in time, and the profits in the resource sector fall in comparison to the BAU
case. Yet when resource demand is inelastic with respect to price changes, a
very high tax rate is necessary. It is obeserved that the taxed purchase price
p̄R equals exactly the resource price p∗R for quantity rationing: the resource
tax gives the same price signals to the energy sector.
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That the resource tax can achieve the mitigation goal in an efficient way
can be shown analytically (see Appendix E). The socially optimal tax is
determined by

1 + τR =
p∗R

r∗

h′∗

KR

+ λR

. (18)

Recall that λR is the shadow price of the resource, that in turn depends on
the game equilibrium (see Appendix B).

3.4. Energy tax

The energy tax changes the purchase price of energy for the production
sector to p̄E. This instrument reaches the mitigation goal in the numerical
experiments. After having discussed the effectiveness of the resource tax
above, the question is whether the energy tax is efficient. Since energy and
resource markets are linked through the energy sector, it may play no role
where a tax is imposed.

The computed energy tax is increasing in time, but yet leads to an in-
efficient factor allocation. The ratio of resource and capital input in the
energy sector remains the same as in the BAU scenario, while for the (op-
timal) resource tax and quantity rationing, resource input is substituted by
capital. The following partial equilibrium analysis indicates the inefficiency
of the pure energy tax. Demand for energy E depends on energy price pE

and energy tax τE. To reach the mitigation goal the resource path R has
to be changed by decreasing demand via taxes on pE or pR. With a CES
technology in the energy sector, the ratio of factor inputs is characterized by

KE

R
=

(

p̄R

r

a

(1 − a)

)b

, (19)

with the elasticity of subsitution b = 1
1−σ

(Arrow et al., 1961). That is,
the ratio of factor inputs depends only on prices r and p̄R. An energy tax
reduces energy demand E, and consequently demand for the inputs R and
KE in the energy sector as well. But the ratio of KE/R remains unchanged
because no changes in the prices r and pR occur. Only for a diminishing
elasticity of substitution b, the mis-allocation of the energy tax converges to
zero because factor shares become independent from prices (see Fig. 3). In
short, an energy tax has a volume effect, but no substitution effect in the

14



-8

-6

-4

-2

 0

 0  0.5  1  1.5  2

W
el

fa
re

 G
ai

ns
 [%

]

Elasticity of Subsitution b

Figure 3: Welfare losses of energy tax relative to the social optimum.

energy sector. It is only capable of achieving a mitigation goal by reducing
overall energy consumption. Profits in the resource sector are lower than for
a resource tax since the economy grows at a lower pace and the volume effect
reduces resource demand. On the other hand, additional transfer incomes
are generated.

3.5. Sensitivity analysis

Most of the above effects do not change in principle when model pa-
rameters are changed. We performed further sensitivity analyses by varying
substitution elasticities, the resource stock and the mitigation goal. Ad-
ditional sensitivity analyses below investigate the volume of the additional
rents generated by climate protection.

They confirm the expectation that for lower substitutability of resources
in the energy sector, welfare losses are higher. There is a stronger need for
consumption reduction to achieve the mitigation goal. The same holds for
the elasticity of substitution of energy in the production sector. For a low
elasticity of substitution in the energy and production sector, the resource
scarcity rent (for quantity rationing) and the transfer incomes (for taxes)
increase.
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Figure 4: Resource rent with quantity rationing depending on (a) the initial resource stock
and the mitigation goal (relative to the initial stock size) and (b) on the elasticieties of
substitution for resources and energy.

4. Discussion

4.1. Robustness of the “climate rent”

We have seen that quantity rationing generates an additional resource
scarcity rent—caused by a reduced resource stock available for extraction—
that is paid as profits from the resource sector. If, alternatively, taxes are
used as instrument, this rent is replaced by transfer incomes (see Fig. 2).
Although the mitigation goal generally reduces welfare compared to the BAU
case (note that there are no damages from climate change included in the
model), there are some income types that benefit from climate protection.
We therefore call this additional rent from climate protection the “climate
rent”. Its appropriation is a matter of instrument choice.

The volume of the climate rent substantially exceeds the resource rents
in the BAU scenario for most numerical experiments. To assess whether this
is more than a trivial consequence of a politically introduced scarcity, we
performed a sensitivity analysis with different resource stocks and mitigation
goals. Fig. 4a shows that with increasingly ambitous mitigation goals the
resource rent increases up to a maximum, where it begins to decline sharply.
Thus, in addition to scarcity, further effects have to be considered. When
the amount of extractable resources is limited quite strongly, this has gen-
eral equilibrium effects on growth. Reduced production can therefore lower
resource demand and over-compensate the scarcity effect.
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For better substition possibilities of fossil resources and energy with cap-
ital, the climate rent is smaller (Fig. 4b). In all model runs, however, the
climate rent is greater than the resource rent in the BAU case, even if elas-
ticities are near one.

4.2. Further policy instruments

4.2.1. Energy tax revisited

Seeing the inefficiency of a pure energy tax due to its missing substitution
effect, it is interesting to know whether this can be corrected by combining it
with a specific capital tax in the energy sector. This requires only straight-
forward modifications of the model: distinguishing net and gross interest
rate in the energy sector, and introducing a new strategic variable for the
government. This indeed leads to the socially optimal trajectory in our ex-
periments. Capital in the energy sector is strongly subsidized but functional
income distribution does not change. Given the optimal pure resource tax
τ ∗

R, the specific capital tax τ ∗

KE
that leads to the same factor share KE/R

can be computed from Eq. (19), yielding τ ∗

KE
= (1+ τ ∗

R)−1 −1. Since τ ∗

R > 0,
the tax τ ∗

KE
has to be negative, and for high values of τ ∗

R the capital tax
converges to a 100% subsidy. The capital subsidy reduces the energy price,
such that the energy tax has to compensate this effect.

4.2.2. Capital and labor taxes

If the energy tax combined with a specific capital subsidy can have a cor-
recting effect, we may ask whether general capital and/or labor taxes without
energy and resource charges can achieve this. This question provides a link
to the established literature on taxation of capital and labour (e.g. Chamley,
1986; Judd, 1985). To keep the answer short, numerical experiments with
simple modifications on the model show that neither a general capital tax
nor a capital tax combined with a labour tax can achieve the mitigation goal
in an efficient way. The combined tax leads to significant lower consumption
and higher leisure. The mitigation goal can only be achieved at the cost of
high welfare losses because these taxes fail to reallocate factor shares in an
optimal way due to their unspecific nature.

4.3. Supply-side dynamics and the ”green paradox”

When the supply-side dynamics of fossil resource extraction is consid-
ered, Sinn (2008) shows that climate policies may have adverse impacts on
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climate protection, coined as the “green paradox”. He suggests that increas-
ing resource taxes, Pigouvian taxes and demand reducing policies are neither
efficient nor effective. Since increasing taxes are anticipated by the resource
sector, its intertemporal arbitrage condition is altered. Since the cumulative
amount of resources extracted remains independent from the increasing tax,
it would therefore accelerate the depletion of the resource stock—and thus
global warming.

This work shows the importance of integrating the intertemporal incen-
tive structure of resource supply into the policy analysis. It nevertheless
contradicts our results, where a resouce tax is first-best. This is possible
since the tax drives the shadow price of the resource to zero in the long run.
Numerical calculations show that the supply-side dynamics is very sensitive
to parameters like interest rates and tax growth rates. Increasing taxes do
not always accelerate global warming(Kalkuhl and Edenhofer, 2009). A main
difference to Sinn (2008) is that our model explicitly considers strategic in-
teractions. The government as Stackelberg leader accounts for the reactions
of the resource sector when the equilibrium tax path is determined.

5. Conclusions

We have investigated three different policy instruments to achieve a cli-
mate protection goal. The analysis was based on a combined Stackelberg-
Nash differential game of different economic sectors that portrays government
as a strategic actor. In a novel hybrid approach, algebraic reaction functions
of the followers were combined with a numerical algorithm for the leader to
efficiently compute optimal instruments. In contrast to a standard social
planner model, this allows for explicitly computing prices, tax paths and
changes in functional income distribution for instruments that are not prima

facie first-best, and that depend on the strategic policy situation. In the
case of an instrument that is capabable of achieving the mitigation goal, the
model determines the optimal policy path automatically. We have shown, in
particular, the following results.

The mitigation goal is achieved by a resource tax, an energy tax and by
quantity rationing as well. Thus, in contrast to basic resource economic con-
siderations, considering the supply-side dynamics of fossil resource extraction
does not render climate policy ineffective. Differences between the instuments
are in terms of their efficiency and their functional income distibution.
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Resource instruments (taxes and rationing) are preferable to energy taxes,
in particular if there are good substitution possibilities for resource input in
the energy sector. To be efficient, the factor allocation needs to be optimal,
as achieved by a resource tax and by resource rationing. In contrast, an
energy tax only cause a volume effect on the output side, resulting in welfare
losses.

The advantage of resource rationing over a resource tax—both being
efficient—is its simplicity and less need for government interventions. The
substantial informational requirements for an optimal resource tax are illus-
trated by Eq. (18). Differences to other instruments occur in the distribution
of the “climate rent” that is induced by the mitigation goal.

For quantity rationing, the climate rent is paid as income from the re-
source sector. In contrast, price instruments collect the climate rent for
re-distribution as transfer income. It is thus basically a matter of instru-
ment choice which income types increase, leaving an additional degree of
freedom. As this can be made without market distortions, there are many
possibilities to compensate for welfare losses or to reduce existing taxes. This
may open up new negotation paths for international agreements for climate
protection. On the other hand, this indicates conflict potential due to rent
seeking behaviour.

We think that a game theoretic analysis as presented in this paper will
provide further novel insights for climate policy as it addresses the strategic
and incentive structure of economic actors. The integrated policy assessment
model provides a consistent framework to determine optimal and second-best
policy instruments.

Appendix A. Complete model specification

Appendix A.1. Social planner

The social planner maximizes JH =
∫

∞

0
u(C,L)e−ρtdt, with the aggre-

gated capital stock k = kQ + kE + kR subject to k̇ = I − δk. Output
Q = C + I is produced with technology f(kQ, L, E). Energy E is generated
via the production function g(kE, R), and fossil fuel R is extracted from the
resource stock s according to ṡ = −R = −h(kR, s) with production function
h. The mitigation goal is a constraint s ≥ s. The solution of the social
planner’s problem considers decomposed investment I = IQ + IE + IR and
the aggregated production function

f̃(kQ, kE, kR, L, s) := f(kQ, L, g(kE, h(kR, s))). (A.1)
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Appendix A.2. Stackelberg game

Aggregate households maximize Eq. (1) subject to the budget constraint
C = wL+ rk +Γ− I +π with total profits π = πQ +πE +πR and with given
price and tax paths.

Taking Q as nummeraire, the production sector maximizes profit πQ =
f(kQ, L, E) − rkQ − wL − p̄EE, and the energy sector πE = pEg(kE, R) −
p̄RR − rkE.

The resource sector maximizes JR =
∫

∞

0
πR(t)e

R t

0
(−r(ξ)+δ)dξdt with πR =

pRh(kR, s) − rkR. Quantity rationing is introduced by the constraint s ≥ sc

that is anticipated by the resource sector.
Government—as Stackelberg leader—sets taxes and sc to maximize Eq. (1),

subject to a balanced government budget −Γ = τEpEE+τRpRR, and subject
to the reaction functions of the followers as determined by their first order
conditions (next section).

Appendix B. Some analytical properties of the model solution

Households’ current value Hamiltonian is HH = u(C,L) + λH(wL + rk +
Γ − C − δk + π). The first order conditions are

u′

C = λH , u′

L = −λHw, λ̇H = λH(ρ + δ − r). (B.1)

This is sufficient for optimality due to the strict concavity of u and the concav-
ity of Eq. (2). By using Eq. (B.1), the transversality condition limt→∞ λHke−ρt =

0 is equivalent to limt→∞ λH(0)ke
R t

0
(δ−r(ξ))dξ = 0. The Ramsey rule Eq. (11)

is derived in analogy to the social planner case Eq. (9) by equating shadow
prices.

Factor demand in the production and the energy sector is given by the
standard conditions

f ′

kp
= r, f ′

L = w, f ′

E = p̄E, (B.2)

g′

R =
p̄R

pE

, g′

kE
=

r

pE

. (B.3)

The current value Hamiltonian of the resource sector is HR = pRh(kR, s)−
rkR + λRṡ, such that the first order conditions evaluate to

r = (pR − λR)h′

kR
, (B.4)

λ̇R = (r − δ)λR − (pR − λR)h′

s. (B.5)
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By substituting Eq. (B.4) and its derivative with respect to time into Eq. (B.5),
one obtains the modified Hotelling rule Eq. (14). Due to possible quantity

rationing, the transversality condition is 0 = limt→∞ λR(s − sc)e
R t

0
(−r+δ)dξ.

In the Stackelberg equilibrium capital is allocated as follows. Due to
Eq. (B.2) and Eq. (B.3)

f ′

kQ
= (1 + τE)f ′

Eg′

kE
. (B.6)

Capital in the production and the energy sector yield the same marginal
profits. By further considering Eq. (B.4) and Eq. (B.3), we see that

f ′

kQ
= h′

kR

( f ′

Eg′

R

(1 + τE)(1 + τR)
− λR

)

. (B.7)

Marginal profits from capital in the resource sector differ due to the resource
scarcity expressed by λR.

Appendix C. Numerical implementation

The time-continuous differential Stackelberg game is transformed to a
discrete one with finite time horizon. The discrete maximum principle is
used to determine first-order and transversality conditions of the followers
that serve as implicit reaction functions. The optimal strategy of the Stack-
elberg leader is computed by numerical optimization with the first-order and
transversality conditions of the followers as analytical contraints.

Production is expressed by a nested CES-technology

f(kQ, L, E) = (a1z
σ1 + (1 − a1)E

σ1)(1/σ1), (C.1)

z(kQ, L) = (a2k
σ2

Y + (1 − a2)L
σ2)(1/σ2) (C.2)

with z being a composite of capital and labor (cf. van der Werf, 2007) and
σ1, σ2 < 0, such that production factors are essential. Energy is produced by
a CES technology with σ < 0 (cf. Edenhofer et al., 2005),

g(kE, R) = (akσ
E + (1 − a)Rσ)(1/σ), (C.3)

i.e. capital and fossil resources are essential factors as well. As these are
constant returns-to-scale technologies, profits πP , πE vanish.
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Resource extraction uses capital as input with a rising capital intensity at
diminishing reserves (cf. Edenhofer et al., 2005; Nordhaus and Boyer, 2000),

h(kR, s) = c(s)kR, c(s) =
χ1

χ1 + χ2

(

s0−s
χ3

)χ4
. (C.4)

Household and government utility are defined by

u(C,L) = ln(C) + ln(Lmax − L), (C.5)

where Lmax is total available labor.
The time horizon for numerical calculation is set to 150 years. In order

to avoid distraction of our analysis by dissaving effects at the end of the
time horizon, we restrict our analysis to the first 120 years. Substitution
elasticities are in typical ranges used in the literature (see van der Werf,
2007; Edenhofer et al., 2005) and are partially varied for sensitivity studies.
The time preference rate is set to 3% per annum. Capital intensity for
resource extraction is parameterized such that it falls from 1 to 0.65 when
s = 0. Compared to cumulative resource extraction in this case, the initial
resource stock is set to 100 units, and the mitigation goal is set to 25% of the
cumulative resource extraction in the case without any instruments (except
for sensitivity analyses).

Appendix D. Efficiency proof of resource rationing

It has to be shown that the market solution for quantity rationing meets
the first-order conditions of the social planner solution. We (i) show that cer-
tain assumed shadow prices from the market model with quantity rationing
imply efficient paths for the decision variables. It can then (ii) be seen, that
the assumed shadow prices actually follow the costate equations. First as-
sume that the social shadow price of the resource λs ≡ λHλR (the right-hand
side from the market model), and that the social shadow price of capital
λk ≡ λH . It is obvious from Eq. (7) and Eq. (B.1) that this indeed leads to
the same values for C and L. Capital allocation is also identical in the market
and the social planner model (note that τE = τR = 0 for quantity rationing):
For the market, by the definition of f̃ Eq. (6), it follows from Eq. (B.6) that

f̃ ′

kQ
= f ′

kQ
= f ′

Eg′

kE
= f̃ ′

kE
, (D.1)
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and from Eq. (B.7) that

f̃ ′

kQ
= f ′

Eg′

kE
h′

kR
− λRh′

kR
= f̃ ′

kR
−

λs

λk

h′

kR
. (D.2)

Hence, the social planner condition Eq. (9) holds. The transversality con-
ditions are identical by substitution as well. The resource stock develops
equally in both cases because the extraction path is solely determined by
the identical allocation of kR. Therefore, the shadow prices assumed for the
social planner model produce the same time path as the market model. It
remains to show that these shadow prices actually obey the costate equations
of the social planner model. Showing that indeed λ̂H + λ̂R ≡ λ̂s can be con-
firmed as follows. By the costate equations of the market model Eq. (B.5),
Eq. (B.1) and the price equations Eq. (B.2), Eq. (B.3), it holds that

λ̂H + λ̂R = ρ + h′

s −
pR

λR

h′

s = ρ + h′

s −
λH

λs

f ′

Eg′

Rh′

s = ρ + h′

s −
λk

λs

f̃ ′

s, (D.3)

where the last equation is true by definition of f̃ in Eq. (6). Due to Eq. (8),
this expression is identical to λ̂s. Consequently, quantity rationing yields an
efficient allocation in the presence of a mitigation goal.

Appendix E. Efficiency proof of resource tax

The resource tax is socially optimal if all system variables equal those of
the socially optimal quantity rationing, except for pR and λR. Substituting
the values of quantity rationing in Eq. (B.4) yields r∗ = (pR − λR)h′∗

kR
. By

Eq. (B.3) this transforms to

1 + τR =
p∗R

r∗

h′∗

KR

+ λR

. (E.1)

Given the solution for λR from Eq. (B.5) and Eq. (16), the resource tax is
determined explicitly for every instant t. This is sufficient to reach the social
optimum of the RED scenario as all other variables and first-order conditions
equal those of quantity rationing.

23



References

Arrow, K. J., Chenery, H. B., Minhas, B. S., Solow, R. M., 1961. Capital-
labor substitution and economic efficiency. The Review of Economics and
Statistics 43 (3), 225–250.

Batabyal, A., 1996a. Consistency and optimality in a dynamic game of pollu-
tion control I: Competition. Environmental and Resource Economics 8 (2),
205–220.

Batabyal, A., 1996b. Consistency and optimality in a dynamic game of pol-
lution control II: Monopoly. Environmental and Resource Economics 8 (3),
315–330.

Bronfenbrenner, M., 1971. Income Distribution Theory. Aldine Publishing
Company.

Calvo, G. A., 1978. On the time consistency of optimal policy in a monetary
economy. Econometrica 46 (6), 1411–28.

Chamley, C., 1986. Optimal taxation of capital income in general equilibrium
with infinite lives. Econometrica 54 (3), 607–622.

Cremer, H., Gahvari, F., 2001. Second-best taxation of emissions and pollut-
ing goods. Journal of Public Economics 80, 169–197.

Dales, J. H., 1968. Pollution, Property, and Prices. University of Toronto
Press, Toronto.

Edenhofer, O., Bauer, N., Kriegler, E., 2005. The impact of technological
change on climate protection and welfare: Insights from the model MIND.
Ecological Economics 54 (2-3), 277–292.

Farzin, Y. H., Oct. 1996. Optimal pricing of environmental and natural re-
source use with stock externalities. Journal of Public Economics 62 (1-2),
31–57.

Hoel, M., 1998. Emission taxes versus other environmental policies. Scandi-
navian Journal of Economics 100 (1), 79–104.

Hoel, M., Karp, L., 2001. Taxes and quotas for a stock pollutant with mul-
tiplicative uncertainty. Journal of Public Economics 82 (1), 91–114.

24



Hope, C. W., 2006. The marginal impacts of CO2, CH4 and SF6 emissions.
Climate Policy 6, 537–544.

Hotelling, H., 1931. The economics of exhaustible resources. The Journal of
Political Economy 39 (2), 137–175.

Judd, K., 1985. Redistributive taxation in a simple perfect foresight model.
Journal of Public Economics 28, 59–83.

Kalkuhl, M., Edenhofer, O., 2009. Resource taxation and the occurrence of
the ’green paradox’. forthcoming in GAIA.

Kydland, F. E., Prescott, E. C., 1977. Rules rather than discretion: The
inconsistency of optimal plans. Journal of Political Economy 85 (3), 473–
91.

Lucas, R. J., Stokey, N. L., 1983. Optimal fiscal and monetary policy in an
economy without capital. Journal of Monetary Economics 12 (1), 55–93.

Meinshausen, M., Meinshausen, N., Hare, W., Raper, S. C. B., Frieler, K.,
Knutti, R., Frame, D. J., Allen, M. R., 2009. Greenhouse-gas emission
targets for limiting global warming to 2°C. Nature 458 (7242), 1158–1162.

Newell, R. G., Pizer, W. A., 2003. Regulating stock externalities under uncer-
tainty. Journal of Environmental Economics and Management 45, 416–432.

Nordhaus, W. D., Boyer, J., 2000. Warming the World: Economic Models of
Global Warming. MIT Press, Cambridge.

Pigou, A. C., 1932. The economics of welfare, 4th Edition. Macmillan and
Co., London.

Sandmo, A., 1975. Optimal taxation in the presence of externalities. Sweden
Journal of Economics, 86–98.

Schmutzler, A., Goulder, L., 1997. The choice between emission taxes and
output taxes under imperfect monitoring. Journal of Environmental Eco-
nomics and Management 32, 51–64.

Sinn, H.-W., 2008. Public policies against global warming: a supply side
approach. International Tax and Public Finance 15, 360–394.

25



Stavins, R. N., Sep. 1995. Transaction costs and tradeable permits. Journal
of Environmental Economics and Management 29 (2), 133–148.

Sugeta, H., Matsumoto, S., 2007. Upstream and downstream pollution tax-
ations in vertically related markets with imperfect competition. Environ-
mental and Resource Economics 38, 407–432.

van der Werf, E., 2007. Production functions for climate policy modeling: An
empirical analysis. Tech. Rep. 1316, Kiel Institute for the World Economy.

Vatn, A., 1998. Input versus emission taxes: Envinonnnental taxes in a mass
balance and transaction costs perspective. Land Economics 74 (4), 514–
525.

Weitzman, M. L., 1974. Prices vs. quantities. Review of Economic Studies
41 (4), 477–491.

26



PIK Report-Reference:

No. 1 3. Deutsche Klimatagung, Potsdam 11.-14. April 1994
Tagungsband der Vorträge und Poster (April 1994)

No. 2 Extremer Nordsommer '92
Meteorologische Ausprägung, Wirkungen auf naturnahe und vom Menschen beeinflußte 
Ökosysteme, gesellschaftliche Perzeption und situationsbezogene politisch-administrative bzw. 
individuelle Maßnahmen (Vol. 1 - Vol. 4)
H.-J. Schellnhuber, W. Enke, M. Flechsig (Mai 1994)

No. 3 Using Plant Functional Types in a Global Vegetation Model
W. Cramer (September 1994)

No. 4 Interannual variability of Central European climate parameters and their relation to the large-
scale circulation
P. C. Werner (Oktober 1994)

No. 5 Coupling Global Models of Vegetation Structure and Ecosystem Processes - An Example from 
Arctic and Boreal Ecosystems
M. Plöchl, W. Cramer (Oktober 1994)

No. 6 The use of a European forest model in North America: A study of ecosystem response to 
climate gradients
H. Bugmann, A. Solomon (Mai 1995)

No. 7 A comparison of forest gap models: Model structure and behaviour
H. Bugmann, Y. Xiaodong, M. T. Sykes, Ph. Martin, M. Lindner, P. V. Desanker,
S. G. Cumming (Mai 1995)

No. 8 Simulating forest dynamics in complex topography using gridded climatic data
H. Bugmann, A. Fischlin (Mai 1995)

No. 9 Application of two forest succession models at sites in Northeast Germany
P. Lasch, M. Lindner (Juni 1995)

No. 10 Application of a forest succession model to a continentality gradient through Central Europe
M. Lindner, P. Lasch, W. Cramer (Juni 1995)

No. 11 Possible Impacts of global warming on tundra and boreal forest ecosystems - Comparison of 
some biogeochemical models
M. Plöchl, W. Cramer (Juni 1995)

No. 12 Wirkung von Klimaveränderungen auf Waldökosysteme
P. Lasch, M. Lindner (August 1995)

No. 13 MOSES - Modellierung und Simulation ökologischer Systeme - Eine Sprachbeschreibung mit 
Anwendungsbeispielen
V. Wenzel, M. Kücken, M. Flechsig (Dezember 1995)

No. 14 TOYS - Materials to the Brandenburg biosphere model / GAIA
Part 1 - Simple models of the "Climate + Biosphere" system
Yu. Svirezhev (ed.), A. Block, W. v. Bloh, V. Brovkin, A. Ganopolski, V. Petoukhov,
V. Razzhevaikin (Januar 1996)

No. 15 Änderung von Hochwassercharakteristiken im Zusammenhang mit Klimaänderungen - Stand 
der Forschung
A. Bronstert (April 1996)

No. 16 Entwicklung eines Instruments zur Unterstützung der klimapolitischen Entscheidungsfindung
M. Leimbach (Mai 1996)

No. 17 Hochwasser in Deutschland unter Aspekten globaler Veränderungen - Bericht über das DFG-
Rundgespräch am 9. Oktober 1995 in Potsdam
A. Bronstert (ed.) (Juni 1996)

No. 18 Integrated modelling of hydrology and water quality in mesoscale watersheds
V. Krysanova, D.-I. Müller-Wohlfeil, A. Becker (Juli 1996)

No. 19 Identification of vulnerable subregions in the Elbe drainage basin under global change impact
V. Krysanova, D.-I. Müller-Wohlfeil, W. Cramer, A. Becker (Juli 1996)

No. 20 Simulation of soil moisture patterns using a topography-based model at different scales
D.-I. Müller-Wohlfeil, W. Lahmer, W. Cramer, V. Krysanova (Juli 1996)

No. 21 International relations and global climate change
D. Sprinz, U. Luterbacher (1st ed. July, 2n ed. December 1996)

No. 22 Modelling the possible impact of climate change on broad-scale vegetation structure -
examples from Northern Europe
W. Cramer (August 1996)



No. 23 A methode to estimate the statistical security for cluster separation
F.-W. Gerstengarbe, P.C. Werner (Oktober 1996)

No. 24 Improving the behaviour of forest gap models along drought gradients
H. Bugmann, W. Cramer (Januar 1997)

No. 25 The development of climate scenarios
P.C. Werner, F.-W. Gerstengarbe (Januar 1997)

No. 26 On the Influence of Southern Hemisphere Winds on North Atlantic Deep Water Flow
S. Rahmstorf, M. H. England (Januar 1977)

No. 27 Integrated systems analysis at PIK: A brief epistemology
A. Bronstert, V. Brovkin, M. Krol, M. Lüdeke, G. Petschel-Held, Yu. Svirezhev, V. Wenzel
(März 1997)

No. 28 Implementing carbon mitigation measures in the forestry sector - A review
M. Lindner (Mai 1997)

No. 29 Implementation of a Parallel Version of a Regional Climate Model
M. Kücken, U. Schättler (Oktober 1997)

No. 30 Comparing global models of terrestrial net primary productivity (NPP): Overview and key results
W. Cramer, D. W. Kicklighter, A. Bondeau, B. Moore III, G. Churkina, A. Ruimy, A. Schloss,
participants of "Potsdam '95" (Oktober 1997)

No. 31 Comparing global models of terrestrial net primary productivity (NPP): Analysis of the seasonal 
behaviour of NPP, LAI, FPAR along climatic gradients across ecotones
A. Bondeau, J. Kaduk, D. W. Kicklighter, participants of "Potsdam '95" (Oktober 1997)

No. 32 Evaluation of the physiologically-based forest growth model FORSANA
R. Grote, M. Erhard, F. Suckow (November 1997)

No. 33 Modelling the Global Carbon Cycle for the Past and Future Evolution of the Earth System
S. Franck, K. Kossacki, Ch. Bounama (Dezember 1997)

No. 34 Simulation of the global bio-geophysical interactions during the Last Glacial Maximum
C. Kubatzki, M. Claussen (Januar 1998)

No. 35 CLIMBER-2: A climate system model of intermediate complexity. Part I: Model description and 
performance for present climate
V. Petoukhov, A. Ganopolski, V. Brovkin, M. Claussen, A. Eliseev, C. Kubatzki, S. Rahmstorf
(Februar 1998)

No. 36 Geocybernetics: Controlling a rather complex dynamical system under uncertainty
H.-J. Schellnhuber, J. Kropp (Februar 1998)

No. 37 Untersuchung der Auswirkungen erhöhter atmosphärischer CO2-Konzentrationen auf 
Weizenbestände des Free-Air Carbondioxid Enrichment (FACE) - Experimentes Maricopa 
(USA)
T. Kartschall, S. Grossman, P. Michaelis, F. Wechsung, J. Gräfe, K. Waloszczyk,
G. Wechsung, E. Blum, M. Blum (Februar 1998)

No. 38 Die Berücksichtigung natürlicher Störungen in der Vegetationsdynamik verschiedener 
Klimagebiete
K. Thonicke (Februar 1998)

No. 39 Decadal Variability of the Thermohaline Ocean Circulation
S. Rahmstorf (März 1998)

No. 40 SANA-Project results and PIK contributions
K. Bellmann, M. Erhard, M. Flechsig, R. Grote, F. Suckow (März 1998)

No. 41 Umwelt und Sicherheit: Die Rolle von Umweltschwellenwerten in der empirisch-quantitativen 
Modellierung
D. F. Sprinz (März 1998)

No. 42 Reversing Course: Germany's Response to the Challenge of Transboundary Air Pollution
D. F. Sprinz, A. Wahl (März 1998)

No. 43 Modellierung des Wasser- und Stofftransportes in großen Einzugsgebieten. Zusammenstellung 
der Beiträge des Workshops am 15. Dezember 1997 in Potsdam
A. Bronstert, V. Krysanova, A. Schröder, A. Becker, H.-R. Bork (eds.) (April 1998)

No. 44 Capabilities and Limitations of Physically Based Hydrological Modelling on the Hillslope Scale
A. Bronstert (April 1998)

No. 45 Sensitivity Analysis of a Forest Gap Model Concerning Current and Future Climate Variability
P. Lasch, F. Suckow, G. Bürger, M. Lindner (Juli 1998)

No. 46 Wirkung von Klimaveränderungen in mitteleuropäischen Wirtschaftswäldern
M. Lindner (Juli 1998)



No. 47 SPRINT-S: A Parallelization Tool for Experiments with Simulation Models
M. Flechsig (Juli 1998)

No. 48 The Odra/Oder Flood in Summer 1997: Proceedings of the European Expert Meeting in
Potsdam, 18 May 1998
A. Bronstert, A. Ghazi, J. Hladny, Z. Kundzewicz, L. Menzel (eds.) (September 1998)

No. 49 Struktur, Aufbau und statistische Programmbibliothek der meteorologischen Datenbank am
Potsdam-Institut für Klimafolgenforschung
H. Österle, J. Glauer, M. Denhard (Januar 1999)

No. 50 The complete non-hierarchical cluster analysis
F.-W. Gerstengarbe, P. C. Werner (Januar 1999)

No. 51 Struktur der Amplitudengleichung des Klimas
A. Hauschild (April 1999)

No. 52 Measuring the Effectiveness of International Environmental Regimes
C. Helm, D. F. Sprinz (Mai 1999)

No. 53 Untersuchung der Auswirkungen erhöhter atmosphärischer CO2-Konzentrationen innerhalb des 
Free-Air Carbon Dioxide Enrichment-Experimentes: Ableitung allgemeiner Modellösungen
T. Kartschall, J. Gräfe, P. Michaelis, K. Waloszczyk, S. Grossman-Clarke (Juni 1999)

No. 54 Flächenhafte Modellierung der Evapotranspiration mit TRAIN
L. Menzel (August 1999)

No. 55 Dry atmosphere asymptotics
N. Botta, R. Klein, A. Almgren (September 1999)

No. 56 Wachstum von Kiefern-Ökosystemen in Abhängigkeit von Klima und Stoffeintrag - Eine
regionale Fallstudie auf Landschaftsebene
M. Erhard (Dezember 1999)

No. 57 Response of a River Catchment to Climatic Change: Application of Expanded Downscaling to 
Northern Germany
D.-I. Müller-Wohlfeil, G. Bürger, W. Lahmer (Januar 2000)

No. 58 Der "Index of Sustainable Economic Welfare" und die Neuen Bundesländer in der 
Übergangsphase
V. Wenzel, N. Herrmann (Februar 2000)

No. 59 Weather Impacts on Natural, Social and Economic Systems (WISE, ENV4-CT97-0448)
German report
M. Flechsig, K. Gerlinger, N. Herrmann, R. J. T. Klein, M. Schneider, H. Sterr, H.-J. Schellnhuber 
(Mai 2000)

No. 60 The Need for De-Aliasing in a Chebyshev Pseudo-Spectral Method
M. Uhlmann (Juni 2000)

No. 61 National and Regional Climate Change Impact Assessments in the Forestry Sector
- Workshop Summary and Abstracts of Oral and Poster Presentations
M. Lindner (ed.) (Juli 2000)

No. 62 Bewertung ausgewählter Waldfunktionen unter Klimaänderung in Brandenburg
A. Wenzel (August 2000)

No. 63 Eine Methode zur Validierung von Klimamodellen für die Klimawirkungsforschung hinsichtlich 
der Wiedergabe extremer Ereignisse
U. Böhm (September 2000)

No. 64 Die Wirkung von erhöhten atmosphärischen CO2-Konzentrationen auf die Transpiration eines 
Weizenbestandes unter Berücksichtigung von Wasser- und Stickstofflimitierung
S. Grossman-Clarke (September 2000)

No. 65 European Conference on Advances in Flood Research, Proceedings, (Vol. 1 - Vol. 2)
A. Bronstert, Ch. Bismuth, L. Menzel (eds.) (November 2000)

No. 66 The Rising Tide of Green Unilateralism in World Trade Law - Options for Reconciling the 
Emerging North-South Conflict
F. Biermann (Dezember 2000)

No. 67 Coupling Distributed Fortran Applications Using C++ Wrappers and the CORBA Sequence 
Type
T. Slawig (Dezember 2000)

No. 68 A Parallel Algorithm for the Discrete Orthogonal Wavelet Transform
M. Uhlmann (Dezember 2000)

No. 69 SWIM (Soil and Water Integrated Model), User Manual
V. Krysanova, F. Wechsung, J. Arnold, R. Srinivasan, J. Williams (Dezember 2000)



No. 70 Stakeholder Successes in Global Environmental Management, Report of Workshop,
Potsdam, 8 December 2000
M. Welp (ed.) (April 2001)

No. 71 GIS-gestützte Analyse globaler Muster anthropogener Waldschädigung - Eine sektorale 
Anwendung des Syndromkonzepts
M. Cassel-Gintz (Juni 2001)

No. 72 Wavelets Based on Legendre Polynomials
J. Fröhlich, M. Uhlmann (Juli 2001)

No. 73 Der Einfluß der Landnutzung auf Verdunstung und Grundwasserneubildung - Modellierungen 
und Folgerungen für das Einzugsgebiet des Glan
D. Reichert (Juli 2001)

No. 74 Weltumweltpolitik - Global Change als Herausforderung für die deutsche Politikwissenschaft
F. Biermann, K. Dingwerth (Dezember 2001)

No. 75 Angewandte Statistik - PIK-Weiterbildungsseminar 2000/2001
F.-W. Gerstengarbe (Hrsg.) (März 2002)

No. 76 Zur Klimatologie der Station Jena
B. Orlowsky (September 2002)

No. 77 Large-Scale Hydrological Modelling in the Semi-Arid North-East of Brazil
A. Güntner (September 2002)

No. 78 Phenology in Germany in the 20th Century: Methods, Analyses and Models
J. Schaber (November 2002)

No. 79 Modelling of Global Vegetation Diversity Pattern
I. Venevskaia, S. Venevsky (Dezember 2002)

No. 80 Proceedings of the 2001 Berlin Conference on the Human Dimensions of Global Environmental 
Change “Global Environmental Change and the Nation State”
F. Biermann, R. Brohm, K. Dingwerth (eds.) (Dezember 2002)

No. 81 POTSDAM - A Set of Atmosphere Statistical-Dynamical Models: Theoretical Background
V. Petoukhov, A. Ganopolski, M. Claussen (März 2003)

No. 82 Simulation der Siedlungsflächenentwicklung als Teil des Globalen Wandels und ihr Einfluß auf 
den Wasserhaushalt im Großraum Berlin
B. Ströbl, V. Wenzel, B. Pfützner (April 2003)

No. 83 Studie zur klimatischen Entwicklung im Land Brandenburg bis 2055 und deren Auswirkungen 
auf den Wasserhaushalt, die Forst- und Landwirtschaft sowie die Ableitung erster Perspektiven
F.-W. Gerstengarbe, F. Badeck, F. Hattermann, V. Krysanova, W. Lahmer, P. Lasch, M. Stock, 
F. Suckow, F. Wechsung, P. C. Werner (Juni 2003)

No. 84 Well Balanced Finite Volume Methods for Nearly Hydrostatic Flows
N. Botta, R. Klein, S. Langenberg, S. Lützenkirchen (August 2003)

No. 85 Orts- und zeitdiskrete Ermittlung der Sickerwassermenge im Land Brandenburg auf der Basis 
flächendeckender Wasserhaushaltsberechnungen
W. Lahmer, B. Pfützner (September 2003)

No. 86 A Note on Domains of Discourse - Logical Know-How for Integrated Environmental Modelling, 
Version of October 15, 2003
C. C. Jaeger (Oktober 2003)

No. 87 Hochwasserrisiko im mittleren Neckarraum - Charakterisierung unter Berücksichtigung 
regionaler Klimaszenarien sowie dessen Wahrnehmung durch befragte Anwohner
M. Wolff (Dezember 2003)

No. 88 Abflußentwicklung in Teileinzugsgebieten des Rheins - Simulationen für den Ist-Zustand und für 
Klimaszenarien
D. Schwandt (April 2004)

No. 89 Regionale Integrierte Modellierung der Auswirkungen von Klimaänderungen am Beispiel des 
semi-ariden Nordostens von Brasilien
A. Jaeger (April 2004)

No. 90 Lebensstile und globaler Energieverbrauch - Analyse und Strategieansätze zu einer 
nachhaltigen Energiestruktur
F. Reusswig, K. Gerlinger, O. Edenhofer (Juli 2004)

No. 91 Conceptual Frameworks of Adaptation to Climate Change and their Applicability to Human 
Health
H.-M. Füssel, R. J. T. Klein (August 2004)



No. 92 Double Impact - The Climate Blockbuster ’The Day After Tomorrow’ and its Impact on the 
German Cinema Public
F. Reusswig, J. Schwarzkopf, P. Polenz (Oktober 2004) 

No. 93 How Much Warming are we Committed to and How Much Can be Avoided?
B. Hare, M. Meinshausen (Oktober 2004)

No. 94 Urbanised Territories as a Specific Component of the Global Carbon Cycle
A. Svirejeva-Hopkins, H.-J. Schellnhuber (Januar 2005)

No. 95 GLOWA-Elbe I - Integrierte Analyse der Auswirkungen des globalen Wandels auf Wasser, 
Umwelt und Gesellschaft im Elbegebiet
F. Wechsung, A. Becker, P. Gräfe (Hrsg.) (April 2005)

No. 96 The Time Scales of the Climate-Economy Feedback and the Climatic Cost of Growth
S. Hallegatte (April 2005)

No. 97 A New Projection Method for the Zero Froude Number Shallow Water Equations
S. Vater (Juni 2005)

No. 98 Table of EMICs - Earth System Models of Intermediate Complexity
M. Claussen (ed.) (Juli 2005)

No. 99 KLARA - Klimawandel - Auswirkungen, Risiken, Anpassung
M. Stock (Hrsg.) (Juli 2005)

No. 100 Katalog der Großwetterlagen Europas (1881-2004) nach Paul Hess und Helmut Brezowsky
6., verbesserte und ergänzte Auflage
F.-W. Gerstengarbe, P. C. Werner (September 2005)

No. 101 An Asymptotic, Nonlinear Model for Anisotropic, Large-Scale Flows in the Tropics
S. Dolaptchiev (September 2005)

No. 102 A Long-Term Model of the German Economy: lagomd_sim

C. C. Jaeger (Oktober 2005)
No. 103 Structuring Distributed Relation-Based Computations with SCDRC

N. Botta, C. Ionescu, C. Linstead, R. Klein (Oktober 2006)
No. 104 Development of Functional Irrigation Types for Improved Global Crop Modelling

J. Rohwer, D. Gerten, W. Lucht (März 2007)
No. 105 Intra-Regional Migration in Formerly Industrialised Regions: Qualitative Modelling of Household 

Location Decisions as an Input to Policy and Plan Making in Leipzig/Germany and
Wirral/Liverpool/UK
D. Reckien (April 2007)

No. 106 Perspektiven der Klimaänderung bis 2050 für den Weinbau in Deutschland (Klima 2050) - 
Schlußbericht zum FDW-Vorhaben: Klima 2050
M. Stock, F. Badeck, F.-W. Gerstengarbe, D. Hoppmann, T. Kartschall, H. Österle, P. C. Werner, 
M. Wodinski (Juni 2007)

No. 107 Climate Policy in the Coming Phases of the Kyoto Process: Targets, Instruments, and the Role 
of Cap and Trade Schemes - Proceedings of the International Symposium, February 20-21, 
2006, Brussels
M. Welp, L. Wicke, C. C. Jaeger (eds.) (Juli 2007)

No. 108 Correlation Analysis of Climate Variables and Wheat Yield Data on Various Aggregation Levels 
in Germany and the EU-15 Using GIS and Statistical Methods, with a Focus on Heat Wave 
Years
T. Sterzel (Juli 2007)

No. 109 MOLOCH - Ein Strömungsverfahren für inkompressible Strömungen - Technische Referenz 1.0
M. Münch (Januar 2008)

No. 110 Rationing & Bayesian Expectations with Application to the Labour Market
H. Förster (Februar 2008)

No. 111 Finding a Pareto-Optimal Solution for Multi-Region Models Subject to Capital Trade and 
Spillover Externalities
M. Leimbach, K. Eisenack (November 2008)

No. 112 Die Ertragsfähigkeit ostdeutscher Ackerflächen unter Klimawandel
F. Wechsung, F.-W. Gerstengarbe, P. Lasch, A. Lüttger (Hrsg.) (Dezember 2008)

No. 113 Klimawandel und Kulturlandschaft Berlin
H. Lotze-Campen, L. Claussen, A. Dosch, S. Noleppa, J. Rock, J. Schuler, G. Uckert 
(Juni 2009)

No. 114 Die landwirtschaftliche Bewässerung in Ostdeutschland seit 1949 - Eine historische Analyse vor 
dem Hintergrund des Klimawandels
M. Simon (September 2009)



No. 115 Continents under Climate Change - Conference on the Occasion of the 200th Anniversary of the 
Humboldt-Universität zu Berlin, Abstracts of Lectures and Posters of the Conference,
April 21-23, 2010, Berlin
W. Endlicher, F.-W. Gerstengarbe (eds.) (April 2010)

No. 116 Nach Kopenhagen: Neue Strategie zur Realisierung des 2°max-Klimazieles
L. Wicke, H. J. Schellnhuber, D. Klingenfeld (April 2010)

No. 117 Evaluating Global Climate Policy - Taking Stock and Charting a New Way Forward
D. Klingenfeld (April 2010)

No. 118 Untersuchungen zu anthropogenen Beeinträchtigungen der Wasserstände am Pegel 
Magdeburg-Strombrücke
M. Simon (September 2010)

No. 119 Katalog der Großwetterlagen Europas (1881-2009) nach Paul Hess und Helmut Brezowsky
7., verbesserte und ergänzte Auflage
P. C. Werner, F.-W. Gerstengarbe (Oktober 2010)

No. 120 Energy taxes, resource taxes and quantity rationing for climate protection
K. Eisenack, O. Edenhofer, M. Kalkuhl (November 2010)




