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Abstract

The first goal of the present work focuses on the need for different rationing

methods of the The Global Change and Financial Transition (GFT) work-

ing group at the Potsdam Institute for Climate Impact Research (PIK): I

provide a toolbox which contains a variety of rationing methods to be ap-

plied to micro-economic disequilibrium models of the lagom model family.

This toolbox consists of well known rationing methods, and of rationing

methods provided specifically for lagom. To ensure an easy application the

toolbox is constructed in modular fashion.

The second goal of the present work is to present a micro-economic

labour market where heterogenous labour suppliers experience consecu-

tive job opportunities and need to decide whether to apply for employ-

ment. The labour suppliers are heterogenous with respect to their qualifi-

cations and their beliefs about the application behaviour of their competi-

tors. They learn simultaneously – in Bayesian fashion – about their individ-

ual perceived probability to obtain employment conditional on application

(PPE) by observing each others’ application behaviour over a cycle of job

opportunities.
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Zusammenfassung

In vorliegender Arbeit beschäftige ich mich mit zwei Dingen. Zum einen

entwickle ich eine Modellierungstoolbox, die verschiedene Rationierungs-

methoden enthält. Diese Rationierungsmethoden sind entweder aus der

Literatur bekannt, oder wurden speziell für die lagom Modellfamilie ent-

wickelt.

Zum anderen zeige ich, dass man mit Hilfe von Rationierungsmetho-

den aus der Modellierungstoolbox einen fiktiven Arbeitsmarkt modellie-

ren kann. Auf diesem agieren arbeitssuchende Agenten, die heterogen im

Bezug auf ihre Qualifikation und ihre Vorstellungen über das Bewerbungs-

verhalten ihrer Konkurrenten sind. Sie erfahren aufeinanderfolgende Job-

angebote und beobachten das Bewerbungsverhalten ihrer Konkurrenten,

um in Bayesianischer Weise über ihre individuelle Wahrscheinlichkeit eine

Stelle zu erhalten zu lernen.
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Chapter 1

Introduction

What are the basic ingredients that we require from an alter-

native view? (...) First, we would like to model the economy

as a system in which there is direct interaction among individu-

als. We would like to specify agents who, in a sense, have local

as opposed to global knowledge. It may well be the case that

they have a limited, even wrong, view of the world. Second,

we should require that agents behave in a “reasonable" but not

“optimal" way; for example, they may use simple rules and they

should not act against their own interest. Moreover, these rea-

sonable agents should evolve in the sense that they learn from

previous experience. Third, the system should function over

time but without necessarily converging to any particular state.

Kirman (2006, p. xiv)



Chapter 1. Introduction

1.1 Setting the Stage

The Global Change and Financial Transition (GFT) working group at the

Potsdam Institute for Climate Impact Research (PIK) constructs lagom1, a

model family which addresses macro-economic and micro-economic is-

sues. Some of the micro-economic branches of the lagom model family are

disequilibrium models. Trading at disequilibrium prices is allowed and

can lead to mismatched demands and supplies. To generate transactions

from inconsistent demands and supplies, a market mechanism is needed,

such as a rationing method. Inconsistent demands and supplies may occur

on any market, and markets may differ greatly from each other. Therefore,

providing a single rationing method is not sufficient.

The first goal of the present work focuses on this need for different ra-

tioning methods and provides a toolbox which contains a variety of such

methods. These methods are suitable for micro-economic models as men-

tioned above, but also applicable to ACE (Agent-based Computational Eco-

nomics) models with many interacting agents. Tesfatsion (2006, pp. 192)

describes such a model and where rationing takes place. The rationing

toolbox will be provided specifically for the lagom context, but is general

enough to be applied in different contexts. It consists of well known ra-

tioning methods, and of rationing methods programmed specifically for

lagom. To ensure an easy application the toolbox is constructed in modular

fashion.

The second goal of the present work is embedded into the framework of

modelling micro-economic labour markets. I will present a labour market

model which is on the one hand of a structure that allows for an analysis of

the underlying mathematics, and, on the other hand, is also a multi-agent

model fitting the characteristics suggested by Kirman (2006, p. xiv)2 and

1Lagom is a Swedish word denoting a sense of balance and harmony, with a flavour of

equilibrium but richer, perhaps akin to the chinese “Tao”.

Haas and Jaeger (2005, p. 4)

2see quote on previous page

2



Chapter 1. Introduction

further specified by Axtell (2006, pp. 203) in that it allows for the modelling

of very large populations of agents, presumed the computational power is

available.

Usually, the literature dealing with micro-economic labour markets as-

sumes that (a) an agent who seeks employment applies for a job if the of-

fered wage exceeds the agent’s reference wage, and that (b) an employer

who faces a pool of applicants can not distinguish between them according

to their qualifications. The reference wage is assumed to be correlated pos-

itively with an agent’s qualification. Mookherjee (1987), and Weiss (1976,

1980) model such labour markets. By increasing the wage, an employer can

increase the number of qualified applicants, but still faces an anonymous

pool of applicants.

On many labour markets the wage tariffs are negotiated between trade

unions and federations of employers, and many employers screen their ap-

plicants regarding their qualifications and choose their workforce accord-

ingly. Such a context of non-negotiable wages and recruitment according

to the perception of qualifications is the framework to be investigated. On

a micro-economic labour market on which wages are non-negotiable, a het-

erogenous population of potential applicants is faced with consecutive job

opportunities. Each job opportunity consists of a certain number of vacan-

cies, and each agent needs to decide at each job opportunity whether to ap-

ply. While in Mortensen and Pissarides (1994), heterogenous productivity

is modelled by introducing productivity shocks, in the current model het-

erogenous productivity is depicted by letting agents exhibit heterogenous

qualifications. The employer is able to perceive the qualifications of agents

more or less accurately; and conducts recruitment with respect to one of

three rationing methods, each characterised by a different level of accuracy

in perception of applicants’ qualifications. The method that the employer

chooses to recruit the workforce is common knowledge. An agent’s in-

centive to apply for employment is not the wage but the perceived prob-

ability to obtain employment conditional on application (PPE). Only if an

agent’s PPE exceeds a critical probability will he apply. The population of

agents is heterogenous with respect to their qualifications and with respect

3



Chapter 1. Introduction

to their opinions about their competitors’ application behaviour. Further-

more, each agent is capable of learning by observing how the other agents

act.

The questions to be tackled within this framework are the following:

1. How can agents determine their individual PPE under different ra-

tioning methods?

2. How can one model heterogenous labour suppliers who must make

application decisions, and who learn about the application behaviour

of others by observing them?

3. Is it possible that an employer in the given framework can, though

inaccurate in the perception of applicants’ qualifications, obtain an

equally productive workforce as if he were accurate?

1.2 Structure

Chapter 2 consists of two parts. The first provides a brief history of thought

of disequilibrium theory and quantity rationing. A few authors whose con-

tributions play a direct or indirect role for the modelling part of this work

will be mentioned in this context. The second part introduces important

concepts, namely: A Walrasian model, the dual decision hypothesis, an

economy with price and quantity signals, and a neo-Keynesian model. It

will be pointed out how and where the concepts introduced previously are

of relevance during the presentation of a neo-Keynesian model.

Chapter 3 gives an insight into the methods used in subsequent parts of

this work. Rationing axioms are introduced, followed by several relevant

rationing methods. Bayesian inference is introduced, a method that is ap-

plied to a learning process of agents on a labour market in Chapter 5. A

short introduction to SimEnv follows, a simulation environment focusing

on evaluation and usage of models with large and multi-dimensional out-

put (cf. Flechsig, Böhm, Nocke, and Rachimov (2005)), as this software is

used to obtain information about the stability of the simulations in Chapter

4
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5.

In Chapter 4, the rationing toolbox for the lagom model family is pre-

sented and documented economically and mathematically. Computational

documentation is included in Appendix A. The toolbox contains the ra-

tioning methods which have been introduced in Chapter 3, and additional

methods that have been programmed specifically for the lagom context.

In Chapter 5, it is derived how an agent can determine his PPE un-

der different rationing methods. Then a labour market is modelled where

heterogenous Bayesian agents learn about their competitors application be-

haviour over a cycle of job opportunities. Finally, a complete sequence of

recruitment processes is modelled. Over the cycle of job opportunities, the

Bayesian labour suppliers determine their PPE, decide whether to apply,

and are recruited. For varying degrees of accuracy in an employers percep-

tion of applicants’ qualifications the average productivity of the workforce

is determined. To obtain information about the stability of the results, a

sensitivity analysis with the help of SimEnv is carried out.

In Chapter 6 the key points and the results are summarised. The thesis

is concluded with proposals for further extensions of the work.

Appendix A contains the computational documentation of the rationing

toolbox from Chapter 4. Appendix B contains additional figures to those

included in Chapter 5, demonstrating the stability of the results. It also

contains the documented code of the programs that have been created for

Chapter 5.
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Chapter 2

History of Thought

The following history of thought regarding quantity rationing shows how

the necessity for rationing methods emerged from a rich history of gen-

eral equilibrium modelling. A short summary of important contributions

to the emergence of a theory of disequilibrium is given. Then a Walrasian

model is described, standing for general equilibrium theory, followed by

concepts that define the basic elements for a theory that allows for equi-

librium under quantity rationing. These concepts are the dual decision hy-

pothesis and an economy that allows for price and quantity signals. Finally,

a neo-Keynesian model that combines the elements of these concepts will

be introduced and I point out where rationing takes place and what the

underlying concepts that allow for such a model framework are.



Chapter 2. History of Thought

2.1 History of Thought on Quantity Rationing

2.1.1 On Instantaneous Revision & Rationing

The models and concepts that will be described in this chapter all share

one crucial characteristic: decisions of agents are revised instantaneously,

which in this context means within the current period. In a Walrasian

model, prices are announced, demands and supplies are expressed, and,

if necessary, prices are adjusted by the Walrasian auctioneer until the equi-

librium price vector has been found. It is assumed that all this happens

instantaneously. In many neo-Keynesian models, the microeconomic foun-

dations of these models, and their predecessors, prices and wages are as-

sumed to be fixed for one period, during which no price adjustment can

take place. The adjustment must now happen through an alternative chan-

nel, which in this case is the quantities traded. At the fixed prices and

wages, agents express their wishes on all the markets and receive quantity

signals on each market where they face rationing. Rationing will influence

an agent’s behaviour on the other markets so that he will revise his deci-

sions there, and this might lead agents on the opposite market side to revise

some of their plans, too. This quantity tâtonnement takes place until a sit-

uation is obtained where transactions can occur. In contrast to a Walrasian

model (see below and Section 2.2.2) the agents do not realise their original

demands and supplies, but revised versions of these. All this happens in

an instant, too.

A rationing scheme is the quantity signal that rationed agents receive

and that informs them about the maximum quantity they can buy or sell.

These quantity signals are functions of demands and supplies of the other

agents (cf. Benassy (2002, p. 12)).

2.1.2 On General Equilibrium Theory

Walras

Walras (1877) formulated the first general equilibrium model, the basic as-

sumptions and functionality of which will be explored in Section 2.2.2. In
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the Walrasian world, the economy consists of commodities, a price sys-

tem and agents. The price system consists of a price for each commodity.

The agents demand or supply commodities and may be a demander of one

commodity and a supplier of another. The price system is exogenously

given and no agent can exert influence on it. Walras (1877) described the

state of an economy by means of a price system which can give rise to three

different situations for each market: aggregate excess demand, aggregate

excess supply, or equilibrium. As, generally, only few of the infinite possi-

ble price systems will produce an equilibrium, some price adjustment will

need to take place to reach equilibrium. This adjustment process is coordi-

nated by an invisible institution often called the Walrasian auctioneer.

The agents of the economy, taking the prices as given, express demand

and supply at these prices. Whatever quantities of the available goods they

plan to buy or sell, they assume to be able to realise. The auctioneer an-

nounces a price system, compares aggregate demands and supplies at these

prices and adjusts the system until aggregate demand and aggregate sup-

ply match on all markets. The price system that gives rise to equated ag-

gregate demands and supplies for all commodities is called an equilibrium

price system. Only with this price system will trade occur.

An important implication that follows directly from this outline is the

following: The ex ante demands and supplies of agents are always fulfilled

because all agents are price takers, assume that they can realise their de-

mand and supply, and since trade only occurs at equilibrium prices the

original demands and supplies are always satisfied. Walrasian demand

and supply are also referred to as notional demand and supply (see Be-

nassy (2002), Muellbauer and Portes (1978)).

Arrow & Debreu

Walras (1877) described an competitive economy by mathematical means,

by stating the conditions for a general equilibrium, but never gave a proof

that the system of equations that he constructed had a solution (cf. Arrow
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and Debreu (1954, p. 254), Debreu (1959, p. ix)). Rather he thought that

proof of existence of a general equilibrium was to ensure that there were as

many equations as unknowns (cf. Blaug (1996, p. 552)).

Since, to that date, the proofs for the existence of an equilibrium had

not been demonstrated for an integrated model of exchange and produc-

tion1 Arrow and Debreu (1954) studied the assumptions needed so that an

integrated model of a competitive economy would establish equilibrium.

Their model suggests that when assumptions are made that fulfill cer-

tain conditions (such as perfect competition, convexity, demand indepen-

dence), there would be a system of prices so that aggregate demands and

supplies for all commodities equilibrate simultaneously. Furthermore, such

a system of prices would then exist for any future time period. Arrow and

Debreu (1954) derive two theorems which state the conditions under which

a comptetive equilibrium would exist. These two theorems can be stated

basically as follows (cf. Arrow and Debreu (1954, p. 266)):

1. If each individual in the economy is initially endowed with a positive

amount of each commodity that is available for sale, then a competi-

tive equilibrium exists, and

2. the existence of the competitive equilibrium can be asserted if there

are several types of labour that exhibit the following properties:

⋆ Each agent is able to supply a positive amount of at least one

type of labour, and

⋆ Each type of labour is useful in the production of a desired good.

Debreu (1959) followed up on the ideas stated in this model and gave an

axiomatic analysis of economic equilibrium. In his general equilibrium

model, the agents are again price-takers. They are, furthermore, consumers

and producers. A number of commodities exist, differentiated by physical

characteristics, the time and the location of trade, and for that reason each

supplier of a commodity acts as a local monopolist. Each agent in the econ-

omy has an admissible set of actions, determined by his budget set if he

1Wald (1936) gave separate proof of the existence of general equilibrium for a model of pro-

duction and a model of exchange.
10



Chapter 2. History of Thought

acts as a consumer or determined by his technology set if he acts as a pro-

ducer. Following his objectives, he chooses the optimum action within this

set.

For a consumer, this action is the choice of a consumption bundle which

consists of non-negative quantities of all commodities. The agent is re-

stricted by limitations such as his wealth. Furthermore, consumers have

preferences regarding commodity bundles. These are defined via a pref-

erence pre-ordering for any two commodity bundles, which specifies ei-

ther the agent’s preference for one, his indifference between the two, or

the impossibility of comparison. The goal of the consumer is to maximise

his utility through the consumption of commodity bundles. He chooses

the commodity bundle which – according to his preference pre-ordering

– yields the greatest utility. Each of the consumers is equipped with an

initial endowment of commodities and with a share of the profits from pro-

duction. In interaction with the price system, this constitutes the income

(determined by the share of profits and the value of endowment) of a con-

sumer.

A producer maximises his profit by choosing a commodity bundle from

his production possibility set. It is important that he should know the mar-

ket value of such a commodity bundle determined by the price system.

It is assumed that there is a market for each commodity where the sup-

plies and demands meet, and, under an equilibrium price system, quanti-

ties are exchanged. The economic system consists of as many markets as

there are commodities and is assumed to be a system of complete markets.

With the price system given and the agents being price-takers, it is possible

to determine the excess demand for the economic system. By subtracting,

from the aggregate supply of each commodity the aggregate demand, the

excess demand for each commodity is determined. The sum of excess de-

mands of the commodities is the aggregate excess demand of the system.

The state of the economy can be described by the price system and the op-

timum actions of each agent. If the optimum actions of the agents are not

unique under the given price system, then the relation of the price system
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to all possible resulting total excess demands is called excess demand rela-

tion (cf. Herings (1996)). If the actions are unique, then the excess demand

relation is called total excess demand function. It might be that the optimum

actions of the agents are not compatible for a given price system and there-

fore total excess demand is not equal to zero. Because trade happens only

under an equilibrium price system, as in Walras (1877), some price adjust-

ment is needed.

A price adjustment mechanism, like the Walrasian acutioneer, gener-

ates equilibrium prices and brings the system into a Walrasian equilibrium,

where all agents realise their notional plans.

Gaps in the Walrasian General Equilibrium Theory

According to Benassy (1982), the Walrasian theory is a good depiction of

real markets if these are actually organised by an auctioneer, but not all

markets are organised in this way. This gap was one of the starting points

for a theory that deals with potentially non-clearing markets. Benassy

(1982) identified two shortcomings that open paths for a new theory and

these are:

1. All the agents receive the same price signals but none of the agents

sends price signals to the markets. Prices are exclusively influenced

by the Walrasian auctioneer.

2. All the agents send quantity signals to the markets but none of the

agents makes use of such quantity signals.

Various authors have identified these issues and modified them (allowing

for price setters and the use of quantity signals) for the modelling of an

economy with incomplete markets and quantity rationing.

2.1.3 On Disequilibrium Theory

Keynes, Clower & Leijonhufvud

Keynes (1936) is central to the development of a theory that allows for

the treatment of persistent disequilibrium situations. One of the first au-
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thors who interpreted Keynes (1936) in terms of a theory of disequilibrium

was Clower (1965). He agreed (cf. Backhouse and Boianovsky (2003, p.

7)) with Axel Leijonhufvud, who suggested that the general difference be-

tween Keynes (1936) and the Classics was in the speeds of adjustments of

prices and quantities (cf. Felderer and Homburg (2005, p. 278/9)):

In the Keynesian macrosystem the Marshallian ranking of price- and

quantity-adjustment speeds is reversed: In the shortest period flow

quantities are freely variable, but one or more prices are given,

and the admissible range of variation for the rest of the prices is

thereby limited.

Leijonhufvud (1968, p. 52)

In 1974, Leijonhuvfud refracted his interpretation and wrote that

(...) it is not correct to attribute to Keynes a general reversal of

the Marshallian ranking of relative price and quantity adjust-

ment velocities.

Leijonhufvud (1974, p. 169)

Nevertheless, the ideas of Clower and Leijonhuvfud remained of strong in-

terest from an analytical point of view and many publications implemented

these ideas (cf. Felderer and Homburg (2005, p. 279)). Clower (1965) also

had a strong impact on subsequent developments with his formulation of

the dual decision hypothesis, which stated that economic agents decide

step-wise by taking into account possible constraints on various markets

(e.g. excess labour supply, excess commodity demand). Given a constraint,

the economic agent would behave differently than if there had been no con-

straint. Clower (1965) contended that Keynes (1936) also had such a dual

decision hypothesis in mind, if only implicitly:

It is another question whether Keynes can reasonably be consid-

ered to have had a dual decision theory of household behaviour

at the back of his mind when he wrote the General Theory. For

my part, I do not think there can be any serious doubt that he
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did, although I can find no direct evidence in any of his writ-

ings to show that he ever thought explicitly in these terms. But

indirect evidence is available in almost unlimited quantity (...).

Clower (1965, p. 120)

Clower and Leijonhufvud proposed a Walrasian-Keynesian synthesis by

suggesting that instead of pursuing unemployment equilibrium with imper-

fect markets, one should analyse a prolonged disequilibrium without ad hoc

rigidities (cf. cepa (2006b))2.

Patinkin

Before Clower and Leijonhufvud, the synthesis of Walrasian and Keyne-

sian theory had already been proposed by Patinkin (1956) whose central

concern was the integration of monetary theory and Walrasian value the-

ory (cf. cepa (2006a)). He modified the classical Walrasian approach in

such a way as to be able to describe the transmission process of money

quantity adjustments in unchanged equilibrium situations; this approach

became the basis for a number of disequilibrium models. He created a gen-

eral equilibrium style model that, under flexible prices and wages, had a

tendency to arrive at equilibrium (cf. Rothschild (1981, p. 33)).

This approach was used as the basis to analyse the phenomenon of per-

sistent involuntary unemployment that was central to Keynes (1936). He

introduced the notions voluntary and involuntary unemployment. An agent

was considered involuntarily unemployed if he offered labour on the mar-

ket but could not find a job, whereas an agent was considered voluntarily

unemployed if he withdrew labour from the market due to a wage de-

crease. Even if this withdrawal was painful, this kind of unemployment

was categorised as voluntary. The basic model would, with flexible prices

and wages that adjusted immediately, converge towards equilibrium and

agents would realise their ex ante plans voluntarily, as no bounds would

2Neo-Keynesian and neo-Keynesianism are used as in Felderer and Homburg (2005) refer-

ring to the works by Patinkin (1956), Clower (1965), Leijonhufvud (1968), Barro and Gross-

man (1976), Malinvaud (1977), and others, which are characterised by temporary equilibria

with quantity rationing.
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be experienced. With rigid prices and wages, underemployment resulted

which, if these rigidities were not eliminated, became persistent. Then, the

short side of the labour market determined the employment level and ra-

tioning occurred. Patinkin (1956) assumed that, even with flexible prices

and wages, price/wage adjustments would not happen immediately, but

rather quantity adjustment would take place. If the demand for commodi-

ties decreased, firms that found they could not sell all they wished would

decrease their demand for labour (cf. Backhouse and Boianovsky (2003, p.

4)), resulting in unemployment. Only thereafter would prices and wages

adjust, but not sufficiently to eliminate unemployment. A detailed exposi-

tion can be found in Patinkin (1956, pp. 313) and in Rothschild (1981, pp.

32).

From Clower Onwards

Clower (1965) was one of the first authors who reinterpreted Keynes (1936)

in a way that provided a basis for a theory which was not characterised

by the equilibrium as in Walras (1877) and Arrow and Debreu (1954), but

rather by an equilibrium which might leave some agents with unsatisfied

wishes. This equilibrium with quantity rationing was the result of an im-

perfect price adjustment process and was in contrast to what had been as-

sumed in Walras (1877) and Arrow and Debreu (1954):

In a general economic equilibrium the price system communi-

cates sufficient information to allow producers and consumers

to coordinate their separate production and consumption deci-

sions. Prices adjust to bring supply and demand into balance.

Starr (2001, p. 31)

Rather, the assumption that prices adjusted fast enough to let the eco-

nomic system arrive at equilibrium was dismissed, and, in exchange, quan-

tities were adjusted. Nearly all models that were introduced by neo-Keynesian

authors in the 1970s such as (Bénassy(1975), (1977)), Barro and Grossman

(1976), Malinvaud (1977), Hahn (1978), and Muellbauer and Portes (1978)

discussed general equilibrium with quantity rationing. The once common

15



Chapter 2. History of Thought

assumption that agents could trade whatever quantity they wished was

abandoned and substituted by the distinction between effective demands

and effective supplies on the one hand and purchases and sales (transac-

tions) on the other. This allowed the modelling of imperfect markets where

aggregate transactions must be equal, but effective demands and supplies

need not be equal.

Malinvaud

Malinvaud (1977) created a macroeconomic model in which he viewed

general equilibrium as a temporary situation that itself was a special case.

His model resembled those created by Patinkin (1956), Clower (1965), and

Barro and Grossman (1976) but focused specifically on the investigation of

the labour market and unemployment. In contrast to a Walrasian model, no

auctioneer adjusted prices, and prices were fixed for one period. In order

for trades to take place, an alternative adjustment had to be implemented

through a quantity tâtonnement. One of the purposes of the model was to

combine the two distinct views of classical models and Keynesian models

regarding unemployment. While unemployment in classical models was

due to too high wages and could only be reduced by lowering the wages,

Keynesian unemployment was characterised by firms facing too little de-

mand. These firms would hire more employers at the current wage, but

they would not be able to sell the additional output. The policy measure

to reduce unemployment would be a rise in effective demand through the

government (cf. Rothschild (1981, p. 95)). Classical unemployment was,

in view of Malinvaud (1977), just a partial analysis, but, from a general

equilibrium point of view, the labour market was connected with other

markets in such a way that rationing on the labour market impacted the

goods market and vice versa. Therefore, it could not be the wage alone that

determined the level of unemployment: it was necessary to take the inter-

dependence with other markets into account. Since his model was not a

traditional Walrasian model, demands (supplies) did not have to be equal

to purchases (sales). The demands and supplies of agents were an attempt

to realise their plans. Since these plans were not independent from what

happened on other markets, agents formulating them took into account
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whether they faced rationing on other markets. If they faced rationing on

the labour market, they would revise demand for goods. Analogous revi-

sions took place when agents experienced rationing on the goods market.

A process of quantity revision took place until the wishes of the individuals

coincided and trade could take place. The nature of this revision process

depended on the initial situation, which could be one of three different

regimes that were characterised by different combinations of rationing as

will be shown in Section 2.2.5.

2.1.4 On Rationing

The models that have been introduced in the preceding sections have in

common that trade can take place at non market-clearing prices. If trading

at non market-clearing prices takes place, rationing necessarily also takes

place, and one of the market sides will not be able to realise their plans.

Clower (1965) was one of the first to state general ideas about a rationing

method and what characteristics it should have (on the macro level). He

formulated the short-side rule that was later specified in more detail by Be-

nassy (1982) and others. On the macro level, the short-side rule identifies

the market side that realises its planned transactions.

Under this rule, agents on the short side of the market realize

their desired transactions, whereas agents on the long side are

rationed (how this is done at the microeconomic level is usually

not specified).

Benassy (1986, p. 13)

Since I will be aiming to provide a toolbox that contains rationing meth-

ods to be applied to microeconomic modelling, it is necessary to investi-

gate how rationing at the micro level can be specified. While at the macro

level the short-side rule determines which market side will realise its de-

sired transactions, at the micro level the question is to find a rule that

specifies how the given quantities are to be distributed to the agents. A

rationing method is such a rule and in the 1990s, several authors intro-

duced different rationing methods. Sprumont (1991) proposed general ax-

ioms that a rationing method should ideally fulfill, deriving from them the
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uniform allocation rule as the only method that does so. By dismissing

one or more of these axioms, a variety of other rationing rules can be con-

structed. Moulin (1999) stated ideas about a rationing method when prefer-

ences of agents are single-peaked3. Barbera and Jackson (1995) considered

strategy-proof4 allocation methods, Tasnádi (2002) introduced stochastic

rationing methods that are based on the rationing methods derived by

Moulin (1999, 2000). Since rationing methods as such play a crucial role in

subsequent chapters, before implementing them into an economic context,

an axiomatic approach to rationing methods and basic rationing methods

will be discussed in Chapter 3.

In Section 2.2 I will first introduce a general equilibrium model and then

present building blocks for a neo-Keynesian disequilibrium model.

3With a single peak there is only one allocation that an agent finds optimal, even if there are

allocations associated with a larger value.
4Strategy-proofness implies that an agent facing rationing is best off by stating his true pref-

erences. He is not able to receive more by stating incorrect preferences than he would by

stating his true preferences.
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2.2 A General Equilibrium Model, and Building
Blocks of a Disequilibrium Model

2.2.1 Introduction

Drawing from Dixon (2000a) and Gravelle and Rees (1992), a Walrasian

model will be specified in order to point out its weaknesses with respect to

price and quantity signals. When rationing does occur, it will be demon-

strated how the dual decision hypothesis enables the modelling of step-

wise decision on the consumer side. Subsequently, an economy with price

and quantity signals will be introduced, where step-wise decision making

takes place. Finally, a neo-Keynesian model will be described and the dif-

ferent arrangements of rationing that can emerge will be pointed out.

2.2.2 The Walrasian Economy

Walras (1877) was the first to express a general equilibrium model mathe-

matically. His central vision was an economy that consists of inter-connected

markets where events on one market influence what happens on others (cf.

Staley (1989, p. 170)). All prices are assumed to be variable and equilib-

rium requires all markets to clear simultaneously. This was the first model

to consider market interdependencies. The multi-market model that Wal-

ras (1877) laid out is a pure exchange model where all agents are equipped

with an initial commodity bundle which they can use for exchange. Each

agent takes the market prices as independent from his actions (cf. Varian

(1984, p. 191)) and is thus a price taker. The tastes of each agent regarding

commodities x is described as a utility function u

u = u(x) (2.1)

The Walrasian economy consists of m agents, who trade n commodities on

markets. An exogenously given price system defines a price pi for each of

the i = 1, ...,n commodities, such that the price system can be expressed as a

vector of prices p = (p1, p2, ..., pn). Demands and supplies of a commodity

xi are functions of its price pi. An agent can be demander and supplier of

various commodities at the same time. He demands commodities that he
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wishes to own and offers commodities that he owns but wants to dispose

of. His decision of how many units of which commodity to offer for sale or

to demand is determined before trade takes place by maximising his indi-

vidual utility subject to the budget constraint. The planned demand (sup-

ply) of agent j for commodity i is expressed as dij (sij). The maximisation

problem then is:

maxx uj(x)

s.t. ∑
n
i=1 pidij = ∑

n
i=1 pisij

(2.2)

The second line of 2.2 expresses the budget-constraint. Walras (1877)

established a system with n equations (one equation for each commodity)

and n unknowns. The prices are the unknowns, and the solution of the

system is a price vector p∗ that equilibrates demand and supply for each

commodity. The monetary value of a commodity is given by its price pi.

Before trade takes place, a price vector is stated by an auctioneer and for

these prices, each agent conducts his utility maximisation and presents the

resulting demands and supplies to the markets. In any situation – even if

the currently stated market prices are not the equilibrium prices – the mon-

etary value of all commodities an individual wants to buy must be equal

to the monetary value of all commodities he offers for sale, i.e. the budget

constraint from 2.2 must be met.

In equilibrium, the value of the quantities demanded by all individuals

must be equal to the value of the quantities offered for sale by all individ-

uals. Considering the planned demands and supplies of all m agents leads

to:
m

∑
j=1

n

∑
i=1

pidij =
m

∑
j=1

n

∑
i=1

pisij (2.3)

which can be rearranged to give

n

∑
i=1

pi(
m

∑
j=1

dij) =
n

∑
i=1

pi(
m

∑
j=1

sij) (2.4)

The expressions in parentheses expresses the total market demands and

supplies for the ith commodity and can be rewritten as di and si since they
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are the sum of the individual demands and supplies of that commodity.

n

∑
i=1

pidi =
n

∑
i=1

pisi (2.5)

Equation 2.5 is Walras’s identity (cf. Dixon (2000a)) and states that, in equi-

librium, the value of the aggregated planned market purchases must be

equal to the aggregate value of all planned market sales. General equil-

brium is then defined as a situation of the economy where no excess de-

mand is present on any market (cf. Morishima (1981, p. 16)).

Two implications can be derived from Walras’s identity.

1. Generality of equilibrium: It is assumed that prices have been found

such that demand and supply are equal in all but one market. Then

for n − 1 markets:
n−1

∑
i=1

pidi =
n−1

∑
n=1

pisi (2.6)

If this expression is subtracted from Walras’s identity (2.5)

pndn = pnsn (2.7)

or dn = sn, which implies that the nth market is also in equilibrium. If

all but one market are in equilibrium, then so is the remaining market.

2. Walras’s law: If one looks at the whole economy, there can be neither

aggregate excess supply nor aggregate excess demand. Rearranging

(2.5) gives
n

∑
i=1

(pidi − pisi) = 0 (2.8)

Walras’s law stems from the budget constraint and expresses the in-

terdependence of excess demand equations of the general equilib-

rium system (cf. Patinkin (1987, p. 863)). Equation 2.8 expresses that

the aggregate excess demand is equal to zero.

This implies that, should there ever be an excess of demand

over supply for any one commodity, there must be a cor-

responding excess supply over demand (an excess of sup-

ply over demand is also called "negative excess demand")
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for at least one other commodity, otherwise the aggregate

value of amounts agents wish to supply could not be equal

to the aggregate value of amounts agents wish to demand.

Another way to put this, is to say that the sum of excess

demands over all the markets in the economy must equal

zero and that this applies whether or not all markets are in

(general) equilibrium.

Dixon (2000b)

How do prices adjust to equilibrium values and how do transactions occur

in such a framework?

The commodities are exchanged among the agents. All agents receive

the same price signal which can be expressed as a vector p with n elements.

The agents assume ex ante that they can exchange whatever quantities they

wish. As said earlier, demands and supplies are functions of the price, so

after having received the price signal, each agent sends his demand and

supply quantities, which have been obtained by individual utility maximi-

sation as in 2.2, to the market. If demands and supplies of a commodity do

not match, adjustments are needed. In a Walrasian economy, price adjust-

ment is accomplished exclusively by the Walrasian auctioneer. This insti-

tution changes the price vector p until an equilibrium price vector p∗ has

been found. At these prices, the corresponding demands and supplies of

all commodities and all agents coincide and only at these prices do transac-

tions take place. The agents face no quantity constraints since they realise

the planned demands and supplies which they had stated at these prices

before trade took place. Their ex ante demands and supplies have been,

and always will be, fulfilled in such a framework.

The Walrasian story is a good description for the few real world

markets, such as the stock market which inspired Walras, where

the equality between demand and supply is ensured institution-

ally by an actual auctioneer. For all other markets with no auc-

tioneer in attendance, the Walrasian story is clearly incomplete,

something pointed out by Arrow(1959) himself.
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Benassy (2002, p. 4)

Benassy (2002) stresses two points as being very important characteristics

of the Walrasian model. These are:

1. All the agents receive the same price signals, but prices are influenced

exclusively by the Walrasian auctioneer.

2. All the agents send quantity signals to the markets but none of the

agents makes any use of these quantity signals. E.g. no demander

who receives the number of produced items as a quantity signal uses

this information to reconsider his demand.

These are gaps to be filled. Benassy (2002) established a consistent theory

of decentralised markets where no auctioneer is present and where market

clearing is not axiomatically assumed. He also implemented a system in

which quantity signals (at least from rationed agents) have to be consid-

ered in addition to price signals.
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2.2.3 The Dual Decision Hypothesis, Drèze and Clower

Demands

Introduction

Clower (1965) formulated the dual decision hypothesis. It demonstrates

that the Keynesian consumption function can be validated from a neoclas-

sical point of view and shows that decisions of agents can be modelled to

happen step-wise.

The Hypothesis

In the neoclassical framework, consumption demand depends only on the

real wage w
p . A consumer does not choose consumption with his income in

mind but rather with the real wage, and, hence, his income is determined

by his choice of labour supply ls. This can be pointed out by following an

example from Felderer and Homburg (2005) which investigates a house-

hold that maximises utility. Utility u depends on consumption c and leisure

1 − ls and is expressed by the following utility function:

u = u(c, (1 − ls)) (2.9)

Furthermore, the household faces a budget constraint that requires it to

finance its consumption from his labour income:

p · c − w · ls = 0 (2.10)

where p denotes the price and w the nominal wage. By maximising equa-

tion (2.9) subject to (2.10) the neoclassical consumption function and the

labour supply function are obtained:

c = c(
w

p
) (2.11)

ls = ls(
w

p
) (2.12)

The income y of the consumer is the product of labour supply and real

wage

y = ls ·
w

p
(2.13)
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Consumption demand expressed by 2.11 depends uniquely on the real wage.

This is in contrast with the Keynesian view where the consumption de-

mand of a consumer is determined by his given real income.

Clower (1965) showed that, from a neoclassical point of view, the Key-

nesian consumption function could be validated. There is one central as-

pect for this proof. It is the fact that, in the neoclassical view, it is always

assumed that the household presumes that it can realise its plans and it is

validated ex post that this is true. Clower (1965) modified this and intro-

duced the possibility that a consumer faces a constraint on one of the mar-

kets, meaning he will not be able to realise (all of) his plans. This provides

a starting point for validating the Keynesian consumption function within

a neoclassical framework. If a consumer faces rationing on the labour mar-

ket, he will not be able work as much as he would like to and will earn a

smaller income, leaving less scope for consumption. It is natural to assume

that as a reaction, he will revise his consumption demand, the revision be-

ing larger the stronger the constraint on the labour market is. This is the

central statement of the dual decision hypothesis: Decisions by the con-

sumer are made step-wise.

In a first step, the consumer formulates his notional demands on the ba-

sis of price signals and assumes that he will realise these demands. Then,

if he finds himself rationed on one market, in a second step he will refor-

mulate his plans for other markets. Additional to the price signals he now

takes quantity signals into account by decreasing his consumption demand

in consideration of the lower income. With the revised consumption de-

mand he has then optimised his utility by being aware of the lower income

due to rationing on the labour market. His demand will be lower than in a

classical context and is called effective demand or Clower demand. The mod-

ified problem of a consumer who faces a constraint on the labour market

can be expressed as

choose min(c(
w

p
),

w

p
· l̄), (2.14)

where l̄ is the constraint faced on the labour market. Firstly, the consumer

states his hypothetical consumption demand c( w
p ) and his labour supply
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ls. If he does not face a constraint on the labour market, the process will

be complete and he has realised his ex ante plans. If, however, he faces a

constraint l̄ on the labour market, he will adjust his consumption demand

to his given real income ( w
p · l̄) so that both match.

Clower kept the neoclassical core, the utility maxmimising behaviour

of the agent; the aspect he modified was the circumstances influencing the

maximising behaviour. While the neoclassical view implicitly assumed the

realisation of notional demands, Clower introduced an environment where

plans may need to be be revised. If this is the case, not only the real wage,

but also the real income will be part of the optimisation problem of a house-

hold.

Drèze and Clower Demand

This modified environment for agents makes it necessary to investigate

how to describe the behaviour of agents who face rationing on any market.

Two different types of behaviour have been identified by the literature. An

agent who faces rationing (for example) on the labour market might react

in one of the following ways:

1. He decreases labour supply so as to match the rationing level and

revises his consumption demand, or

2. He keeps his labour supply constant but revises his consumption de-

mand.

These are called Drèze demand and Clower demand5 respectively. The general

assumption is that decisions happen step-wise. An agent has formulated

his notional demands by maximising utility subject to the usual budget

constraint, but if he finds himself rationed on a market,

(...) then a second round of decision making will take place,

namely maximising utility subject to a modified budget con-

straint,

Clower (1965, p. 119)

5I use the term demand here, but if in some cases it actually refers to a supply (e.g. labour).
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or subject to the budget constraint and additional constraints (depending

on the choice of representation). Clower implemented this by postulating

the dual decision hypothesis. Drèze demand includes a modified optimi-

sation problem, too. Both differ from each other in the way they describe

the behaviour of an agent who faces rationing on a market. The Clower

demand is determined by an optimisation problem which looks like the

following6:

max
xi

Z = f (x)

s.t.

p · x ≥ 0

xj ≤ x̄j, ∀xj ≥ 0, j 6= i

xj ≥ x̄j, ∀xj ≤ 0, j 6= i

with:
xj consumption demand on market j,

x̄j bound on consumption on market j,

i index for the market in that agent faces rationing,

xi demand on market i.

When determining demand xi on market i, the agent only considers

bounds experienced by rationing on the other markets. He keeps his de-

mand on the market where he faces rationing constant, while he revises his

plans on other markets.

If, on the other hand, an agent faces rationing on a market and revises

demand on that market (and on others) then he states a Drèze demand. The

optimisation problem of an agent stating Drèze demand can be expressed

6xj ≤ x̄j refers to a market where the agent supplies a commodity. Originally, his supply is

larger than the bound x̄j, so in the optimisation problem the constraint xj ≤ x̄j expresses

that his supply must be equal or less than the bound given.
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as:

max
xi

Z = f (x)

s.t.

p · x ≥ 0

xj ≤ x̄j, ∀xj ≥ 0

xj ≥ x̄j, ∀xj ≤ 0

The first constraint is a budget constraint. The other two constraints ex-

press the fact that the agent considers the bounds experienced through ra-

tioning on all markets while determining his demand on market i.

Application

Clower and Drèze demands differ in the way agents consider information

from markets. While the Drèze demand is generated on the basis of in-

formation from all markets, Clower demand is generated by considering

information from all but the present market. Both types of behaviour are

rational in different contexts. The Drèze demand is considered to be ratio-

nal by Felderer and Homburg (2005) in a model where

⋆ the agent knows the degree of rationing without doubts,

⋆ the rationing scheme is not manipulable, and

⋆ maintaining a demand larger than the bound given by rationing is

costly.

Within such a setting, it is plausible that an agent facing rationing will re-

vise his demand to match the bound given by rationing on that market.

Clower demand, on the other hand, is considered to be rational in a world

where

⋆ the agent does not know the degree of rationing for certain,

⋆ the agent assumes that the rationing scheme is manipulable, and
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⋆ maintaining an excess demand over the quantity that the agent would

obtain through rationing is not costly.

In such a setting, the agent maintains his notional demand on the market

where he faces rationing. It is rational for him, since he sees the possibility

to realise his notional demand or a demand that lies between his notional

and his Drèze demand. Since it is not costly to state his notional demand

in the market where he is rationed, he does not see the necessity to revise it.

This outline indicates that the choice of a specific rationing method will

be a crucial determinant for the agents’ actual behaviour. If agents assume

that the rationing method contains a stochastic element and is manipulable,

then it seems natural to let them send demands to the market that violate

their constraints (they want to experiment to find out the actual value of

the constraint). Depending on the rationing method, not only can agents’

behaviour be modelled in different ways, but also the equilibrium obtained

depends on the choice of the rationing method (cf. Drazen (1980, pp. 287)).
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2.2.4 An Economy with Price and Quantity Signals

Introduction

In Section 2.2.2 I introduced some facts about the Walrasian economy in

a framework of general equilibrium and discussed markets that clear at

any point in time and agents who realise in full their ex ante demands and

supplies. The goal of this present section is to describe how Bénassy (1982,

1986, 2002) constructs an economy that allows for non-clearing markets

and imperfect competition. In such an economy, some demands and/or

supplies7 cannot be realised. There is a need for some kind of rationing

method which allocates a given quantity of a commodity to individuals.

The goal of this section is to introduce

⋆ non-clearing markets,

⋆ the formation of quantity signals,

⋆ effective demands and supplies, and

⋆ price formation.

These concepts will be introduced by restricting attention to a single mar-

ket, but they are constructed in such a way as to be applicable to the general

equilibrium framework.

Non-Clearing Markets

In contrast to a Walrasian economy, the agents of an economy with non-

clearing markets may not be able to realise their ex ante demands and

supplies. Therefore, demands and supplies need to be distinguished from

trades (purchases and sales). Purchases and sales are the quantities that

the agents realise. In the following, the focus will be on the agents’ be-

haviour. The demand of agent i on market h is denoted dih and sih denotes

the supply of agent i on market h. These demands and supplies are signals

agents send to the market before an exchange takes place. They are the val-

ues representing the quantities that the agents plan to trade, and they are

7Now demands and supplies are again distinguished, in contrast to Section 2.2.3
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determined by individual utility maximisation. In a non-clearing market

framework with quantity signals, this maximisation differs from the one

in Walrasian markets, as agents now need to consider possible rationing

bounds on the markets (cf. Section 2.2.3). Purchases of agent i on market

h are denoted d∗ih and sales of the same agent on the same market as s∗ih. A

market process must result in coinciding transactions:

D∗
h =

n

∑
i=1

d∗ih =
n

∑
i=1

s∗ih = S∗
h (2.15)

Market h is further analysed by assuming that the price ph for the commod-

ity traded on that market has been stated already. If the price ph is not the

market clearing price then there is a situation of inconsistent demands and

supplies

Dh =
n

∑
i=1

dih 6=
n

∑
i=1

sih = Sh (2.16)

If the economy happens to be in such a situation, there has to be some

kind of mechanism that generates consistent transactions that fulfill equa-

tion (2.15). Since there is a shortage of either supplies or demands, some

agents will remain with unsatisfied plans; these agents will face rationing.

A framework of non-clearing markets is a framework where demands and

supplies must not necessarily be the same as purchases and sales. This is

in stark contrast to the Walrasian theory.

Formation of Quantity Signals

At least the rationed agents need to receive quantity signals in order to be

able to revise their plans. Consider a simple market with one demander

stating demand d1 and one supplier, stating supply s2. The rule of mini-

mum applies and the transactions are simply the minimum of demand and

supply

d∗1 = s∗2 = min(d1, s2) (2.17)

As a part of the transaction process, the agents receive from one another a

quantity signal which tells them the maximum quantities they can buy/sell.

Here, demander 1 is faced with the supply s2 and knows that he will not

be able to purchase more than this. The supplier on the other hand knows

that he will not be able to sell more than d1. The agents can implement
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this expectation into their maximisation problems as upper bounds on pur-

chases/sales denoted d1 and s2 respectively. In the present example the

bounds are

d1 = s2, s2 = d1 (2.18)

The rationing scheme can be expressed by determining, for the demander,

the minimum of his demand and the bound on demand, and for the seller,

the minimum of his supply and the bound on supply

d∗1 = min(d1,d1) (2.19)

s∗2 = min(s2, s2) (2.20)

Under voluntary exchange where no agent can be forced to sell or buy, for

a number of individuals acting on one market it is true that

d∗i = min(di,di) (2.21)

s∗i = min(si, si) (2.22)

Quantity signals are introduced to the market in such a way that agents

who face rationing use these signals as information when determining their

effective demands and supplies.

Effective Demand and Effective Supply

In order to formulate demands and supplies that consider these quantity

signals, it is necessary to implement the information from above. Demands

and supplies based on quantity signals differ significantly from those of a

Walrasian economy. In contrast to the Walrasian economy, the agents im-

plement the quantity signals they have received into their maximisation

problem. In the simple case of deterministic constraints, the effective de-

mands and supplies are the trades maximising the agents’ utility/profit

subject to the usual Walrasian budget-constraint and to the quantity con-

straints on the other markets. Regarding the one-market problem from

above, the Walrasian optimisation problem for demander i acting on mar-
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ket h can be expressed as:

maxzi
ui(ωi + zi,mi)

s.t.

pzi + mi = mi

(2.23)

with:
m̄i quantity of money of agent i at the beginning of the period,

mi quantity of money of agent i (income),

(budget constraint for a monetary economy).

zi effective demand of agent i,

ωi holdings of commodities of agent i,

p price

Money enters the utility function because it can be used as a store of

value and for exchange purposes (cf. Benassy (2002, p. 44)). Implementing

the quantity constraints of the other markets yields

maxzi
ui(ωi + zi,mi)

s.t.

pzih + mi = mi

−sik ≤ zik ≤ dik, k 6= h

(2.24)

with:
sik perceived supply constraint of agent i on market k,

dik perceived demand constraint of agent i on market k.

In both cases, an agent solves this problem with respect to zi. Repeat-

ing 2.24 for all markets, one obtains a vector of effective demands of agent

i. The maximisation problems 2.23 and 2.24 clearly differ. The effective

demand obtained through the optimisation problem of 2.24 is the demand

that maximises the transactions for the agent (see Benassy (2002, p. 66/7)).

While the Walrasian problem only takes the budget constraint into account,

the effective demand problem also considers the perceived supply/demand

constraints of the market. These constraints can be results of objective or

the results of subjective perception. The latter leaves space for perception

mistakes.
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Price Formation and Perceived Demand Curves

Traditionally, agents of an economy take prices as given and treat them

as parameters in their optimisation problems. They assume that they can

exchange whatever they want at the given prices. This assumption is vali-

dated ex post since the price is determined by the equality of demand and

supply. But if the price setting process is modelled internally then the quan-

tity signals that have been introduced above can be of use to the agents. In

the following it is assumed a seller sets the price and a demander takes the

price as given, and, thus, trade has to occur at the price set by the seller.

Before trade takes place, the seller makes assumptions (probably based

on previous observations) about the maximum demand he will encounter.

This quantity influences the price he sets. The relation between the demand

he assumes, and the price he sets is called perceived demand curve and con-

stitutes a constraint on his sales (supply constraint). After he has stated his

price, transactions will occur and he will face the actual constraint si which

is equal to the sum of demands of the other agents

si = ∑
j 6=i

dj = D (2.25)

Before transactions occur, the seller needs to decide about the price. In

contrast to a Walrasian seller, the present seller does explicitly consider his

quantity constraint si. He does not treat it parametrically. Rather, he sets

the price so as to manipulate this constraint. He tries to steer the demand

which will be expressed after he has stated the price. It is assumed that his

expectations are deterministic, implying that he thinks he is certain about

the demand he will face. His perceived demand D(pi) can then be ex-

pressed as

D(pi) = si(pi) (2.26)

Depending on the actual knowledge of the seller, this perceived demand

will either be perceived correctly or not. If it is anticipated correctly this

perceived demand curve will be called objective demand curve and looks like

this:

si = si(pi) = D(pi) (2.27)
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On the other hand, if the seller is not fully aware of the demand that he

faces, his perceived demand will only to some extent approximate the real

demand curve, resulting in a subjective demand curve. Once the seller

has generated a perceived demand curve, he decides which price to set.

He knows that his sales should not be greater than the value given by the

perceived demand function (he is unaware of possible errors in his per-

ception). Similar to the maximisation problem of the demander, the sup-

plier now maximises his objective function with respect to the perceived

demand curve. The problem of a seller could then look like this:

maxqi,pi
pisi − ri(qi)

s.t.

si ≤ qi

si ≤ si(pi)

(2.28)

with:

ri costs depending on the output, and

qi output of good i.

The seller will always choose a point that lies on his perceived demand

curve. Figure 2.1 illustrates the price choice of a seller.

The seller has the perceived demand curve D(pi) that depicts his con-

straint on sales. He chooses a price p∗i , and produces the quantity q∗i , on

the perceived demand curve at the intersection of supply curve si and per-

ceived demand curve. Other prices do not make sense: if he chose a lower

price than p∗i , e.g. p̂i then he could, by increasing the price up to p̂
′

i, keep

his sales constant and at the same time increase profit.

The solution to his maximisation problem will always draw him to

choose a point that lies on the constraint. The seller has expectations about

the demand he will be faced with after having stated a price. He makes use

of this perceived demand curve by implementing it into his optimisation

problem. In this way, he is able to generate a price that optimises his profit

under the given supply constraint.
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Figure 2.1: Price Choice of a Seller in a Framework with Non-Clearing Markets and Per-

ceived Demand Curves
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2.2.5 A Neo-Keynesian Model

Introduction

This section introduces a basic neo-Keynesian model as in Malinvaud (1977),

Barro and Grossman (1976), and summarised by Felderer and Homburg

(2005). With this model it is possible to identify three regimes, distin-

guished by the combination of rationing. Since this is a macroeconomic

model, it requires some kind of aggregation. For example, an aggregate

household is obtained by summing up the individual results regarding

labour and consumption. This is done in the fashion of Malinvaud (1977).

Then it is possible to account for the possibility that one or more individu-

als might experience rationing.

One can (...) study the state of the market in the current period

either by postulating that adjustments are made only by price

movements (temporary competitive equilibrium), or by assum-

ing that prices are temporarily fixed during the period and that

adjustments are made by quantity rationing (temporary equi-

librium with quantity rationing).

Grandmont (1977, p. 536)

Here, the latter is the case; prices and wages remain fixed during a period

and agents treat them parametrically. Whether the prices are set by the

supplier at the beginning of the period by considering a perceived demand

curve or whether the prices are given is not discussed. However, prices

and wages remain fixed during the period and quantity adjustments are

triggered by the quantity signals sent across the market. The model has the

following characteristics:

⋆ equilibrium loci are formed by effective demands and supplies,

⋆ equilibria with quantity rationing,

⋆ quantity tâtonnement rather than price tâtonnement,

⋆ the circumstances for market clearing can only be defined by taking

the other market(s) into account, too.
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The Aggregate Household

The aggregate household (subsequently household) is composed of several

households that exhibit identical preferences and identical initial money

holdings at the micro level. A consumer buys a quantity of the commodity,

offers labour on the labour market and has a terminal money holding (cf.

(Malinvaud 1977, p. 41)). The household demands consumption goods C,

offers labour Ls, saves a fraction of the income △MH, receives income from

profits π0, and pays tax T on its income.

Utility is assumed to depend upon consumption, leisure (1 − L)8 and

real savings (△MH
P ), so that it can be expressed as:

U = U

(

C, (1 − L),
△MH

P

)

(2.29)

The usual assumptions apply: positive first order derivatives and decreas-

ing marginal rate of substitution. The household faces a budget constraint

P · C + △MH = w · L + π0 − T (2.30)

where π0 denotes the profits from the previous period, received at the be-

ginning of the current period. △MH is a flow figure since it depends on

the desired amount of cash MH and the money held at the beginning of the

period M0:

△MH = MH − M0 (2.31)

Several assumptions are made:

⋆ Consumption, leisure and savings are absolutely superior. If the house-

hold receives a larger income from profits, none of these values will

decrease absolutely,

⋆ Consumption, leisure and savings are net substitutes,

⋆ The substitution effect of a change in the real wage is larger than the

income effect, and

⋆ Nominal savings react positively to increases in the price level.

8L denotes the realised labour which need not necessarily coincide with labour supply Ls.
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In a first step, the household formulates its notional plans. They are the

result of utility maximisation subject to only the budget constraint. These

plans might not be fulfilled if the household faces rationing on one of the

markets, and it might need to revise them. The notional plans depend on

the price variables and on variables related to the income. In general, these

plans and their dependencies can be expressed as:

C(α) = C( P
(−)

, w
(+)

, π0
(+)

M0
(+)

, T
(−)

),

Ls(α) = Ls( P
(−)

, w
(+)

, π0
(−)

M0
(−)

, T
(+)

),

Md
H(α) = Md

H( P
(+)

, w
(+)

, π0
(+)

M0
(+)

, T
(−)

),

with α := (P,w,π0, M0, T).

The household might face rationing on the labour market, or the goods

market, or both. If the household expects that it will be able to withdraw

from rationing, it will formulate its effective plans in a second step, and the

dependencies are as follows:

C̃ = C̃(P,w,π0, M0, T, L̄
(+)

), M̃d
H = M̃d

H(P,w,π0, M0, T, L̄
(+)

)

L̃s = L̃s(P,w,π0, M0, T, C̄
(+)

), M̃d
H = M̃d

H(P,w,π0, M0, T, C̄
(−)

)

M̃d
H = M̃d

H(P,w,π0, M0, T, C̄
(−)

, L̄
(+)

)

These equations express the following:

⋆ Less rationing on the labour market (the rationing bound on the labour

market moves up, giving more space for consumption) results in a

higher consumption demand and a higher demand for money.

⋆ Less rationing on the goods market results in an increased labour sup-

ply and decreased money demand.

⋆ If an agent is rationed on both markets, the money demand depends

positively on decreased rationing on the goods market and negatively

on decreased rationing on the labour market.
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If, in Walrasian fashion, the money market is assumed to be in equilibrium

if the other two markets are also in equilibrium, it is possible to define

the nominal marginal propensity to consume and the nominal marginal

propensity to labour supply as

c′ :=
∂PC̃

∂wL̄
(2.32)

ls′ :=
∂wL̃s

∂PC̄
(2.33)

Equation (2.32) expresses how strongly consumption expenditures react to

a change in labour income. Equation (2.33) expresses how strongly the

value of labour supply reacts to a change in supply on the goods market.

With these definitions, the household is completely depicted.

Aggregate Firm

The aggregate firm (subsequently firm) is not able to stockpile commodi-

ties, adjusts production quantities, and maximises its profits. The firm has

the profit function

π = P · Y − w · L (2.34)

It faces a production function with positive but decreasing marginal rev-

enues,

Y = f (L) (2.35)

With the Lagrange technique, profit is maximised subject to the budget con-

straint and the following notional functions are obtained:

Y(α) = Y( P
(+)

, w
(−)

) (2.36)

and

Ld(α) = Ld( P
(+)

, w
(−)

) (2.37)

If the firm faces rationing on a market, it will revise its plans and state its

effective Clower plans instead. These are:

Ỹ(L̄) = f (L̄) (2.38)

and

L̃d(Ȳ) = f−1(Ȳ) (2.39)
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In contrast to the household, it is assumed that the firm can face binding

rationing only on one market because it is assumed that no stockpiling of

goods is possible. If stockpiling were allowed, then binding rationing on

both markets would be possible on the firm’s side. Stockpiling is the equiv-

alent to savings of the household sector, which occur involuntarily if the

aggregate household faces rationing on both markets.

The exposition given here allows for modelling underemployment. It

is possible to account for a situation in which the firm demands labour

independently from the current wage rate as shown in Figure 2.2:

w/P

L

Ls(α)

Ld(Y) L*

B

w/P

A

Ld(α)

~ __

Figure 2.2: Underemployment Through Rationing of Sales in a Neo-Keynesian Model (cf.

Felderer and Homburg (2005, p. 310))

If the firm faces a constraint on its sales (L̃d(Ȳ)), it needs less labour than

it would need to produce its planned output. Barro and Grossman (1976,

p. 42) show that a firm will choose its labour demand independently of the

current wage rate so as to generate the output specified by the constraint.

Changes in the demand for the firm’s commodity influence effective labour

demand independently of changes in W/P (cf. Barro and Grossman (1976,

p. 43)). Even if the real wage decreased, the firm would only demand

as much labour as it needed for the production of the quantity resulting

from the constraint. This demonstrates how, within the context of the dual

decision hypothesis, too little demand for commodities might result in un-
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deremployment. Furthermore, the firm demands money

△Md
F := π − π0 (2.40)

Money holdings of the firm are the difference between actual profits (π)

and distributed profits (π0). If actual profits π exceed the distributed profit

π0 the difference will be kept by the firm and distributed in the next period.

Government

The government is designed as an homogeneous construct of fiscal and

monetary authorities. It faces a budget constraint with price P, government

demand G, tax income T and household savings △Ms;

P · G = T + △Ms (2.41)

The government demands consumption goods and has to finance this de-

mand by creation of money △Ms and by levying a lump-sum tax T. Gov-

ernment demand is assumed to have priority, i.e the government always

enforces its demand while the household may face rationing.

Markets

The three agents interact on three markets: the goods market, the labour

market and the money market. In a first step the notional plans of the

agents are investigated. The equilibrium conditions for the notional plans

are:

C(α) + G = Y(α) (2.42)

Ld(α) = Ls(α) (2.43)

and

△Md
H(α) + △Md

F(α) = △Ms (2.44)

Viewing the system as Walrasian:

If one views the system as Walrasian, i.e. the money market is neglected
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and money is the numéraire, the following price-adjustment functions are

specified:

dP

dt
= H1[C(α) + G − Y(α)]; H1(0) = 0, H

′

1 > 0 (2.45)

dw

dt
= H2[L

d(α) − Ls(α)]; H2(0) = 0, H
′

2 > 0 (2.46)

On the goods market, prices increase (decrease) in a situation of excess

demand (excess supply) and analogous adjustments happen with the wage

rate. When the agents have stated their notional plans it is possible to vi-

sualise equilibrium loci for the goods and labour market and Figure 2.3

represents these.

 

 

w 

P 

C+G=Y

Ld=Ls

A

W 
B

Figure 2.3: Walrasian Equilibrium Loci in a Neo-Keynesian Model (cf. Felderer and Hom-

burg (2005, p.312))

Each of the curves represents equilibrium loci for a market. Displayed

are the locus for the goods (C + G = Y) and the locus for the labour market

(Ld = Ls). Points on a locus identify quantity equilibria on the market that is

depicted by it. At point W both markets are in Walrasian equilibrium. Here,

the given prices are the equilibrium prices. All points except W represent

some excess supply and/or excess demand, and the following regions can

be identified:

⋆ upper left : excess demand on the goods market, excess supply on the

labour market,
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⋆ upper right : excess supply on both markets,

⋆ lower right : excess supply on the goods market, excess demand on

the labour market,

⋆ lower left : excess demand on both markets.

The adjustment process of the prices will lead the system into Walrasian

equilibrium W. The paired arrows show the directions in which the prices

adjust starting from the various regions of the graph. So far, this is still

general equilibrium theory, and, without modifications, the system will

converge towards equilibrium where no agent faces rationing. Equilibrium

prices will be established and the system will have arrived at point W.

Viewing the System as Neo-Keynesian:

At this point, a neo-Keynesian model makes a difference. By application of

the dual decision hypothesis, a world can be described where trade takes

place at disequilibium prices. One knows from the dual decision hypoth-

esis that an agent revises his demand (supply) once he faces rationing in

a market. By applying this assumption to the present model, a different

representation of equilibrium loci is obtained. With the modified version

of the model it is possible to construct quantity adjustment processes to

establish equilibria with quantity rationing at disequilibrium prices. The

application of the dual decision hypothesis modifies the graph shown in

Figure 2.3. For example, part WB (not including W itself) of the equilib-

rium loci of the labour market is characterised by the labour market being

in equilibrium and the goods market being in disequilibrium. There is ex-

cess supply of goods: the firm is being rationed on the goods market and,

according to the dual decision hypothesis, revises its supply of goods by

demanding less labour to produce fewer goods. The equilibrium locus WB

becomes obsolete. Similar arguments hold for the other regions. New neo-

Keynesian equilibrium loci will be established and these are depicted by

Figure 2.49:

9Details about the slopes of the curves can be found in Felderer and Homburg (2005, p. 421)
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w

P

C

I K

W

Figure 2.4: Equilibrium Loci in a Neo-Keynesian Model (cf. Felderer and Homburg (2005,

p. 314))

Regimes

Figure 2.4 represents the neo-Keynesian equilibrium loci which can be de-

rived by application of the dual decision hypothesis. The loci are charac-

terised by the combinations of price and wage so that the effective plans of

the agents match, while points that do not lie on one of the loci represent

a situation where the effective plans do not match and rationing occurs.

Three such rationing regimes can be identified.

⋆ C: classical unemployment, excess supply for labour and excess de-

mand for good: the household is rationed on the goods and the labour

market,

⋆ K: Keynesian unemployment, excess supply in goods and labour

market: the household is rationed on the labour market and the firm

faces rationing on the goods market,

⋆ I: supressed inflation, excess demand for labour and for goods: the

household faces rationing on the goods market and the firm is ra-

tioned on the labour market.
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So how does the model adjust from one of the regimes to an equilibrium

with rationing (notional plans not being met)?

Classical Unemployment

In C, the household is rationed on both markets. It revises labour sup-

ply and consumption demand. In this situation its optimisation problem

includes the bounds faced on all markets. The household formulates its

effective demands (supplies). Because of the rationing on the labour mar-

ket the household reduces its demand for consumption, and because of the

rationing faced on the goods market, it revises its labour supply, too. A

situation on the equilibrium locus is achieved through a double revision of

the plans by the household. The firm is not affected in this situation and,

as the short-side rule implies, is able to realise its notional plans.

Keynesian Unemployment

At Keynesian unemployment, both firm and household face rationing. The

adjustment process is not as simple as in the case of classical unemploy-

ment, as a quantity tâtonnement takes place before equilibrium is estab-

lished. In the initial situation, the household requests a quantity of the

good less than the quantity offered by the firm. The effective plans of con-

sumer and producer do not match. As a result, the firm reduces its supply

of goods because it faces rationing on the goods market. Since it now needs

to produce less quantity, it will also demand less labour. The plans on the

goods market match, but because of the decrease in labour demand there

is an excess supply of labour and the household now faces rationing. It de-

creases labour supply and consumption demand to the rationing level. The

firm is rationed once again and the process continues until the demands of

the household and the firm coincide. Note that, since this is a fixed-price

fixed-wage model, only a quantity adjustment takes place, because during

any given period prices and wages remain fixed.

Repressed Inflation

As under Keynesian unemployment, the firm and the household are

rationed. A quantity tâtonnement takes place, analogous to the process de-

scribed under Keynesian Unemployment.
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The processes towards an equilibrium in a neo-Keynesian model can be

summarised visually by this flow chart:

notional demand (supply) 

no rationing bound

Walrasian equilibrium

rationing bound

effective demand (supply) 

equilibrium with 

quantity rationing 

Keynesian unemployment

classical unemployment

repressed inflation

quantity tâtonnement/

double revision

rationing 

euqilibrium with 

quantity rationing 

 

Figure 2.5: Processes Towards Equilibrium in a Neo-Keynesian Model
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Methods

Rationing and the consideration of quantity signals are crucial when it

comes to modelling an economy that allows for trade at disequilibrium

prices. While in general equilibrium models, all agents realise their no-

tional plans, this assumption is dismissed in models with quantity rationing.

Here, decisions can be taken step-wise and with respect to whether an indi-

vidual faces rationing or not. In a neo-Keynesian model where households

and firms can face rationing, different regimes can emerge, depending on

who faces rationing and the adjustment process towards a stable arrange-

ment. Having outlined such a macroeconomic model, how does rationing

actually take place on the micro-level? How are commodities allocated to

individuals? In the following, I introduce basic axioms regarding rationing

after Sprumont (1991) and demonstrate the uniform allocation rule, which

is the unique rationing method that fulfills all of the axioms, and other

rationing methods. The other methods that will be used subsequently in

this work, such as Bayesian inference and computational simulation with

SimEnv, are then also introduced.



Chapter 3. Methods

3.1 Rationing

3.1.1 Introduction

According to Wordsmyth, rationing is:

1. to restrict use of (scarce) goods to authorized people in au-

thorized amounts.

2. to distribute (supplies, food, or the like) in allotted amounts.

Wordsmyth (2002)

The development from general equilibrium theory through the reinter-

pretations of Keynes (1936) to models of the neo-Keynesian type, made it

necessary to include rationing into such models. As laid out in Chapter

2, and remarked by Polterovich (1993, p. 1) in the 1970s, several authors

developed models with quantity rationing, such as Barro and Grossman

(1976), Benassy (1977) and Malinvaud (1977). The question was now how

to implement the possibility of unsatisfied wishes of some agents. In both

Walrasian models and neo-Keynesian models, tâtonnements take place.

While in the former this is a price adjustment process, in the latter it is a

quantity adjustment process which takes place during a period, and prices

are usually assumed to stay fixed. The agents in a neo-Keynesian frame-

work revise their planned transactions in view of quantity signals that they

only receive when facing rationing. If they receive no signals there is no

need to restate plans. Those agents who face rationing and those who

do not are determined by the underlying rationing method which sends

quantity signals to those agents who are affected by it. On the macro level

rationing simply defines the side of the market that remains with unsatis-

fied wishes, while on the micro level a rationing method determines which

agents are affected by it and how. In the present chapter, a basic axiomatic

introduction to rationing on the micro level will be presented in order to

define several rationing methods.

Let there be an economy in the sense of Benassy (2002) with price and

quantity signals being exchanged by the agents and with the sum of in-

dividual effective demands out of alignment with the sum of individual
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effective supplies. Prices are in disequilibrium as they have not had time

to adjust to equilibrium values, but, nevertheless, a distribution needs to

take place and for that purpose a rationing method needs to be defined

(cf. Thomson (1994, p. 220)). The situation can be summarised as follows:

a given amount a of a commodity with a set price per unit is offered to

a given number of consumers. The consumers request a certain amount

of the commodity, but the available quantity of this commodity does not

match the sum of individual demands. A rationing problem can thus be

defined following along the lines of Moulin (2000):

A rationing problem is given by a population of agents, a profile of indi-

vidual preferences for each agent (i.e. plans regarding transactions), and

a quantity of a commodity to be divided among these agents. A rationing

method can be defined as a method that with every rationing problem asso-

ciates a profile of individual shares for each agent.

3.1.2 Axioms

The following outline is based on Sprumont (1991), who identifies four ax-

ioms that a perfect rationing method should fulfill. These axioms are ful-

filled uniquely by the uniform allocation rule, but by relaxing one or more

of them, other rationing methods can be constructed. In the following, the

framework within which Sprumont (1991) embeds the axioms will be in-

troduced.

Let there be an amount a of some commodity available for a population

of demanders which is expressed as a finite set N = {1, ...,n}. Each deman-

der i ∈ N has a complete preference pre-ordering of [0, a] which is depicted

as Ri. x,y are quantities of the commodity. The following assumptions re-

garding the preference pre-ordering are made:

For all x,y ∈ [0, a]:

⋆ xRiy means that agent i thinks that consuming x units is at least as

good as consuming y units,

⋆ xPiy means that agent i strictly prefers x units over y units, and

⋆ xIiy means that agent i is indifferent between x and y units.
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For each x ∈ [0, a],{y ∈ [0, a]|yRi x} and {y ∈ [0, a]|xRiy} are closed sets.

Sprumont (1991) further assumes that the preferences are single peaked1

and strictly decreasing around that peak. The preference pre-ordering Ri

for demander i fulfills the condition below:

There is an allocation x∗ ∈ [0, a]2 such that:

∀y,z ∈ [0, a] :

{

x∗ < y < z ⇒ x∗PiyPiz

x∗ > y > z ⇒ x∗PiyPiz
(3.1)

where x∗ is the optimum allocation for agent i. Allocations y and z con-

stitute larger values than x∗, but x∗ is the preferred allocation. Since x∗

depends on the preference pre-ordering it can be written as x∗(Ri). Let S

denote the set of all continuous pre-orderings of [0, a] that satisfy (3.1). For

any x∗ ∈ [0, a], S(x∗) depicts the subset of those preferences in S which have

as a peak x∗.

Demanders announce their preferences by stating a demand. R = (Ri)i∈N

denotes the vector that depicts the announced preferences of all agents, i.e

a list that contains one element for each announced preference. A perfect

rationing method is said to be a function φ : SN → [0, a]N that satisfies the

following axioms:

1. Feasibility

∀R ∈ SN : ∑
i∈N

φi(R) = a

2. Efficiency

∀R ∈ SN : {∑
i∈N

x∗(Ri) ≥ a} ⇒ {φi(R) ≤ x∗(Ri),∀i ∈ N}

∀R ∈ SN : {∑
i∈N

x∗(Ri) ≤ a} ⇒ {φi(R) ≥ x∗(Ri)∀i ∈ N}

1At single-peak preferences agents become satiated once an allocation has reached a certain

level. Allocations that exceed the satiation level decrease utility (cf. Thomson (1994, p.

220)).
2The index of x∗ is omitted. It refers to the preference pre-ordering of agent i, Ri, so one

could also write x∗(Ri).
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3. Anonymity

For all permutations π of the population N, all R ∈ SN:

φi(Rπ) = φπ(i)(R)

where Rπ = (Rπ(i))i∈N

4. Strategy-Proofness

∀i ∈ N, R ∈ SN, R
′

i ∈ S : φi(Ri, R−i)Riφi(R
′

i, R−i)

where R
′

i denotes misreported preferences.

An allocation is said to be feasible if the sum of the allocated units is equal

to the units available (a). An allocation is efficient, if under excess demand

nobody is forced to receive more than he wishes, and under excess supply

everybody receives as much or more than he wishes. Anonymity postulates

that the allocation for each demander is the same no matter which order

the demanders are served in. Finally, strategy-proofness requires that if a de-

mander announces incorrect preferences in order to obtain more than he

would by stating his correct preferences, he will not be successful. The ax-

ioms above are only fulfilled by the uniform allocation rule, but by relaxing

one or more of the axioms it is possible to construct other rationing meth-

ods3. The uniform allocation rule and some other rationing methods are

now introduced.

3.1.3 Rationing Methods

Uniform Allocation Rule

The uniform allocation rule is the unique rule fulfilling all the axioms from

above. A proof can be found in Sprumont (1991, p. 511), where anonymity

3Benassy (2002) also discusses properties of rationing methods but uses different notions

and considers only three properties, namely voluntary exchange, market efficiency and non-

manipulability. Voluntary exchange in Benassy (2002) refers to the same as efficiency in

Sprumont (1991), while efficiency in Benassy (2002) refers to frictionless markets where ra-

tioned demanders and rationed suppliers can not both be found at once. Strategy-proofness

as in Sprumont (1991) is called non-manipulability in Benassy (2002). By considering only

these three properties the rationing methods that can be derived are not restricted to the

uniform allocation rule.
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is posed, while Ching (1992) demonstrates that the uniform allocation rule

also fulfills all axioms when anonymity is substituted by the stronger as-

sumption of envy-freeness4 and preferences are single-plateaued5. Another

proof, independent from the one in Sprumont (1991) can be found in Ching

(1994). Uniform rationing can be expressed as:

∀i ∈ N,

φi(R)

{

= min{x∗(Ri),µ(R)} i f ∑i∈N x∗(Ri) ≥ a

= max{x∗(Ri),λ(R)} i f ∑i∈N x∗(Ri) ≤ a
(3.2)

with:
µ(R) solving ∑i∈N min{x∗(Ri),µ(R)} = a

λ(R) solving ∑i∈N min{x∗(Ri),λ(R)} = a

The uniform allocation computes, in case of excess demand, an equal

share µ(R) by dividing the available amount a by the number of deman-

ders. Each of the demanders obtains the minimum of his demand x∗(Ri)

(which is the peak of his preferences) and the share µ(R). This process con-

tinues until all units have been allocated.

If there is a situation of excess supply this rule can also be applied. Spru-

mont (1991) views excess supply as a bad which has to be completely allo-

cated to the population of demanders. Therefore the uniform allocation

rule then computes an equal share of supply which is then distributed to

the demanders as the maximum of this share and their demand.

An alternative approach to deal with excess supply is the following: the

suppliers supply more units than demanded, and strategy-proofness/voluntary

exchange are met. The suppliers sell the minimum of their supply and the

equal share of demand until there is no demand left, the expression given

by 3.2 is simply applied analogously. In the remainder of this work this

view is applied unless noted differently.

4Envy-freeness postulates that no agent prefers any other agent’s allocation.
5At single-plateaued preferences there is a segment of preferred allocations, while at single-

peakedness there is only a single preferred allocation.
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Queuing Rationing

Queues are common in reality, as demanders are often served in the order

indicated by the waiting line (e.g. ticket counter). This rationing method

can also be referred to as priority rule, since the queue could be interpreted

as an ordering that assigns highest priority to the first agent in the line and

descending priority to the following agents. The first demander obtains

what he wishes:

φ1(R) = x∗(Ri).6

The following demanders obtain shares according to the following rule:

φi(R) = min{x∗(Ri), 1 − ∑j<i φj(R)

for 1 < i ≤ n
(3.3)

A demander obtains his demand, or if his demand exceeds what is left, he

obtains what the demanders before him (j < i) have not taken. This method

is not anonymous as the order in which the agents appear determines the

share they receive.

Proportional Rationing

Rationing on the basis of a proportional rule is not strategy-proof as it can

result in overbidding, as shown by Benassy (2002, p. 22-3). Agents can in-

crease their share by exaggerating their preferences. Proportional rationing

can be expressed as

φi(R) =
x∗(Ri)

∑j∈N x∗(Rj)
. (3.4)

The amount a is divided among the agents proportionally to their demand.

Egalitarian Rationing

At egalitarian rationing each demander obtains a fixed amount of the com-

modity and, hence, egalitarian rationing is not efficient.

φi(R) =
a

n
. (3.5)

6Sprumont (1991) does not mention the case in which the first agent demands more than

there is available a. This could be the case, and then the expression would be this: φ1(R) =

min(x∗(Ri), a).
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3.2 Bayesian Inference

3.2.1 Introduction

(...) the degree of our belief is capable of modification and may

need it. But in accordance with what is the belief to be mod-

ified? Obviously in accordance with experience; it cannot be

trusted by itself (...)

Venn (1888, p. 25)

Human agents often need to act on the basis of expectations that they can

not, from the onset, have great confidence in and which they need to im-

prove as new information becomes available. When modelling such an

expectation formation, some reasonable way of improving expectations is

needed. In many situations it is necessary to consider not only frequentist

probabilities but also guesses about them (cf. Haas and Jaeger (2005, p. 6)).

Haas and Jaeger (2005) exemplify that there is a difference between relative

frequencies that one can observe and make forecasts about (e.g. the rolling

of a dice), and unknown relative frequencies that one can not forecast, but

only make guesses about (e.g. the application behaviour of competitors).

Furthermore, by referring to de Finetti’s theorem, which shows how an un-

known probability distribution can be approximated by considering infor-

mation from additional samples that are obtained step by step, they show

that probability measures can be used for analysing guesses about frequen-

tist probabilities. The approximation of the relative frequentist probability

may start from very diverse initial guesses, as different individuals may

have very good reasons for distinct guesses. In Chapter 5, Bayesian reason-

ing, the approximation of relative frequentist probability, is used to depict

labour suppliers and their decision to apply for employment. The labour

suppliers do not have knowledge about their competitors’ application be-

haviour but need to consider it when assessing their chances of making a

successful application.
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3.2.2 On Probabilities, Events and Densities

The following outline draws specifically on Lee (2004). Let Ω be a sample

space consistent with the total data available, e.g. the set of possible ap-

plicant pools. The probability that some event from Ω happens shall be

P(Ω) = 1, and the probability that no event from Ω occurs shall be de-

noted P(∅) = 0. ω denotes the elementary event. An elementary event is

a singleton7 containing an element from the sample space Ω. For exam-

ple when rolling a dice then Ω = {1,2,3,4,5,6}, and an elementary event is

any singleton from Ω, e.g A = {2}. If each elementary event has the same

probability, it is reasonable to call the cardinality quotient of A and Ω the

probability of event A (cf. Reinhardt and Soeder (1998, p. 467)).

m̃(ω) shall denote a random variable which is a function of the elemen-

tary event. Pm̃(m) denotes the probability that the random variable takes

the value m, that is P(m̃ = m) = P({ω : m̃(ω) = m}). A random variable

has a probability distribution which can be expressed as a cumulative prob-

ability distribution function (CDF). The CDF for a discrete random variable

is defined as:

F(m) = Fm̃(m) = P(m̃ ≤ m) = P({ω : m̃(ω) ≤ m})

= ∑k≤m Pm̃(k)
(3.6)

while for a continuous case it is

F(m) = P(m̃ ≤ m) = P({ω : m̃(ω) ≤ m}) (3.7)

with
F(m) ≤ F(m′), if m ≤ m′,

limm→∞(F(m)) = 1, limm→−∞ F(m) = 0.

In the case that the random variable is continuous, a probability density

function p(m) (more strictly pm̃(m)) exists, so that

F(m) =
∫ m

−∞
pm̃(m)dm (3.8)

where p(m) cannot itself be interpreted as a probability, but if σ is some

parameter, then for sufficiently small values of σm a probability can be ob-

7A singleton is a set containing a single element.

57



Chapter 3. Methods

tained:

p(m)σm ∼= P(m < m̃ ≤ m + σm) = P({ω : m < m̃(ω) ≤ m + σm}). (3.9)

p(m)σm is called a probability element. However, letting σm converge to-

wards zero (σm → 0), results in a probability of zero: P(m̃ = m) = 0, which

means that the probability of a continuous random variable m̃ exhibiting

the exact value m is equal to zero.

3.2.3 Bayes’ Theorem

Let θ denote an event, H a hypothesis regarding the probability of an event,

and let P(θ|H) stand for the conditional probability of θ given that H is

true. It has often been argued that P(θ|H), is the long-run frequency with

which θ happens under the assumption that H holds (cf. Lee (2004, p.3)) A

problem is then that in order to obtain a good approximation of P(θ|H), a

large number of (identical) experiments must be made, and one can never

be sure about the availability of such experiments. Sometimes one wants to

find out probabilities of events but can not rely on a large number of trials.

An alternative approach to a series of experiments is to express P(θ|H) as a

measure of belief in θ, given that one knows that H is true. Lee (2004) lists

the following axioms that such a probability measure should fulfill:

1. P(θ|H) ≥ 0, ∀θ, H,

2. P(H|H) = 1, ∀H,

3. P(θ ∪ T|H) = P(θ|H) + P(T|H) if θ ∩ T ∩ H = ∅, and

4. P(θ|T ∩ H) · P(T|H) = P(θT|H)

By assuming that T = H\θ in axiom 3 and by applying the first two axioms,

it follows that the degree of belief in θ given H should be less than or equal

to one and larger than zero:

0 < P(θ|H) ≤ 1, ∀θ, H

Bayes’ theorem can be derived from these axioms (see Lee (2004, pp. 7))

and can be expressed as follows for the case of several hypotheses:

P(Hj|θ) =
P(Hj)P(θ|Hj)

P(θ)
=

P(Hj)P(θ|Hj)

∑l P(θ|Hl)P(Hl)
(3.10)
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The posterior probability of hypothesis Hj, P(Hj|θ), is the updated degree

of belief in Hj after θ has occured. It is the product of the conditional prob-

ability P(θ|Hj) that θ occurs when hypothesis Hj is true and the prior prob-

ability P(Hj) of hypothesis Hj. This product is divided by the total prob-

ability P(θ) of the event θ. The total probability of θ is the probability of

θ given all information that is available, i.e all hypotheses that are consid-

ered. P(θ) is obtained by summing up the weighted probabilities of θ at

each hypothesis.

Within a dynamic context, Bayes theorem enables the modelling of learn-

ing processes where several hypotheses are considered and the prior prob-

abilities of the hypotheses are revised as soon as new information becomes

available. Such a learning process will be modelled in Chapter 5.

3.2.4 First and Second-Order Probabilities, Priors and

Posteriors

In Chapter 5, a labour market will be modelled where agents consider sev-

eral hypotheses, and learn in the course of action about the probability of

these hypotheses. Each hypothesis in itself is a probability distribution for

some events on the labour market. For simplicity, an invariant number of

static distributions H1, ..., Hm will be considered. On a basic level, a specific

distribution expresses the uncertainty regarding the actual occurrence of a

specific event. These distributions will be called first-order probabilities. On

a meta-level the second-order probabilities express the uncertainty about the

first-order probabilities. The second-order probabilities convey an agent’s

degree of belief in his alternative hypotheses.

An example of a second order probability is furnished by a

cartoon in ”The New Yorker" showing a forecaster making fol-

lowing statement: There is now a 60% chance of rain tomorrow, but

there is 70% chance that later this evening the chance of rain tomor-

row will be 80%.

Gaifman (1986, p. 277)
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A prior or prior second-order probability expresses the probability that is as-

signed to a first-order probability before observation of an event, while a

posterior second-order probability is obtained by taking into account new in-

formation. When considering a learning process where events happen con-

secutively, the posterior second-order probability of a hypothesis obtained

while learning from the previous event serves as the new prior second-

order probability of that hypothesis before observing the next event. At

the very beginning of such a learning process the initial prior second-order

probability of a hypothesis is assigned on the basis of subjective reasoning.
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3.3 SimEnv

3.3.1 About SimEnv

SimEnv is a multi-run simulation environment that focuses

on evaluation and usage of models with large and multi-dimensional

output mainly for quality assurance matters and scenario anal-

yses using sampling techniques. Interfacing models to the sim-

ulation environment is supported for a number of model pro-

gramming languages by minimal source code modifications and

in general at the shell script level. Pre-defined experiment types

are the backbone of SimEnv, applying standardised numerical

sampling schemes for model parameters, initial or boundary

values, or driving force spaces. The resulting multi-run experi-

ment can be performed sequentially or in parallel.

Flechsig, Böhm, Nocke, and Rachimov (2005, p. 11)

This software is provided by the IT department of PIK. Chapter 5 contains

a labour market model with several parameters that influence the results

of a model run. Accomplishing a single evaluation of the model at one pa-

rameter calibration is not sufficient to allow for general statements about

the behaviour of the model. Alternative evaluations of the model at differ-

ent combinations of the parameters might produce very different results.

SimEnv helps a modeller to gain information about the model behaviour

at different parameter combinations and provides a variety of experiment

types, including parameter screening. Before an experiment takes place,

the modeller selects the appropriate experiment type and defines a set of

factors representing parameters, boundaries, values, or drivers, according

to which the model should be analysed. This set is a numerical sample

and defines the multi-run experiment, which, once started, modifies the

selected parameters numerically. A single simulation corresponds to one

of the possible combinations of the parameters from the parameter set. In

order to gain insights into how the model behaves at various parameter cal-

ibrations, a parameter screening with SimEnv will be carried out in Chap-

ter 5. For each parameter, SimEnv is supplied with a set containing the
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values which this parameter should take, and SimEnv then generates as

many model calibrations as there are combinations of the given parameter

values. If there are three parameter sets X1, X2, X3, SimEnv generates as

many calibrations as given by the cardinality of the Cartesian product of

the parameter sets |X1 × X2 × X3|. Each calibration corresponds to a single

run of the whole model. SimEnv lets the model run through all of these

calibrations and keeps the output for post-processing. This includes the

visualisation of the results for different parameter calibrations. The soft-

ware generates a very large number of parameter combinations, and, thus,

the results will be visualised for a limited range of parameter combinations

within the subsequent text.
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A Rationing Toolbox in
Mathematica

The uniform allocation rule is the only method which meets all the axioms

previously introduced for rationing methods. By relaxing one or several ax-

ioms a variety of rationing methods can be constructed. The Mathematica

toolbox provides modules that implement most of the rationing methods

presented in the previous chapter. It also provides rationing modules that

are variations of the methods introduced previously. These variations are

specifically provided for the lagom framework. It enables the user, with a

modular modelling approach, to adopt the rationing methods that he finds

useful for his model. Economic, mathematical and computational docu-

mentation of all methods is available. Economic and mathematical docu-

mentation will be presented in this chapter, the documented code can be

found in Appendix A.
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4.1 Introduction to the Rationing Toolbox

4.1.1 Purpose

The aim of the rationing toolbox is to provide a variety of rationing meth-

ods that can be used and exchanged easily during the modelling work with

lagom1, and that could be readily extended to other modelling environ-

ments. As shown in Chapter 2, the need for models of general equilibrium

with quantity rationing arises from a rich history regarding general equi-

librium modelling. Rtioning methods as such, are analysed for example by

Sprumont (1991), A general framework of models of general equilibrium

with quantity rationing provided by Benassy (2002) enables the treatment

of quantity rationing, and Clower (1965) describes agents’ behaviour when

they face rationing on some of the markets. However, it is necessary to find

out which rationing method is best in which kind of setting and for which

market. The need for the implementation of a specific rationing method

arises, and the present rationing toolbox provides the modeller with a vari-

ety of such methods. Since the toolbox has been programmed to be applied

within the lagom context, it contains not only some of the rationing meth-

ods from the literature and that were introduced in the previous section,

but also some extended versions which fit the lagom context. Furthermore,

two rationing methods have been provided specifically for the lagom con-

text. These methods are not included in the literature and were therefore

not introduced in Chapter 3.

Each of the subsequent methods has been programmed in the same

fashion, so that the modeller can exchange methods with only minimal

modifications to the program code. In the following, each method is re-

ferred to as a module2, so the rationing toolbox contains as many modules

as rationing methods.

Each rationing module generates – on arbitrary markets – from incon-

1lagom was introduced in Chapter 1.
2A module can be loaded within a program, and the methods contained in it can be called

by the program by a specific command.
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sistent demands and supplies consistent transactions. Transactions are pur-

chases and sales that actually take place in the markets, even if overall de-

mands and supplies do not match. Characteristics of markets differ (e.g.

number of agents, efficiency of the market, behaviour of the agents). A ra-

tioning method that generates consistent transactions in one market might

not do so in another market because the conditions are different. It may

also be the case that the rationing method that works in one market works

in another one, too, but provides undesired outcomes. Equilibria depend

crucially on the choice of the rationing method, as Drazen (1980) notes with

respect to unemployment equilibria.

The rationing methods are programmed so that they can be applied

to nearly any model that requires rationing devices. The remainder of

this chapter introduces the methods and provides specific documentations.

Each rationing module will be documented economically and mathemati-

cally. A computational documentation has been included within the pro-

gram code and can be found in Appendix A.

4.1.2 Prerequisites

In the lagom framework, one is confronted with markets with many differ-

ent characteristics, depending not only on the number of agents on each

side of the market but also on the behaviour of these agents and on the

organisation of the market. On a labour market, there might be additional

information available, such as productivities of agents, while on the goods

market there might not be. Therefore, the rationing methods of the ra-

tioning toolbox must fulfill a number of prerequisites:

⋆ Each method must be able to distribute a given amount of an arbi-

trary commodity from the short side of the market to the long side of

the market,

⋆ The rationing modules must be general enough to distribute from an

arbitrary number of agents from the short side of the market to an

arbitrary number of agents on the long side, and
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⋆ The output of each rationing module must be transactions for both

market sides.

4.1.3 On Mathematical Documentation

The main routine of each rationing module will be expressed as a dynam-

ical system, while computations outside the main routine are described in

a more relaxed fashion. Only a brief note on dynamical systems is given

here in order to provide a basic understanding of what constitutes such a

system. For a detailed but very compact introduction to dynamical systems

see Denker (2005).

A dynamical system is an ordered pair (X,φ), where X denotes the state

space and φ denotes the evolution rule of the system. The state space X de-

scribes all possible states that the system can be in at any instance/iteration

t (in case it is a discrete dynamical system) and consists of the state vari-

ables (x1, ..., xn). A state is a specific combination of values of state vari-

ables. The evolution rule φ is a mapping from the state space X onto itself:

φ : X → X and has the following properties:

1. φ(0, x) = x, ∀x

2. φ(t,φ(s, x)) = φ(s + t, x) ∀s, t, x

The first property says that the state variables of the dynamical system do

not change when not iterated. The second property expresses that the sys-

tem evolves in s iterations from x to φ(s, x), and thereafter in t iterations

from φ(s, x) to φ(s + t, x) (cf. Wikipedia (2006a)).

For mathematical documentation of the rationing methods I will pro-

ceeded as follows: Firstly, the scenario and the state space of the relevant

rationing method will be introduced. During this introduction, iteration

indices will be omitted for simplicity. The evolution rule will then be intro-

duced to show how the system evolves from one state to the next, and here

iteration indices will be applied. When stochastics are involved it may be

the case that an element is randomly chosen from a set, and this set may a
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singleton. Iterations start with t = 1, while the initial conditions are given

by t = 0.

4.1.4 Preparation of User Input

The user input for the rationing modules is processed identically by each

module in order to prepare for the rationing process.

Initially, the plans of each market side are summed up in order to de-

termine which side of the market is in excess and which side is in shortage.

Since all agents on the short side of the market will realise their plans, the

short side of the market can be summarised by the sum of the plans from

that side.

Lists are used throughout the rationing modules. Here, a list is defined

as an ordered set with an arbitrary but finite number of elements from R+.

Initially, in each module, there are (at least) two lists, one depicting supplies

s and another depicting demands d:

s =< s1, ..., sn >

and

d =< d1, ...,dm >

(4.1)

Each element of s(d) depicts the supply (demand) of an agent. The sums of

the elements in s and d are computed:

S =
n

∑
i=1

si (4.2)

D =
m

∑
j=1

dj (4.3)

If the aggregate supplies and demands are equal, S = D, no rationing need

take place. The rationing module sends a message to the user, and returns

the demands and supplies, as these are realised as transactions. If this was

the case for all markets of a model, each agent would have realised his
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notional or effective3 plans, and a Walrasian equilibrium as introduced in

Chapter 2 would have been established. However, if, S 6= D the smaller

sum is determined:

a = min(S, D) (4.4)

and a corresponds to the sum of the plans of the agents from the short side

of the market. The plans of these agents will be fulfilled, giving as a first

result the list q containing the elements whose sum is associated with a. q

denotes the list of which each element depicts individual transactions of an

agent on the short side of the market.

It remains to distribute the amount a of the commodity that is available

to the agents on the long side of the market; these are depicted by the list

the sum of which was larger, which shall be denoted e. The list e will be

modified during the rationing process. In order to generate transactions,

however, the original data from the long side will be needed. Therefore, o

denotes the original data from the long market side.

3Whether these are notional or effective plans depends on how the agents are modelled. If

the agents assume that they will realise their plans, no matter what, they are said to state

notional plans. But if they anticipate some rationing and adapt their plans so as to account

for it, they are said to state efficient Clower or Drèze plans. Whether they state Clower or

Drèze plans depends on whether they assume to be able to manipulate the rationing level

they face (see Section 2.2.3).
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4.2 Random Uniform Rationing

4.2.1 Economic Documentation

This rationing module contains a two-stage rationing process which com-

bines a random rationing process with uniform allocation. The uniform

allocation rule is viewed as a relatively fair allocation rule when compared

to other rules, as neither the strategic misreporting of preferences, nor the

order in which the agents appear has an impact on the share they receive.

Sprumont (1991), Ching (1992), Cachon (1999), and Klaus, Peters, and Stor-

cken (1997) discuss properties of the uniform allocation rule within differ-

ent contexts. If one applied the uniform rule exclusively, each agent would

obtain a share of what is available for allocation. This does not seem very

realistic (e.g. on a labour market this implies full employment in a broad

sense). In order to gain from the advantages (i.e fairness) of the uniform

allocation rule, but to avoid that all agents on the long side of the market

will receive a share, a two-stage-process has been implemented:

Before applying the uniform allocation rule, a random process gener-

ates a sub-population of agents for which the uniform allocation rule is

applied. The plan of each agent is known, and agents are drawn randomly

from the population until the sum of their plans is equal to or greater than

the sum of the plans from the short side. This sub-population of agents will

fulfill at least part of their plans. The agents who are not chosen during the

random process do not realise their plans even partially.

The amount of the scarce commodity is allocated to the sub-population

under the uniform allocation rule. For that purpose, the available amount

of the commodity is divided by the number of agents in the sub-population.

A share is obtained and each agent from the sub-popuation now obtains the

minimum of this share and his actual plan. If, after each agent obtained a

share, there are agents left with unfulfilled plans and (!) there are still units

of the commodity left, the remaining units of the commodity are divided

by the number of agents whose plans have not been fulfilled. This process

is continued until there are no more units to allocate. At the end of the
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process, the agents from the short side of the market will have realised all

their plans, while only some agents from the long side of the market will

have realised their plans completely or partially.

4.2.2 Mathematical Documentation

Random Rationing

There is a list e =< e1, ..., em >
4 depicting the preferences (plans) of the

agents from the long side of the market. Elements are chosen randomly

and are appended to a list p =< p1, ..., pn >, which at first is empty. At the

same time the rationer keeps a separate list z that keeps track of the posi-

tions of the elements drawn from e, avoiding the danger of choosing the

same element repeatedly. This list z is needed later to generate the transac-

tions on the excess side. The rationer keeps a copy pr of the original plans

from the sub-population p to determine the transactions once the rationing

process is over. Random elements from e are chosen until the sum of ele-

ments in p is equal to or greater than the amount a to be distributed. p now

contains fewer or as many elements as e.

Uniform Allocation

Initially there are n agents who have been chosen randomly from the long

side of the market, each with a plan pi ∈ R+, so there is an ordered list of

plans p =< p1, ..., pn >. In this context, the agents from the sub-population

are indexed i in contrast to those from the whole excess side which are

indexed l. How many elements from p are unequal to zero is determined.

This is denoted as b ∈ N and depicts the number of plans that have not yet

been satisfied. At the beginning of the process no elements will be equal

to zero, after iterations have taken place elements may be zero. Then an

equal share is computed. To each agent i whose plan is captured in p,

either the share or the plan is allocated, whichever is lower. The uniform

allocation rule can be expressed as a dynamical system that converges to

its fixed point, which is reached when all units a have been allocated. The

4Indices m and n are now used within this context, and may differ from those used in the

previous section.
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state space capturing all state variables is

X = R
n
+ × R+ × N (4.5)

and contains p ∈ R
n
+, the amount a ∈ R+ to be allocated, and the number

of elements from p that are non-zero b ∈ N, so the tuple of state variables is

given by x = (p, a,b). The dynamics of the system φ : X → X, xt−1 7→ xt =

φ(xt−1) are defined as:

at := at−1 − ∑i∈{1,...,,n}min(p
i,t−1,

at−1
bt−1

)

bt := |{pi,t ∈ p|pi,t−1 > 0}|

∀i ∈ {1, ...,n} : pi,t := pi,t−1 − min(pi,t−1, at)

(4.6)

When at = 0, the complete amount a has been allocated. p now represents

the remaining plans of the agents from the sub-population at the end of the

rationing process. The iteration index will be omitted now, as the rationing

process is over. It remains to compute the realised plans of the agents from

the sub-population and then to construct a list of the original population

where all elements are set to zero, except those from the sub-population.

The realised plans of the agents whose remaining plans are captured by p

are determined by subtracting from each element in pr (see Section 4.2.2)

the value of its corresponding element in p. The values are stored in a new

list f:

f =< fi | fi = pri − pi > (4.7)

The list that depicts the transactions of the whole population must now

be generated. This is achieved by setting all elements of e that were not

in pr to zero and substituting all elements from e that were in pr by their

corresponding values from f. The list with the positions z can be used and

e is modified, so that

∀i ∈ {1, ...,m} : ei =

{

0 i f ei /∈ z

fi i f ei ∈ z
(4.8)

Finally, there are two lists, q and e, that contain elements whose values

depict the realised plans on each side of the market.
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4.3 Queuing Rationing

4.3.1 Economic Documentation

This rationing method conducts rationing with regard to the order in which

agents appear on the market. The agents on the long side of the market

state their plans. The agent who is first in line, obtains the lesser of his de-

mand and the units that are available (analogous argumentation in case of

a line of suppliers can be given). The agents lower down the queue receive

whichever is less: either their planned trade or what the agents before them

have not taken.

Queuing rationing on a labour market seems unrealistic as no qualifica-

tions would be taken into account, while it might be a suitable method to

distribute goods (e.g. queuing in a bakery).

4.3.2 Mathematical Documentation

There are m agents on the long side of the market whose plans are captured

by the ordered list e. There is an amount a to be allocated to the l = 1, ...,m

agents. I := min{l | el > 0)} shall denote the index l of the first element of e

that is larger than zero.

The first agent in the queue whose plan is larger than zero is deter-

mined. This agent receives the lesser of his plan el and what is to be allo-

cated. This process continues until the system has converged to its fixed

point when all available units a have been allocated. The state space of this

system is the following:

X = R
m
+ × R+ × N, (4.9)

where e ∈ R
m
+, a ∈ R+, and I ∈ N. The state variables of the system are

given by the tuple x = (e, a, I). The function determining the dynamics of

the system φ : X → X, xt−1 7→ xt = φ(xt−1) is
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It := min{l | el,t > 0)}

at := at−1 − min(el,t−1, at−1)

∀l ∈ {1, ...,m} : el,t :=

{

el,t−1 − min(el,t−1, at) for l = It

el,t−1 else

(4.10)

Generating Transactions

Once all units have been allocated, we are left with a list e that contains the

excess demands/supplies of the agents from the long side of the market.

The output of each rationing method is required (by the modellers) to be

a list of transactions; one list for each market side. The transactions of the

short market side q are already known. For the long side of the market an

element from e is subtracted from the corresponding element in the original

list o, resulting in a new list y that holds the transactions for the long side:

y =< yl | yl = ol − el > (4.11)

Finally, the rationer returns the list with transactions for the short side of

the market q, and the list with transactions realised by the long side of the

market y.
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4.4 Egalitarian Rationing

4.4.1 Economic Documentation

The egalitarian rationing method allocates a fixed amount of the scarce

commodity to each agent, no matter whether states a demand/supply or

not. The order in which the agents appear does not matter. Each agent

simply receives the ahre that is obtained by dividing the total amount that

is available by the number of agents. No agent can influence the result by

strategically misreporting preferences. This rule is not efficient, as agents

may be forced to obtain more units than they planned to trade. In a free

economy this seems unrealistic, both on the labour market and on a typical

goods market. An example where this might be a realistic concept is a mar-

ket of insurance policies where the government forces each agent to insure

against certain damage (e.g. health insurance, car insurance), whether the

agent wants this or not.

4.4.2 Mathematical Documentation

Under egalitarian rationing all m agents obtain the same share that is deter-

mined by dividing the available amount a by the number of agents m. The

state space is therefore:

X = R
m
+ × R+ (4.12)

containing e ∈ R
m
+, and a ∈ R+, so the tuple of state variables is x = (e, a).

The dynamics φ : X → X, xt−1 7→ xt = (φ(xt−1)) are defined by

at = 0 ∀t > 0

∀l ∈ {1, ...,m} : el,t = el,t−1 −
at−1
m

(4.13)

After one iteration the system has converged to its fixed point.

Generating Transactions

Transactions are determined as outlined in Section 4.3.2.
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4.5 Proportional Rationing

4.5.1 Economic Documentation

When conducting proportional rationing, the agents on the long side of the

market are served according to the relative size of their plans. An agent that

demands (supplies) five percent of the aggregate demand (supply) obtains

five percent of the available supply (demand). Such a rationing scheme

can be manipulated, as shown by Benassy (2002), resulting in overbidding.

Agents can increase the share they receive by strategically overstating their

preferences.

4.5.2 Mathematical Documentation

Each agent obtains a share proportional to his plans. Only one iteration

needs to be conducted until the system converges to the fixed point. The

proportion that each agent obtains is determined by dividing each agent’s

plan el by the sum of the plans of all agents. The state space of this system

is given by

X : R
m
+ × R+, (4.14)

where e ∈ R
m
+, and a ∈ R+. The state variables of the system are given by

x = (e, a), and the function of the dynamics φ : X → X, xt−1 7→ xt = φ(xt−1)

is defined by:

at := at−1 − ∑l∈{1,...,m} el,t−1,

∀l ∈ {1, ...,m} : el,t := el,t−1 − at−1
el,t−1

∑l∈{1,...,m} el,t−1
.

(4.15)

Generating Transactions

Transactions are determined as outlined in Section 4.3.2.
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4.6 Ranking Rationing

4.6.1 Economic Documentation

The ranking rationing method depicts how labour units could be allocated

to the agents on the labour market. Usually, e.g. in Germany and the EU

over recent decades, unemployment is widespread but variable (see Euro-

stat (2006)). There may be exceptions on sub-markets, such as the IT market

in the 1990s, but for the lagom context it will be assumed that there is usu-

ally an excess supply of labour.

The following outline refers to a labour market but can be applied to

any market where some kind of quality/priority indicator plays an impor-

tant role. The quality indicator assumed for labour supplies is qualification,

but it could be any kind of indicator that allows for a ranking procedure.

It is assumed that there is a population of agents who wish to work and

offer some units of labour. On the other side of the market, one or several

employers need to assemble a workforce, ideally, the best qualified one.

The ranking method allocates the available units of labour to the most

qualified labour suppliers. The labour suppliers obtain – in the order of

their qualification – the lesser of the remaining labour units and their labour

supply. Once all units of labour have been allocated the rationing process

is complete. The agents remaining with unsatisfied labour supplies do not

have adequate qualification to be hired at the current level of labour de-

mand. In order to conduct this method it is assumed that the qualification

of the agents can be inferred correctly by the employer(s). However, on

some labour markets, labour supply could be the short side of the market,

and then the offered labour units are allocated to the employers by means

of a queuing method (as in Section 4.3).
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4.6.2 Mathematical Documentation

Ranking

There is an ordered list w =< w1, ...,wm >∈ R+
m, where each element in-

dicates the qualification of the corresponding labour supply from e =<

e1, ..., em >∈ R
m
+. There is an amount a to be distributed among the m agents

who each state a labour supply el . The agents are ranked according to their

qualification wl, and the most qualified agent receives the lesser of what

he supplies and what is demanded. The process continues until all units

a have been distributed and the system has converged to its fixed point. I

denotes that index of the unsatisfied labour supply that is associated with

the highest qualification. It is assumed that no two agents have exactly the

same qualification, so it is guaranteed that there is always only a single I.

The state space is defined by:

X = R
m
+ × R+ × N (4.16)

where e ∈ R
m
+, a ∈ R+, and I ∈ N. The tuple of state variables is x = (e, a, I),

and the function of the dynamics of the system φ : X → X, xt−1 7→ xt =

φ(xt−1) is

It = min{l | el,t−1 > 0, ∧∀j = {1, ...,m} : wj ≤ wl}

at := at−1 − min(at−1, elt,t−1)

∀l ∈ {1, ...,m} : el,t :=

{

el,t−1 − min(el,t−1, at) for l = It

el,t−1 else

(4.17)

At each iteration t, the supplier from e associated with the largest produc-

tivity given by w is determined. This supplier obtains the lesser of his

supply el,t−1 and the remaining units at. This process continues until at = 0

Generating Transactions

Transactions are determined as outlined in Section 4.3.2

77



Chapter 4. A Rationing Toolbox in Mathematica

Queuing

If, however, the demand side of the market is the short side, then queu-

ing rationing takes place. The employers are served in the order indicated

by the list e. Note that this procedure is specific for the application to

labour markets within the lagom context. It may be modelled differently.

The queuing process is identical to the one outlined in Section 4.3.
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4.7 Pigeonhole Rationing

4.7.1 Economic Documentation

This method has been developed for labour markets within the lagom model

family. It is able to depict an employer’s inaccurate perception of the abili-

ties of applicants. Usually, labour suppliers (i.e applicants) are screened for

their abilities, and the most qualified applicants obtain employment. Such

a procedure can easily be depicted by application of a ranking rationing.

However, if one wants to depict employers who inaccurately perceive

the qualification of their applicants, one needs to modify the classical rank-

ing method. Similar to ranking rationing, under pigeonhole rationing, each

applicant has a specific productivity. But the employers are not able to per-

ceive these productivities correctly. There can be many possible reasons

for this: it may be too expensive to obtain the necessary information, they

are simply not able to assess the applicants correctly, or do not care too

much and apply a rule of thumb. Under pigeonhole rationing, the employ-

ers pigeonhole the applicants, and applicants that have been put into the

same pigeonhole are perceived as being equally qualified. The larger the

pigeonholes, the larger the inaccuracy. After pigeonholing the applicants,

an employer ranks the pigeonholes in descending order. He chooses his

workforce by hiring applicants from the best pigeonhole first. If there are

applicants with more supply in a pigeonhole than units of labour are to be

distributed, he will choose randomly among them until he will have allo-

cated all units that have been available by allocating to each chosen agent

the lesser of this agent’s plan and the units available. Consequentially,

pigeonhole rationing is a combination of ranking rationing and random

rationing. The smaller the pigeonholes, the more this method resembles

ranking rationing, and the larger the pigeonholes the more random the al-

location process is.

Of course this method is not exclusively applicable to the labour mar-

ket. It can be applied to any market when signs of priority are applicable.

Agents within the same pigeonhole exhibit the same priority and, if their
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priority is sufficient, are being served in random order. In short, when

applied to any market, the method works like this: The agents are pigeon-

holed, and the pigeonholes are sorted in descending order. At each itera-

tion, the pigeonhole with the maximum priority is determined. An agent

in this category, exhibiting a positive plan, will be picked randomly and

receives the lesser of his plan and the remaining amount to be allocated.

Another is then chosen and so on. If something is left after having allocated

to all agents from one pigeonhole, it is then the turn of the next pigeonhole.

4.7.2 Mathematical Documentation

There is an amount a to be distributed among m agents, where each of

these agents offers labour el and a qualification vl ∈ R+. The list of agents

supplying labour is given by e =< e1, ..., em >∈ R+, the set of qualifications

is given by v =< v1, ...,vm >, but the employer incorrectly perceives the

qualifications as w =< w1, ...,wm >∈ R+. At each iteration the highest per-

ceived qualification is determined. argmaxw := {l |∀j ∈ {1, ...,m} : wj ≤ wl}

denotes the set of indices corresponding to the maximum qualifications as

perceived by the employer. There can be more than one maximal qualifi-

cation, depending on the employer’s perception. If there is more than one

candidate exhibits this highest perceived qualification, the index of the ele-

ment that will be served is chosen using a random variable ω. The lesser of

that supply and the amount currently available it is allocated to the corre-

sponding labour supply. This is repeated until all units have been allocated.

The state space of this system is

X = R+ × R
m
+ × R

m
+ × N (4.18)

with a ∈ R+, e ∈ R
m
+, the qualifications w ∈ R

m
+, and ω ∈ N. The tuple of

state variables is given by x = (e,w,ω) The function of the dynamics’ of
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the system φ : X → X, xt−1 7→ xt = φ(xt−1) is defined by

choose ωt ∈ argmaxwt−1
randomly,

at = at−1 − min(at−1 − eωt−1,t−1)

∀l ∈ {1, ...,m} : el,t :=

{

eωt,t−1 − min(eωt,t−1, at) if l = ωt

el,t−1 else

∀l ∈ {1, ...,m} : wt :=

{

wt if l 6= ωt

0 else5

(4.19)

Generating Transactions

Transactions are determined as outlined in Section 4.3.2.

5Note, that the qualification of the agent being served is not set to zero, but the perception

of the employer regarding this agent (reflecting that this agent does not play a role in the

allocation process any longer.). It is then possible to avoid allocating to the same agent

repeatedly.

81



Chapter 4. A Rationing Toolbox in Mathematica

82



Chapter 5

Applications and
Simulations

The rationing modules introduced in the previous chapter enable the mod-

elling of rationing on arbitrary markets in a modular fashion. This chapter

demonstrates that rationing methods are not only applicable for rationing

as such, but that they can help to create a framework for modelling het-

erogenous agents that act on a labour market. Subsequently it will be

shown (a) how heterogenous job seeking agents determine their probabil-

ity of obtaining employment conditional on application (PPE) under different

recruitment methods, (b) how these agents learn simultaneously about the

application behaviour of their competitors by observing each other, and (c)

how average productivities of workforces differ when an employer recruits

at different accuracies of perception of the applicants’ qualifications.



Chapter 5. Applications and Simulations

5.1 Introduction

5.1.1 Outline

This chapter investigates a fictitious labour market on which a number of

vacancies are available and a population of potential employees needs to

decide whether to apply for employment or not. Three issues are to be

investigated:

1. How can agents determine their perceived probability of obtaining

employment conditional to application (PPE)?

2. How can a learning process be implemented in which heterogeneous

agents observe each others’ application behaviour and learn from it

in the course of action?

3. How do the productivities of workforces that have been recruited ac-

cording to different levels of accurate perception differ? (Does it pay

off for an employer to perceive applicants’ qualifications correctly?)

Firstly, I will derive methods to determine the PPE for three different ra-

tioning methods which are conceivable on a labour market. This will pre-

pare for the investigation conducted in the second and third part.

Following this, a learning process on the labour market is modelled.

During the learning process, agents apply the methods that have been de-

rived in part one to to determine their individual PPE. The agents need

to decide whether to apply. They are heterogenous with respect to their

productivity and the initial prior second-order probabilities1 which they

assign to an invariant set of static probabilistic hypotheses regarding their

competitors’ application behaviour. These initial prior second-order prob-

abilities are revised by observing the application behaviour of competitors

over a sequence of job opportunities, i.e. the agents learn simultaneously

by observing each other. The information gained is used to refine their in-

dividual PPE, since the PPE depends on the second-order probabilities of

1In Section 3.2.4 second-order probabilities were presented.
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the hypotheses. The learning process is implemented via Bayes rule.

Part three presents a model that simulates, over a sequence of job op-

portunities, the decision making process of potential applicants, the recruit-

ment process, the updating of prior second-order probabilities, and the de-

termination of the average productivity of the recruited workforce will be

presented. This model will be executed at different levels of accuracy of

perception of applicants’ qualifications in order to gain information about

how the average productivity of a workforce depends on this accuracy.

5.1.2 Terminology & Assumptions

Several concepts will be used throughout this chapter and are the follow-

ing:

agent a labour supplier that seeks employment

applicant an agent who applies for employment

employer2 an institution that allocates a given number of

vacancies to applicants

job / job opportunity a number of vacancies

pool size / pool a number of applicants for a job opportunity

productivity measure that depicts an agent’s ability/qualification

competitors all applicants except the observed agent

state a combination of productivities in a pool

(excluding the agent in question)

pigeonhole a range of qualifications within which agents are

perceived to be equally productive

characteristic the productivity of an agent relative to the

observed agent; can be more, less, or equal

Assumptions are (unless noted differently):

⋆ wages are fixed and given

2This employer can alternatively be interpreted as a central employment agency, as in Pis-

s ar i d e s ( 1979) , whi ch co nd ucts re crui ti ng re g ard i ng a s p e ci fic r ati o ni ng m e tho d and d i s -

tributes employers to different firms with vacancies. In contrast to Pissarides (1979), the

ag e nts d o no t p e r f o r m r and o m s e arch but re l y s o l e l y o n the ce ntr al ag e ncy.
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⋆ agents only apply when their PPE exceeds some critical probability

⋆ the recruitment method of the employer is implemented as a rationing

method

⋆ the recruitment method is common knowledge

⋆ an agent knows his own productivity

⋆ the distribution of productivities over the population is common knowl-

edge

⋆ the number of agents is common knowledge

⋆ job opportunities occur consecutively

⋆ employment lasts for one job

⋆ an agent holds several hypotheses regarding his competitors’ applica-

tion behaviour and assigns an initial second-order probability (belief)

to each of his hypotheses (parts 2 and 3 of this chapter)

⋆ an agent can, ex post, observe how many other agents applied for

employment (parts 2 and 3 of this chapter).
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5.2 Perceived Probabilities of Obtaining
Employment Conditional on Application

5.2.1 Outline

Vacancies on the labour market are usually assumed to be given to per-

sons who qualify for the position and have the ability to fulfill the tasks

associated with it. An employer will be interested in choosing the most

qualified candidates from a number of applicants. Based on his observa-

tion ability/willingness, he perceives the qualifications of applicants more

or less correctly. In the present context, the recruitment behaviour of an

employer is expressed as a rationing method, and the focus will be on such

methods that can account for differing levels in the accuracy of perception.

The rationing methods can be interpreted as a specification of a matching

function, as known from search theory (see Merz (2002) for an overview

over recent developments in search theory) where rationing is, in contrast

to Walrasian models, at the very heart of the model (cf. Burdett and Wright

(1998)). The rationing methods applied here were introduced in Chapter 4,

and are ranking rationing, random rationing and pigeonhole rationing.

If the employer were able to perceive agents’ qualifications correctly,

he would allocate positions with a ranking method. At the other extreme,

where the employer can not differentiate at all between qualifications, he

allocates positions randomly. Pigeonhole rationing can account for both the

extreme cases and those in between and is the third method to be investi-

gated. The figure below illustrates the relation between the three rationing

methods.

Ranking

Precision of Perception

RandomPigeonhole

high low

Pigeonhole Size

small large

Rationing Method

Figure 5.1: Relation between Ranking Rationing, Random Rationing and Pigeonhole Ra-

tioning with Respect to Precision of Perception and Pigeonhole Size

These three rationing methods were introduced in Chapter 4.
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As in Pissarides (1979) it is assumed that wages are non-negotiable, i.e.

agents and firms are wage-takers. Usually, as for example in Weiss (1976,

1980) and Mookherjee (1987), wages are assumed to be the incentive for

agents to apply for employment. But since in the present context wages

are assumed to be non-negotiable, another incentive for application needs

to be considered. Thus, it will be assumed that agents apply for employ-

ment only if their perceived probability of obtaining employment condi-

tional on application (PPE) exceeds some critical value. An employer will

be assumed to be able to recruit his workforce according to the three ra-

tioning methods illustrated in Figure 5.1. This part shows how an agent

can determine his PPE under these three recruitment methods.

Several axioms should be fulfilled by the results gained with each of the

methods, for example the PPE should always be positive and never exceed

the value one. The axioms in question are introduced with the methods

to compute the PPE. In order to illustrate that the axioms are fulfilled, it

will be investigated (exemplarily) how the PPE varies with the number of

agents in the population, the number of vacancies available, and the agent’s

productivity.

Consider a population of agents i = 1, ...,n, and each agent i has an in-

dividual productivity ai. Productivity does not necessarily and uniquely

depict output per unit time, but can also reflect other factors, as a synonym

for qualification. It is assumed that the productivity distribution F(a) over

the population is common knowledge. Since an agent i knows his own pro-

ductivity, he knows which area of the productivity distribution his abilities

lie in. There is no evidence of how productivities/abilities are actually dis-

tributed in. a real population. However, it can be observed that there are

many moderately educated people, some poorly educated and some highly

educated ones in a country like Germany (see Sozialpolitik-Aktuell (2005)).

Such stylised facts may be depicted by a variety of continuous probability

density functions that are bounded below by zero.

An agent i who wants to determine his PPE needs information about
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his own productivity ai, the productivity density of the population F(a),

the number of vacancies v, the number of agents in the population n, and

the rationing method R used by the employer. Where some information is

not available he must make guesses.

Under ranking rationing, an agent needs to compute how likely it is that

a sufficient number of agents has a productivity less than his own. Under

pigeonhole rationing, the productivities of two agents are put in the same

class if they both lie within a certain interval. The probability of obtaining

employment then depends on the size of these intervals. Finally, under

random rationing, the probability of obtaining employment is the same for

each agent, and it does not depend on his productivity.

5.2.2 Productivity Distribution

The productivity of the population is assumed to be distributed regarding

a density function that is bounded below by zero because productivities

less than zero should not exist in the present context, i.e there are no de-

structive employees. The Weibull density function (W̃ = ab−ae−( x
b )

a

xa−1,

(cf. Mathworld (1999))) is a probability density function that exhibits this

characteristic (see Wikipedia (2006b)), and in this section, productivities are

assumed to follow this probability density function with the parameters set

to a = 3 and b = 2. Figure 5.2 illustrates the shape of this density function.

5.2.3 On Pool Sizes and Possible Pool Sizes

At a specific job offer, a pool of applicants will emerge and be characterised

by the number of agents in it (denoted pool, pool size). However, when an

agent calculates his PPE, he can not know in advance which pool size will

emerge, but he needs to consider all pools, since for each possible pool his

probability to obtain employment will be different. The sample space of

pools is Θ = {θ1, ...,θn}, a specific pool θi is a singleton from the sample

space, and the probability that any pool from Θ emerges is P(Θ) = 1, while

P(∅) = 0.
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Productivity
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π(a)

Figure 5.2: Weibull Probability Density Function (W̃ = ab−ae−( x
b )

a

xa−1; a = 3, b = 2)

For the remainder of this section, pool sizes of applicants are assumed

to be uniformly distributed. This is done for simplicity reasons. Each of

the three methods to compute PPEs that are derived below is capable of

working with arbitrary distributions, but calibrating them becomes more

complicated and is deferred until later in this chapter.

5.2.4 Perceived Probability of Obtaining Employment

Conditional on Application under Ranking Rationing

An agent who determines his PPE under ranking rationing needs to deter-

mine the probability that he fulfills the productivity requirements in each

of the possible pools of applicants, and, thus, he needs to determine

⋆ the probability of each possible pool size

⋆ in each possible pool size:

◦ the probability of obtaining employment

The probability of obtaining employment in a specific pool is the probabil-

ity with which a sufficient number of agents has a productivity lower than

that of the agent in question.

90



Chapter 5. Applications and Simulations

If a pool consists of 5 applicants (including the agent determining his

PPE) and 3 vacancies are available, 2 applicants would need to be less pro-

ductive than the agent who determines his PPE so that he obtains employ-

ment. This implies that 2 agents can be more productive than him, as they

would obtain employment, leaving one vacancy which he obtains (if and

only if 2 agents are less productive than him).

The PPE for any agent is the cumulated weighted probability of obtain-

ing employment in each possible pool size:

n

∑
θ=1

P(θ)
(

P(aj < ai)
θ−v
)

(5.1)

with

θ − v =

{

θ − v, if v < θ

0, if v ≥ θ

and P(aj < ai) =
∫ ai

0 F(a)da

where:
n number of possible pools,

P(θ) probability of pool size θ,

v number of vacancies,

P(aj < ai) probability of exhibiting a productivity less than ai.

The number of possible pools n is equal to the number of agents in the

population. The probability of pool size θ, P(θ), needs to be substituted

into Formula 5.1. It is either the value of the distribution function of pool

sizes at the appropriate value, or, with a continuous density function, the

integral depicting the corresponding pool size (see Section 5.3.2 for the lat-

ter case). At the moment the pools are still assumed to be distributed uni-

formely (an assumption that will be dropped later in this chapter), so at the

moment P(θ) = 1
n .
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The formula can be justified by the following thoughts. From the Kol-

mogorov axioms it is possible to deduce, inter alia, the addition rule for

computing the joint probability of disjunct events A and B, P(A ∪ B) =

P(A) + P(B) (compare Reinhardt and Soeder (1998, p. 467)). The prob-

ability that events A and B happen is, P(A ∩ B) = P(A) · P(B), for inde-

pendent events. It is assumed that the events, observing any agent from

a pool of applicants, are independent. Formula 5.1 takes into account that

there are possible states (combination of competitors’ productivities in a

specific pool) that have a larger probability because the order in which the

competitors in this pool appear does not matter, so that all permutations of

these states need to be considered, too. The following example illustrates

the permutation issue: A dice is rolled q = 2 times, giving results x1 and x2.

What is the probability that, both times, a number smaller than three is the

outcome? The possibilities are

P(x1, x1 < 3) = P(1,1) + P(1,2) + P(2,1) + P(2,2) (5.2)

The requirement is fulfilled if one of the above events of (x1, x2) happens.

The probability that one of these events occurs is computed by the above

formula. It can be rearranged to yield

P(x1, x2 < 3) = P(1)P(1) + P(1)P(2) + P(2)P(1) + P(2)P(2) (5.3)

The probability of rolling a one and a two is larger than rolling two ones

or two times two, since it is possible to roll a one first and then a two, or

first the two and then the one. These are specified as two disjunct events

(with the same outcome). The order in which they happen, either 1,2 or 2,1

does not matter, and, thus, the probability is larger than rolling two times

the same number. 5.3 can be simplified to:

P(x1, x2 < 3) = (P(1) + P(2))(P(1) + P(2)). (5.4)

This can be rewritten to yield:

P(x1, x2 < 3) = P(x1 < 3) · P(x2 < 3) = P(xφ < 3)q. (5.5)

The same argumentation holds for computing the probability that a suffi-

cient number of applicants has a productivity less than the agent who is
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determining his PPE, if one assumes these events to be independent. Addi-

tionally, since the agent in questions needs to know how many agents have

to be less qualified than he is, the number of vacancies must be subtracted

from the number of applicants in the current pool (θ − v). If θ − v appli-

cants are less able than the agent in question, he will obtain employment

for this specific pool.

The results obtained by application of Formula (5.1) should fulfill the

following three axioms:

⋆ The PPE decreases with increasing number of agents and converges

towards zero

⋆ The PPE increases with increasing number of vacancies and converges

towards one when there are as many or more vacancies than agents

⋆ An increase in the productivity of an agent results in a larger PPE,

converging towards one

The results gained with Formula 5.1 have been analysed for a large variety

of settings and are found to satisfy all axioms. Figures 5.3-5.5 illustrate this

for specific settings.

20 40 60 80 100

Potential Applicants

0. 1

0. 2

0. 3

0. 4

PPE

Figure 5.3: PPE under Ranking Rationing Depending on the Number of Competitors; Pro-

ductivity of Agent: 3.45, Potential Applicants: 1-10, Vacancies: 1
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Figure 5.4: PPE under Ranking Rationing Depending on an Agent’s Productivity; Produc-

tivities: 1-11, Potential Applicants: 3, Vacancies: 1
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Figure 5.5: PPE under Ranking Rationing Depending on the Number of Vacancies; Produc-

tivity of 3.45, Potential Applicants: 10, Vacancies: 0-13

5.2.5 Perceived Probability of Obtaining Employment

Conditional on Application under Pigeonhole Ra-

tioning

The inaccurate perception of an employer can be depicted by the size of pi-

geonholes. The smaller a pigeonhole, the more precise the employers’ per-

ception of applicants’ productivities. In the present context it is assumed

that an agent knows the size of the pigeonholes and which pigeonhole his

productivity belongs to. With additional information about the productiv-

ity distribution in the population and the size of the population, he is able

to determine his PPE. The pigeonholes from an potential applicant’s point
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of view3 can be illustrated like this:

3 5
Productivity (a)

0.05

0.1

0.15

0.2

0.25

a_i ai
_

0 1 2 4

π(a)

less same better

ai

Figure 5.6: Productivity Density Function of Population (W̃ = ab−ae−( x
b )

a

xa−1; a = 3, b = 2)

with Pigeonholes (with their indicators 0-5) from a Potential Applicant’s Point Of View

An agent who needs to determine his individual PPE needs to find out

⋆ the probability of each possible pool size

⋆ for each possible pool size:

◦ the probability of each possible state

◦ for each possible state:

* the probability of obtaining employment

He needs to consider all possible sizes of applicants pools and all possi-

ble states in each possible pool size. A state is a specific combination of

the competitors’ characteristics in a certain pool. The characteristics are

expressed relatively to the observed agent and can be: less productive (l),

same productive (s) or better productive (b) (see Figure 5.6 for the speci-

fication of the characteristics). The number of states in a specific pool θ is

3From an employer’s point of view the same pigeonholes apply, but for the distribution of

the applicants’ productivities. This may very well be a different (depending on how many

agents apply) than for the whole population.
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given by

stθ =
(r + kθ − 1)!
kθ !(r − 1)!

(5.6)

with:
r number of characteristics (i.e 3), and

kθ number of competitors in a specific pool θ.

Some states have a larger probability than others because the order in which

the competitors appear is not relevant, therefore the number of instances

#(zθ) of a specific state must be determined and is given by the number

of permutations of the characteristics in that state. A state contains θ − 1

agents; it does not include the observed agent. The number of instances of

a specific state is

#(zθ) =
kθ !

nl!ns!nb!
(5.7)

where
zθ a state at pool size θ,

θ pool size (includes observed agent),

nb number of competitors in the pool with better productivity b,

ns number of competitors in the pool with same productivity s, and

nl number of competitors in the pool with less productivity l.

For a total of v vacancies the probability of obtaining employment e, Pzθ
(e),

in a specific state is determined by dividing the remaining vacancies v− nb,

by the number of agents that are perceived as equally productive as the

agent in question.

Pzθ
(e) =

{

v−nb
θ−nb−nl

for v ≥ nb

0 for v < nb

(5.8)

An agent determines his overall chances of obtaining employment by com-

puting the probability of obtaining employment in each possible state of

each possible pool, where he needs to consider all instances of each state.

The sum of the probabilities of obtaining a position in each pool is the over-

all perceived probability of a successful application and is expressed by

formula (5.9);

n

∑
θ=1

P(θ)

(

stθ

∑
z=1

[(

kθ

∏
ρ=1

P(cρ)

)

#(zθ)

]

Pzθ
(e)

)

. (5.9)
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with:
n number of pools,

P(θ) probability of pool size θ,

z state number z,

ρ competitor ρ,

kθ number of competitors in pool θ,

P(cρ) probability of characteristic of competitor ρ.

In each pool size, for each state, the product of the probabilities of the com-

petitors’ characteristics P(cρ) is determined (∏kθ
ρ=1 P(cρ)) and multiplied by

the number of instances of that state #(zθ). The result is then multiplied by

the probability of obtaining employment in that state Pzθ
(e). The sum of the

probabilities of obtaining employment in each of the pools gives the overall

probability of obtaining employment with a given number of competitors

and vacancies.

In order to substitute the probability of a pool size P(θ) into the for-

mula, assumptions about the probability distribution of pool sizes need to

be made, as there is no common knowledge about the true probability dis-

tribution.

The characteristic of the current competitor is substituted for P(cρ),

where c can be either l, s or b, and

P(l) =
∫ ai

0 F(a)da

P(s) =
∫ āi

ai
F(a)da

P(b) =
∫ ∞

āi
F(a)da

(5.10)

where:
F(a) probability density function of productivities,

ai the lower productivity-limit of agent i’s pigeonhole,

āi the upper productivity-limit of agent i’s pigeonole.
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It has to be determined whether the results are consistent with the fol-

lowing axioms:

⋆ The PPE decreases with increasing number of agents and converges

towards zero

⋆ The PPE increases with increasing number of vacancies and converges

towards one when there are at least as many vacancies as agents

⋆ As the productivity of an agent increases, his PPE increases or stays

the same

⋆ PPEs are the same for productivities within a pigeonhole

The results gained with Formula 5.9 have been analysed for a large variety

of settings and are found to satisfy all axioms. Figures 5.7-5.9 illustrate this

for specific settings. Figure 5.8 illustrates clearly how, within a pigeonhole,

the PPE remains the same.
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Figure 5.7: PPE under Pigeonhole Rationing Depending on the Number of Competitors;

Productivity of Agent: 4.35 Number of Agents; 0-100, Vacancies: 1, Pigeonhole Size: 1.0
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Figure 5.8: PPE under Pigeonhole Rationing and a Varying Productivity; Productivity of

Agent: 0-10, Number of Agents: 3, Vacancies: 1, Pigeonhole Size: 1.0

5.2.6 Perceived Probability of Acceptance Conditional

on Application under Random Rationing

An agent does not need much information to determine his PPE when va-

cancies are filled randomly. The PPE is the same throughout the whole

population of potential applicants, no matter what the productivity of an

agent is. An agent needs to

⋆ determine the probability of each possible pool size

⋆ in each possible pool size:
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◦ the probability of obtaining employment

Since the productivities of agents do not play a role under random ra-

tioning, the probability of an agent in a pool obtaining employment is sim-

ply the probability for the pool P(θ) multiplied by the number of vacancies

v (or the size of the pool θ, if there are as many or more vacancies as agents

in the pool) divided by the size of the pool θ, so that for n pools the sum

probability of obtaining employment (which is the overall probability of

obtaining employment) is:
n

∑
θ=1

P(θ)
q

θ
, (5.11)

with:

q =

{

v, if v < θ,

θ, if v ≥ θ.

The following axioms must be fulfilled for the formula to be validated:

⋆ The PPE decreases with increasing number of agents, tending to zero

⋆ The PPE increases with increasing number of vacancies, tending to

one when there are at least as many ‚vacancies as agents

1 2 3 4 5 6 7 8 9 10
Vacancies

0.2

0.4

0.6

0.8

1

PPE

Figure 5.9: PPE under Pigeonhole Rationing Depending on the Number of Vacancies; Pro-

ductivity of Agent: 4.35, Number of Agents: 20, Vacancies: 0-10, Pigeonhole Size: 1.0
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The results gained with Formula 5.11 have been analysed for a large variety

of settings and are found to satisfy all axioms. Figures 5.10 and 5.11illustrate

this for specific settings.
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Figure 5.10: PPE under Random Rationing Depending on the Number of Competitors;

Number of Agents: 0-100, Vacancies: 1
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Figure 5.11: PPE under Random Rationing Depending on the Number of Vacancies; Num-

ber of Agents: 10, Vacancies: 0-20
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5.2.7 Comparison of the PPE under Random Rationing,

Ranking Rationing and under Pigeonhole Rationing

How does an agent perceive the probabilities of acceptance when an em-

ployer uses different recruitment methods? The remainder of this section

compares, for a specific scenario, the PPEs under the three different recruit-

ment methods: PPE under ranking rationing (PPERank), PPE at pigeon-

hole rationing (PPEPigeon) and PPE under random rationing (PPERand).

All assumptions previously made are still assumed to hold. Figure 5.12

shows, for all three methods of recruitment, how the PPE of an agent with

productivity 3.25 evolves as the number of agents in the population varies

from one to forty, one vacancy is available, and pigeonholes reach from one

to the next positive integer.

10 20 30 40
Agents

0. 2

0. 4

0. 6

0. 8

1

PPE

PPERand

PPEPigeon

PPERank

Figure 5.12: PPE under Ranking, Pigeonhole and Random Rationing at a Variation in the

Number of Agents; Setting: Productivity: 3.25, Vacancies: 1, Number of Agents: 1-40, Pi-

geonhole Size: 1.0

All graphs confirm what individual validation has shown before: the

PPE decreases with increasing number of agents. PPEPigeon is largest, fol-

lowed by PPERand. The lowest PPE is obtained under ranking rationing.

Interestingly, PPERand and PPEPigeon converge towards each other faster

than PPEPigeon and PPERank. For all numbers of competitors, the agent

with productivity 3.25 perceives the best chances of obtaining employment

when the employer pigeonholes the applicants.
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Figure 5.13 illustrates the PPEs at an increasing productivity of the agent.

PPERand remains the same throughout all productivities because in its

computation productivities simply do not matter. It has been assumed that

ten agents face one vacancy, pigeonholes range from one integer to the next,

and the productivity of the agent determining his PPE is varied from one

to fourteen.
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PPEPigeon

PPERank

Figure 5.13: PPE under Ranking, Pigeonhole and Random Rationing, and a Variation of the

Productivity of Agents; Setting: Agents: 10, Vacancies: 1, Productivity: 1-14, Pigeonhole

Size: 1.0

In Figure 5.13, the PPEPigeon curve is offset to that of PPERanking.

This is due to the size of the pigeonholes. As explained above, by a vari-

ation in the size of the pigeonholes, pigeonhole rationing can account for

ranking and random rationing, too. In the limit, when pigeonholes tend to

zero (infinity) and each agent is inferred correctly (as the same), pigeonhole

rationing accounts for ranking rationing (random rationing). Figure 5.14

shows how the PPEs under pigeonhole rationing will converge to those

under ranking rationing when the pigeonholes are very small. If pigeon-

hole sizes tend to zero, these two graphs will not be distinguishable any

longer.
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Figure 5.14: PPE under Ranking, Pigeonhole and Random Rationing, and a Variation of the

Productivity of Agents; Setting: Agents: 10, Vacancies: 1, Productivity: 1-10, Pigeonhole

Size: 0.15

Finally, figure 5.15 demonstrates how the PPEs behave as the number

of vacancies varies.
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Figure 5.15: PPE under Ranking, Pigeonhole and Random Rationing, and a Variation of the

Number of Vacancies; Setting: 30 Agents, Productivity: 3.25, Number of Vacancies: 1-30.

With an increasing number of vacancies, the PPEs under all methods in-

crease. Again, the values of PPERandom lie between those of PPERanking

and PPEPigeon, except at the origin of the series. The values of PPEPigeon

are the largest throughout.
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That the PPE under pigeonhole rationing is the largest depends on the

choice of the size of the pigeonholes. The larger the pigeonholes, the more

the PPE corresponds to those under random rationing, and the smaller

the pigeonholes, the more will they correspond to those under ranking ra-

tioning.

Under certain circumstances, when the inaccuracy of perception has a

certain level, agents perceive more chances of success than under more ac-

curate perception of their qualifications. This indicates that, if the PPE was

a criterion which agents use to decide whether to apply for employment, a

certain inaccuracy might attract more applicants. The implications of this

are considered in the next sections.
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5.3 Agents, Bayes, and the Labour Market I: Learn-
ing by Observing

5.3.1 Introduction

Formulas 5.1, 5.9 and 5.11 derived in the previous section demonstrate how

to determine the PPE for different recruitment methods. If one wants to

model a whole population of agents who simultaneously determine their

individual PPE in order to make application decisions, it would be unreal-

istic to let all of them adopt perfect foresight regarding their competitors’

application behaviour. If each agent had this foresight, most probably only

those agents would apply who receive employment. Human agents usu-

ally lack perfect foresight and this lack can be used to heterogenise agents.

Each agent will then adopt personal assumptions regarding his competi-

tors’ application behaviour. The agents modelled below will be hetero-

genised in this way, and then also regarding their productivities.

More specifically, each agent will be modelled to have his own represen-

tation of the circumstances by holding three hypotheses about his competi-

tors’ application behaviour. Previous experiences on the labour market and

reports from friends or media may have led agents to distinct beliefs about

the probability of these hypotheses. An agent might consider all three hy-

potheses as relevant but not as equally likely. This can be accounted for by

letting each agent initially assign a weighting-factor (initial prior second-

order probability) to each hypothesis. The larger the weighting, the greater

the agent’s belief in the corresponding hypothesis. Each agent can deter-

mine his total individual PPE by determining his PPE at each hypothesis

and weighting it with the corresponding prior second-order probability.

The sum of these weighted PPEs is an agent’s individual PPE.

In the following, the agents are not only heterogenised in this way, but

also observe each others’ application behaviour at consecutive job opportu-

nities. The number of applicants at each job opportunity serves as new in-

formation which an agent uses to rephrase his current representation of his

competitors’ application behaviour. Using Bayesian methods, each agent
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updates his prior second-order probabilities for all his hypotheses with this

new information. As job opportunities go by, representations change and

agents refine the determination of their PPE by step-wise adaptation of the

prior second-order probabilities of all hypotheses in the light of new infor-

mation.

Each agent is characterised by his individual productivity. In Weiss

(1980) and Mookherjee (1987), agents are characterised by their reservation

wages and it is known that the reservation wage is positively correlated

with the agents’ abilities. Only if the offered wage exceeds their reference

wage will agents apply for employment, so an employer can increase his

chances of obtaining productive employees by increasing the wage rate, as

then the number of (qualified) applicants increases. He then faces a pool of

applicants, but cannot distinguish between more and less qualified appli-

cants and needs to choose randomly from them (cf. Weiss (1980, p. 527)).

Weiss (1980) extends the model and distinguishes between those charac-

teristics of agents that can be observed at expense and those that can be

observed without expense. A firm would then only observe the latter, and

group the agents with same characteristics into classes. Workers from the

same class would obtain a uniform wage. In the present context, a similar

framework will be built, but the wage that is being paid does not play a

role. Rather, it is assumed that a number of vacancies is announced at a

fixed wage and, as in sectors where tariff wages are being paid4, the wage

is not subject to discussion. When this is the case, the wage rate is not a

(unique) incentive for application, but the PPE becomes one.5

Similar to Weiss (1980), the present employer is not able to perceive the

productivities of the agents correctly. In Cornell and Welch (1996) the level

of incorrect perception depends on the number of signals an employer ob-

4In 2003, 62% of the employees in western Germany and 43% of the employees in eastern

Germany were paid according to tariff wages (cf. IAB (2004)).
5Note that it is possible to translate the PPE into an expected wage by multiplying it with

the wage rate. Additionally, the probability of not obtaining a position multiplied with the

social benefits in case of unemployment could be added. Then each agent would compare

his expected wage with his reference wage. But for the current exposition this does not

m ak e a d i ff e re nce and PPE s are as s um e d to be the i nce nti ve .

107



Chapter 5. Applications and Simulations

serves. The more signals he takes into account, the better he infers the qual-

ities of individual abilities of the applicants. In the present exposition the

employer arranges agents (together with their productivities) with similar

productivities into the same category (pigeonhole), and a number of pi-

geonholes emerges. All agents with productivities within a pigeonhole are

perceived to have the same qualification, and the better the perception of

the employer, the more pigeonholes emerge.

In contrast to Weiss (1980) and Mookherjee (1987), the present employer

ranks the applicants in descending pigeonholes. Positions are firstly allo-

cated to applicants in the best pigeonhole. Only when there are no appli-

cants left in this pigeonhole, but open positions remain, applicants from

the next pigeonhole obtain employment. When there are more applicants

with sufficient qualifications within a category than needed, vacancies are

allocated randomly among them. With the categories (i.e pigeonholes), it is

possible to model different levels of precision on the employer’s side. If the

employer was able to perceive agents abilities correctly, each agent together

with his productivity would form a category, and the employer would allo-

cate positions according to a ranking method. In the other extreme, where

the employer can not differentiate at all between abilities, only one cate-

gory emerges and he allocates positions randomly. Pigeonhole rationing is

assumed to be applied by the employer in the subsequent model.

The labour suppliers of the present model learn in Bayesian manner by

experiencing job opportunities that are assumed to happen consecutively.

Bayesian learning has been an issue in literature dealing with labour mar-

kets, but mainly for different applications. Two broad categories can be

sketched to exist: The first focuses on learning on the employer’s side of the

labour market, and the second focuses on learning on the employee/applicant

side of the labour market.

Farmer and Terrell (1996), Lewis and Terrell (2001), and Feltovich and

Papageorgiou (2004) model employers that learn about the abilities of their

employees, and about the abilities of specific groups of employees. In

Farmer and Terrell (1996) and Feltovich and Papageorgiou (2004), the em-
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ployer entertains certain prior assumptions about the abilities of certain

groups of workers (e.g. ethnic groups). At the beginning of the learning

process individuals from a specific group are perceived regarding the initial

priors that the employer entertains about that group. While Feltovich and

Papageorgiou (2004) demonstrate how a Bayesian employer learns about

group specific abilities, Farmer and Terrell (1996) let their employer learn

additionally about the abilities of an individual employee by letting him

observe individual output to update his prior assumptions accordingly.

Lewis and Terrell (2001) focus on the learning process about individual

abilities and how underestimated individuals can gain from such a process.

If the employer finds that he underestimated (overestimated) an individual

employee, he will increase (decrease) the wage of that worker.

Less literature seems to deal with Bayesian learning of employees. Breen

and García-Peñalosa (2002) apply Bayesian methods to model male and fe-

male workers who need to make decisions about types of careers and there-

fore need to determine their chances of success at different occupations.

Once success/failure is experienced, the agents update their priors and the

resulting posteriors are bequested from father to son and from mother to

daughter, thus leading to gender specific learning processes. Breen and

García-Peñalosa (2002) find that, even when preferences of male and fe-

male workers become relatively similar, gender seggregation may persist.

Murphy and Tam (2004) investigate decisions that applicants must make,

but focus on their learning from new information about the organisation

and the job.

It seems that there is not much literature applying Bayesian learning to

the labour market in general and to the applicants’ side in specific. The

literature mentioned has in common that it focuses on the investigation of

a single individual who learns about specific issues by observing. Here

a different approach is adopted, inasmuch as there will be a number of

heterogenous Bayesian agents (potential labour suppliers), each of whom

observes his environment, which is in this case the other agents’ behaviour,

and uses the information to (a) update his individual representation of the

environment, and (b) to use his updated representation of the environment
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to determine his chances of obtaining employment. The difference to the

usual literature is not only that there are many heterogenous agents simul-

taneously conducting Bayesian methods, but that they observe each others’

behaviour to update their priors. By doing so, each agent actively has an

impact on the development of the environment he acts upon.

5.3.2 Building Blocks of the Model

Pools, Productivities and Probabilities

A pool θ is a number of actual applicants. Each pool θ has a probability

P(θ) that is unknown, but in order to determine his individual PPE ppei,

an agent i must take information about probabilities of pools into consider-

ation. Therefore, he makes individual assumptions. Since an agent i does

not know whether his assumptions are correct, he holds several of them.

His assumptions are about the distributions of pool sizes. Each assump-

tion is expressed as a hypothesis Hj regarding the probability density func-

tion (PDF) of pool sizes. Additionally, an agent i has some information at

hand. This includes the size of the population n, the number of vacancies

v available, the qualification distribution of the population (which follows

a PDF F(a)), the rationing method R that the employer conducts, and his

own qualification ai. With this information the agent is able to determine

his chance of obtaining employment:

ppei =
n

∑
θ=1

P(θ)

(

stθ

∑
z=1

[(

kθ

∏
ρ=1

P(cρ)

)

#(zθ)

]

Pzθ
(e)

)

(5.12)

Since an agent i does not know the probability P of each pool size θ

he forms hypotheses about how the pools might be distributed. And since

he finds different assumptions reasonable, he considers several hypotheses

H = {H1, ..., H3} about PDFs of pool sizes. By assigning individual initial

prior second-order probabilities to each hypothesis Hj, an agent i expresses

his beliefs in the different hypotheses. The larger an initial prior second-

order probability sj,i, the greater his belief in the corresponding hypothesis

Hj. His PPE ppei now becomes the sum of the weighted PPEs, each gained

with one of the hypotheses Hj regarding the underlying PDF:
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ppei =
k

∑
j=1

sj,i

(

n

∑
θ=1

P(θ)

(

stθ

∑
z=1

[(

kθ

∏
ρ=1

P(cρ)

)

#(zθ)

]

Pzθ
(e)

))

(5.13)

with:

sj,i prior second-order probability agent i assigns to hypothesis Hj.

Throughout the course of action, the agents observe each other and see

what pool sizes actually come to be. Agents sequentially revise their prior

second-order probabilities of their hypotheses with the help of new data

– the actual pool size. Based on that information they refine their future

computations. It will be observed how these individual weights develop

over a sequence of job opportunities.

The productivities of the population are assumed to be Weibull dis-

tributed, since the PDF of the Weibull distribution can be calibrated to

roughly depict the stylised fact that in Germany there are many moder-

ately educated persons, some poorly educated and some highly educated

persons (cf. Sozialpolitik-Aktuell (2005)).

Hypotheses

Each agent i possesses three hypotheses H1, H2, H3 about how the pool sizes

may truly be distributed. These hypotheses need not necessarily include

the true PDF. At the beginning of the learning process, each agent i as-

signs individual initial prior second-order probabilities sj,i to each of the

hypotheses from H. These weights sum up to one and the weight of a hy-

pothesis Hj expresses an agent’s belief in this hypothesis. He may have

assembled these beliefs through past experiences and/or reports from oth-

ers that have experience on the labour market – essentially they are based

on his best knowledge. The larger the weight of a hypothesis Hj, the higher

the agent’s belief in it. All agents possess the same hypotheses, but assign

different individual weights sj,i to them in the beginning of the updating

process. Figure 5.16 illustrates three hypotheses regarding pool sizes for a

population with 5 agents.

Naturally, a pool of applicants θ consists of whole agents only. How-

ever, it is in fact easier to calibrate a pool size distributions with continu-
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Figure 5.16: Possible Hypotheses Regarding Pool Size Probabilities for a Population with 5

Agents

ous probability density functions than with discrete distribution functions6.

The probability of a pool size θ is then obtained by integrating over the in-

terval that represents a specific pool size. As a consequence, the PDFs are

discretised by the use of non-overlapping intervals, each depicting a spe-

cific pool size (e.g. the interval (1,2] depicts a pool size with one applicant

and its probability is
∫ 2

1 F(θ)dθ). As job opportunities (and with them pools

of applicants θ,) follow one on the other, the prior second-order probabil-

ities will shift as new data makes the one or the other hypothesis more

likely. After observing the first actual pool size θ1, an agent i updates his

initial prior second-order probabilities s0,i. These updated values serve as

new prior second-order probabilities for the expected pool size θ2 at the

next job opportunity.

Updating Beliefs about Competitors’ Application Behaviour

Some basics about Bayesian learning have been introduced in Section 3.2.

In the present context, agents learn by observing the other agents’ appli-

cation behaviour. In the beginning, when no previous data sets are avail-

6This is of how Mathematica handles software packages.
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able on which agents could base their predictions, the agents assign initial

prior second-order probabilities, sj,i, to each of the hypotheses Hj regarding

the probability density functions of pool sizes they possess. As introduced

above, initial prior second-order probabilities are assigned subjectively on

the basis of beliefs that agents have assembled through different channels.

Thus, initial prior second-order probabilities can differ across the popula-

tion of agents. Each of the sets of initial prior second-order probabilities

is a measure of subjective degree of belief in the different hypotheses, and

these beliefs are modified on the basis of Bayesian methods acquiring new

information. The conditional probability that pool size θ comes about at

hypothesis Hj, P(θ|Hj), is called first-order probability of θ given hypothe-

sis Hj. The following figure depicts hypotheses, a limited sample of events,

prior second-order probabilities and posterior second-order probabilities.
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Figure 5.17: Bayesian Updating of Prior Second-Order Probabilities

Each agent updates his prior second-order probabilities of the hypothe-

ses H = {H1, ..., Hm} when new data θ becomes available. For a sequence

of job opportunities he observes the pool size θt for each job opportunity.

The posterior prior second-order probability, for hypothesis Hj, given the
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new data θt is

sj,i,t+1 =
P(θt|Hj)sj,i,t

∑Hl∈H P(θt|Hl)sl,i,t
(5.14)

with:
sj,i,t prior second-order probability of hypothesis Hj at

job opportunity t assigned by of agent i,

P(θt|Hj) first-order probability of pool size θ

given hypothesis Hj.

Note that the first-order probability of a pool size does not depend on

time, as an invariant set of static hypotheses is assumed. Each agent i re-

peats the updating procedure during the sequence of job opportunities that

he experiences. For the next updating step sj,i,t+2 of a hypothesis Hj at

the next job opportunity t + 2, its previous posterior second-order prob-

ability sj,i,t+1 becomes its new prior second-order probability sj,i. As job

opportunities go by, hypotheses that perform well will be weighted more,

while hypotheses that perform poorly will be weighted less. The agents

constantly build and rebuild representations of the labour market by con-

tinuously shifting the weights in the light of new information.

For such a Bayesian learning process to be well-defined, no observed

data shall produce a probability of zero given any hypothesis, so it shall

hold that:

P(θ|Hj) > 0, ∀Hj ∈ H, ∀θ ∈ Θ.

The hypotheses that have been chosen for the subsequent model all fulfill

these requirements.

5.3.3 The Complete Model

A number of n potential applicants faces a sequence of job opportunities,

where each job opportunity is associated with a number of vacancies v7.

Each potential applicant needs to decide at each job opportunity whether

7Here, each job opportunity is associated with the same number of vacancies, but it could

also be a varying number of vacancies.
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he wants to apply. It does not matter whether he is currently employed

or not, as employment happens on a job-to-job basis. Furthermore each

agent holds three probabilistic hypotheses, H1, H2, H3, about his competi-

tors’ application behaviour, each expressed as a probability density func-

tion regarding pool sizes. To each hypothesis Hj an agent i initially assigns

a prior second-order probability, sj,i,t=0. The prior second-order probabil-

ities of the three hypotheses add up to one. The application decision of

an agent i depends on the individual chances of success he perceives ppei

, and only if ppei exceeds the critical probability8, cp, will he apply. The

individual chance of success depends on several factors: the productivity

of the agent ai, the weights s1,i,t=0, s2,i,t=0, s3,i,t=0, the number of vacancies

v, the productivity distribution of the population F(a), and the rationing

method R, according to which vacancies are allocated to the applicants. At

each job opportunity, each agent decides whether to apply, the workforce is

determined via the rationing method, each agent observes how many other

agents have applied. With the observed information, each agent revises his

prior second-order probabilities and uses them as information for deter-

mining ppei at the next job opportunity. This process will be expressed as a

dynamical system in the following.

Define A = {a1, ..., an} to be the set of productivities of the potential ap-

plicants. The productivities are assumed to be drawn from a Weibull den-

sity function. It is assumed that no two agents can exhibit exactly the same

productivity. There are n such potential applicants. Each agent i has a crit-

ical probability, cp ∈ I := [0,1], which must be exceeded before he decides

to apply for a position. The set of productivities of the agents who de-

cide to apply is defined as AP = {a1, ..., am} ⊆ A. Furthermore, each agent

holds three probabilistic hypotheses, H1, H2, H3, regarding the competitors

application behaviour. These are expressed as probability density func-

tions regarding the the number of applicants for a given job opportunity

θ := |AP|9. Initially, each agent i assigns an initial second-order probability

sj,i,t=0 to each hypothesis Hj that depicts the probability the agent assigns

8At the moment, each agent has the same critical probability cp, and the index i will be

omitted below.
9|SET| denotes the cardinality of SET.

115



Chapter 5. Applications and Simulations

to that hypothesis. Job opportunities are assumed to occur consecutively.

For each time step t there are a number of vacancies vt ∈ N available to

be allocated among applicants who are characterised by their productivi-

ties AP. A rationing method R generates from the set of applicants’ pro-

ductivities AP a set of workers’ productivities W ⊆ AP, thus the rationing

method can be expressed as a function R : P(A) × Ω → P(A), where Ω

is a sample space if R has a stochastic component. If it does not contain a

stochastic component Ω = ∅. For a job opportunity with v vacancies each

agent i determines his probability to make a successful application, ppei.

When each agent i has decided whether to apply, so that AP is determined,

and the workforce has been chosen, the agents observe the actual pool size,

θ := |AP|. This information is used to revise the beliefs. The state space can

now be described as:

X : I3n × In ×P(A) ×P(A) × N. (5.15)

It consists of the three second-order probabilities for each agent {s1,i, ..., sl,n} ∈

I3n, the individual chances of success for each agent {ppe1, ..., ppen} ∈ In,

the set of applicants’ productivities AP ∈ P(A), the set of workers’ pro-

ductivities W ∈ P(A), and the pool of applicants θ ∈ N. The function of

the dynamics φ : X → X, xt 7→ xt+1 = φ(xt) is defined by:

∀i = 1, ...,n : ppei,t+1 = ppe(s1,i,t , s2,i,t, s3,i,t; ai),

APt+1 = {ai ∈ A | ppei,t+1 ≥ cp},

Wt+1 = R(APt+1,ωt),

θt+1 = |APt+1 | ,

∀i, j : sj,i,t+1 =
P(θt+1|Hj)s j,i,t

∑Hl∈H P(θt|Hl)sl,i,t
,

(5.16)

where ωt ∈ Ω is a random event.
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5.3.4 Configuration & Simulation

Although a simulation does not constitute a mathematical proof,

it does provide the tool to study mass agent behaviour where

every agent is somewhat different from all others.

Shubik (1999, p. 188)

In the following the configuration of the model for the subsequent simula-

tion will be introduced. 10 agents update their beliefs regarding the three

hypotheses on pool sizes as illustrated in Figure 5.18 over a sequence of

30 job opportunities. The hypotheses regarding pool sizes depicted by this

figure are the PDF of the uniform distribution

Ũ =















0 for x < c
1

d−c for c ≤ x ≤ d

0 for x > d

with c = 0.0 and d = 10.0, the PDF of the Weibull distribution

W̃ = ab−ae−( x
b )

a

xa−1

with a = 4.0 and b = 5.1, and the PDF of the Rayleigh distribution

R̃ =

xe−x2

2β2

β2

with β = 1.7.

Table 5.1 summarises the complete initial calibration of the model.
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Figure 5.18: Hypotheses Regarding Pool Size Probabilities in the Current Model

Number of potential applicants n 10

Productivity Distribution F(a) Weibull Distribution a=2.0,b=12.0

Critical Probability cp 0.35

Number of Job Offers y 30

Vacancies per Job Offer v 1

Hypotheses on Pool Distributions H1: Ũ, c = 0.0, d = 10.0

H2: W̃, a = 4.0, b = 5.1

H3: R̃, β = 1.7

Pigeonhole Size δ 1.0

Productivities of Population A {6.86,9.95,19.98,5.72,16.48,0.82,3.53,4.09,11.58,5.51}

Table 5.1: Initial Model Calibration with 10 Agents and 30 Job Opportunities

For determining ppei, each agent needs to know the upper and lower

productivity limits of the pigeonhole that he / his productivity belongs to.

For the current scenario, the lower limit ai is the greatest integer less or

equal to the agents productivity ai, and the upper limit āi is the smallest in-

teger greater or equal to ai. By modifying the upper and lower productivity

limits, pigeonholes of different sizes can be created and different levels of
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precision in the perception can be modelled.

5.3.5 Results

Table 5.2 illustrates, for all 10 agents, the productivities, initial prior second-

order probabilities (initial SOP), and final posterior second-order probabil-

ities (final SOP).
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Productivity Initial SOP (H1,H2,H3) Final SOP (H1,H2,H3)

6.68 (0.9,0.05,0.05) (4.708096·−7, 0.003434, 0.996565)

9.95 (0.05,0.9,0.05) (2.471322·−8, 0.058409, 0.941591)

10.98 (0.7,0.1,0.2) (9.170382·−8, 0.001720, 0.998280)

5.72 (0.1,0.1,0.8) (3.279367·−9, 0.000431, 0.999569)

16.48 (0.1,0.5,0.4) (6.533416·−9, 0.004289, 0.995711)

0.82 (0.4,0.4,0.2) (5.213315·−8, 0.006845, 0.993155)

3.53 (0.1,0.1,0.8) (3.279367·−9, 0.000431, 0.999569)

4.09 (0.33,0.33,0.33) (2.615610·−8, 0.003434, 0.996566)

11.58 (0.25,0.25,0.5) (1.310055·−8, 0.001720, 0.998280)

5.51 (0.4,0.2,0.4) (2.620109·−8,0.001720, 0.998280)

Table 5.2: Productivities, Initial Prior Second-Order Probabilities and Final Posterior

Second-Order Probabilities with Initial Model Calibration

All agents (except agents 4 and 7) started with different beliefs into the

hypotheses. At the end of the sequence, all the agents have shifted their

second-order probabilities towards a high belief in the Rayleigh PDF (H3),

little belief in the Weibull PDF (H2) and nearly no belief in the uniform

PDF (H1). The ensemble of hypotheses and weights assigned to them is

an approximation of the true density of pool sizes that emerges endoge-

nously.10 The beliefs of agent 4 and agent 7 take identical values through-

out the learning process, as they started with identical initial prior second-

order-probabilities. While this table reveals that the agents’ beliefs develop

towards the same combination of beliefs, it does not reveal how this de-

velopment process evolves over the sequence of job opportunities. Figures

5.19-5.21 depict the development of the individual second-order probabili-

ties regarding the three hypotheses. Each figure illustrates how the weight

each agent assigns to the depicted hypothesis develops over the sequence

of 30 job opportunities. The weight assigned to the hypothesis is indicated

by the colour.

10This true distribution may be a point distribution.
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Figure 5.19: Development of Individual Prior Second-Order Probabilities Regarding H1

with Initial Model Calibration
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Figure 5.20: Development of Individual Prior Second-Order Probabilities Regarding H2

with Initial Model Calibration

After having experienced some job opportunities, all agents assign most

weight to the Rayleigh PDF and the second-order probabilities fluctuate

slightly around it, while the beliefs of the second agent fluctuate more, as
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can be seen in Figure 5.21. It can also been seen that the development of

the prior second-order probabilities of agent 4 and agent 7 follow the same

path due to the same initial prior second-order probabilities of these agents.
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Figure 5.21: Development of Individual Prior Second-Order Probabilities Regarding H3

with Initial Model Calibration

The development of the second-order probabilities depends crucially

on the configuration of the model. Different parameter values for critical

probability cp and the number of vacancies v may result in different pro-

cesses. To gain insights into the model’s outcome for different parameter

combinations, a sensitivity analysis was conducted with help of the SimEnv

software which has been introduced in Section 3.3. The software system-

atically changes parameter values and runs the model with each setting,

saving the output for post-processing. In the present case, the parameters

for critical probability cp and number of vacancies v have been modified.

Table 5.3 summarises the ranges of values that have been set for each pa-

rameter.
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Parameter Values

Vacancies per Job Opportunity v 1-10 ∈ N

Critcial Probability cp 0.1-0.9 in steps of 0.1

Table 5.3: Value Ranges of Parameters cp and v for Behavioural Analysis of the Model with

SimEnv.

A total number of 90 model configurations are processed. For each

agent, and each model configuration, the sequence of individual prior second-

order probabilities regarding each hypothesis is included in the output.

This enables the investigation, for each parameter combination, of the de-

velopment of the individual prior second-order probabilities. Figures 5.22-

5.24 illustrate that there must not necessarily be such a clear process as

shown by the Figures 5.19- 5.21. Figures 5.22-5.24 depict the convergence

process at cp=0.6 and v=2.
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Figure 5.22: Development of Individual Prior Second-Order Probabilities Regarding Hy-

pothesis 1 (Uniform PDF) with Calibration: 2 Vacancies, Critical Probability 0.6

After 16 job opportunities, all agents have found that the uniform PDF

is not depicting their competitors’ behaviour well. Rather they find a com-
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bination of H2 and H3 to be likely, but the weights of H2 and H3 fluctuate:

When H2 is relative likely, H3 is not and vice versa. Apparently, the appli-

cation behaviour of their competitors leads the agents to revise the second-

order probabilities of these two hypotheses constantly. The true density

function regarding that pool sizes are distributed, if there is one, is approx-

imated by the combination of the weights assigned to the three hypotheses.
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Figure 5.23: Development of Individual Prior Second-Order Probabilities Regarding Hy-

pothesis 2 (Weibull PDF) with Calibration: 2 Vacancies, Critical Probability 0.6
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Figure 5.24: Development of Individual Prior Second-Order Probabilities Regarding Hy-

pothesis 3 (Rayleigh PDF) with Calibration: 2 Vacancies, Critical Probability 0.6

Below, the number of applicants per job opportunity is depicted.
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Figure 5.25: Number of Applicants with Calibration: 2 Vacancies, Critical Probability 0.6

Changes in the number of applicants lead the agents to shift the weights

sj,i,t of their hypotheses, which results in higher or lower individual PPE.

Some agents might experience transitions from a PPE below their critical
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probability cp to values above it. If this is the case, their application deci-

sion changes. Figure 5.25 shows that this is the case for some agents. The

number of applicants is not distributed in accordance with a pure hypoth-

esis. Rather, the true distribution of pool sizes emerges from the scenario

itself, and is an ensemble of the three weighed hypotheses that each agent

possesses.
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5.4 Agents, Bayes, and the Labour Market II: Av-
erage Productivities of Workforces Recruited
Under Different Rationing Methods

5.4.1 Outline

In the previous section, Bayesian reasoning has been used to model het-

erogenous and learning agents on a labour market. In order to refine the

perception of their chances to obtain one job, the agents were equipped

with different hypotheses regarding their competitors application behaviour.

Depending on their previous experience, they assigned individual initial

prior second-order probabilities to each of their hypotheses, observed their

competitors’ behaviour over a sequence of job opportunities, and updated

their prior second-order probabilities accordingly. The question of the pro-

ductivity of a workforce recruited according to different levels of inaccu-

racy of perception on the employer’s side is investigated in the remainder

of this section.

The settings for the present investigation are similar to the ones from the

previous section: In the basic scenario, 10 agents act on the labour market,

seek a job and experience 30 job offers. They base their application decision

on whether their ppei exceeds their individual (but at the moment identical

for all agents) critical probability cp; only then do they apply. They observe

each others’ application behaviour over the sequence of job opportunities

and a revision of the prior second-order probability lets them not only learn

about their competitors’ application behaviour but also refine the approxi-

mation of their ppei.

Additionally, the recruitment takes place and employees are being de-

termined from the pool of applicants θ. In the current model, recruitment

always takes place over a whole sequence of job opportunities. Adopting

different rationing methods for these sequences enables the observation of

how the average productivity q of workforces depend on different accura-

cies of perception regarding the applicants’ productivities.
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5.4.2 Recruitment Methods

Methods with which an agent i can determine his ppei at different recruit-

ment methods R (ranking, pigeonhole and random), were developed in

Section 5.2 and applied in Section 5.3. It has also been noted that pigeon-

hole rationing can account for both ranking and random rationing by choos-

ing pigeonholes with appropriate sizes. An applicant’s actual productivity

ai is not revealed to the employer, but the employer perceives him as be-

longing to a pigeonhole, so that if a pigeonhole spans from productivity

1.0 to productivity 2.0 (including 1.0, excluding 2.0), productivities 1.2 and

1.99 both belong in this pigeonhole.

In the present section, the sizes of the pigeonholes δ are modified sys-

tematically to obtain information about how average productivities q of

workforces W depend on the size of the pigeonholes, i.e. the accuracy of the

employer’s perception of the applicants’ qualifications. Ranking rationing

is the most sophisticated method to recruit employees, as each of them is

inferred correctly and, therefore, the most productive workforce will be ob-

tained with this method. It seems plausible that with decreasing accuracy

of perception of the applicants’ qualifications, the average productivity of

the assembled workforce will decrease monotonously.

5.4.3 The Complete Model

The model remains the same as introduced in 5.3.3, but additionally, at each

job opportunity the average productivity q ∈ R+ of the workforce W will be

calculated. I := [0,1] shall denote the interval of values which probabilities

can take. The state space differs only slightly from the previous one and is

as follows:

X : I3n × In ×P(A) ×P(A) × N × R+. (5.17)

It consists of the three second-order probabilities for each agent {s1i, ..., sln} ∈

I3n, the individual chances of success for each agent {ppe1, ..., ppen} ∈ In,

the set of applicants AP ∈P(A), the set of workers W ∈ P(A), the pool of

applicants θ ∈ N, and the average productivity of the workers q ∈ R+. The

function of the dynamics φ : X → X, xt 7→ xt+1 = φ(xt) is defined by:

128



Chapter 5. Applications and Simulations

∀i = 1, ...,n : ppei,t+1 = ppe(s1,i,t , s2,i,t, s3,i,t; ai),

APt+1 = {ai ∈ A | ppei,t+1 ≥ cp},

Wt+1 = R(APt+1,ωt),

θt+1 = |APt+1 | ,

∀i, j : sj,i,t+1 =
P(θt+1|Hj)s j,i,t

∑Hl∈H P(θt|Hl)sl,i,t
,

qt+1 =
∑ai∈Wt+1

ai

|Wt+1|
,

(5.18)

where ωt ∈ Ω is a random event., and |...| denotes the cardinality of a set.

5.4.4 Experimental Settings

The initial model calibration that has been introduced in Table 5.1 is used

here, too. It has been extended so as to include the actual recruitment pro-

cedure and the determination of the average productivity of the resulting

workforce. For that purpose, an additional parameter has been introduced

to the program: δ represents the size of the pigeonholes. The larger δ, the

larger are the pigeonholes and the more inaccurate is the employer’s per-

ception of applicants’ qualifications. A sensitivity analysis of the model is

conducted using a SimEnv experiment. For several combinations of critical

probability cp and number of vacancies v, the parameter δ is increased sys-

tematically, simulating different levels of inaccuracy including both rank-

ing rationing and random rationing as the extreme cases. For each value of

δ, the model simulates, for a given combination of cp and v, the application

process, the learning process and the actual recruitment over the sequence

of 30 job opportunities. At each job opportunity, the average productivity

of the workforce is determined, and at the end of the sequence the overall

average productivity is calculated. Consequentially, it is possible to deter-

mine how the average productivity of a workforce at a specific calibration

of cp and v depends on the inaccurate perception δ of the employer re-
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garding the applicants’ productivities. The following table summarises the

experiment settings for the basic scenario.

Parameter Values

Number of potential applicants n 10

Job Offers 30

Productivity Distribution F(a) Weibull Distribution a=2.0,b=12.0

Hypotheses on Pool Distributions11 H1: Ũ, c = 0.0, d = 10.0

H2: W̃, a = 4.0, b = 5.1

H3: R̃, β = 1.7

Critical Probability cp 0.1,0.2,0.3,0.35,0.5,0.6,...,0.9

Vacancies v 1-10

Pigeonhole sizes δ 0,0.5,1.0,1.5,2.0,...,17.5,1000

Productivities A {6.68173, 9.95951, 10.9797, 5.72044,

16.4826, 0.82039, 3.53244, 4.09626,

11.5802, 5.51566}

Table 5.4: Model Calibrations for a Simulation of Average Productivities of Workforces in

Dependence on the Level of Perception Error Regarding Applicants’ Productivities.

This experiment comprises a total of 3700 single runs of the underlying

model (executed for each combination of cp, v and δ) 12.

5.4.5 Results

One would expect that an increasing inaccuracy on the employers side

leads to a monotonic decrease of the average productivity of the work-

force. The results are surprising and do not confirm these expectations

completely. Figures 5.26 and 5.2713 illustrate the average productivities

of workforces over the series of pigeonhole sizes given by Table 5.4. On

the x-axis the inaccuracy of the employer’s perception represented by the

11The functional forms of the hypotheses were introduced in Section 5.3.
12In this model calibration, pigeonhole Sizes 0 and 1000 in Table 5.4 are keys for indicating

either ranking rationing or random rationing. When one of these keys is set, the program

executes the corresponding parts of the code, which differ from one another. Note that

when pigeonholes exhibit size 17 or 17.5, pigeonhole rationing corresponds to random ra-

tioning but pigeonhole rationing is executed.
13These two calibrations have been visualised regarding the development of prior second-

order probabilities in the previous section,too.
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size of the pigeonhole is depicted. On the y-axis the average productiv-

ity q of the workforce recruited at the corresponding pigeonhole size δ is

shown. Each bar illustrates the average productivity of the workforce tak-

ing into account all thirty job opportunities during which agents determine

whether to apply or not, are recruited, and update their hypotheses regard-

ing their competitors’ behaviour.
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Figure 5.26: Average Productivity of the Workforce Recruited under different Levels of

Inaccuracy with Initial Model Calibration (Agents: 10, Vacancies: 1)

Under the initial model calibration with ten agents and thirty job op-

portunities with one vacancy, the average productivity of the workforce

does not decrease monotonically with increasing inaccuracy of inference.

Rather, average productivity remains constant until it drops at a certain

level of inaccuracy, and then recovers. Only at very large inaccuracies does

the average productivity differ much from workforces recruited by ranking

rationing. At random rationing the bar displays a larger average productiv-

ity than at the two inaccuracies before. This is because at random rationing

there is the chance of obtaining productive employees, too. Repeating the

whole experiment many times should produce an average productivity at

random rationing that corresponds to the average productivity of the pop-
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ulation of potential applicants. The explanation for the drop and recovery

of average productivity at some pigeonhole sizes follows from the setting

of the scenario: At pigeonhole sizes between 8.5 and 10.5, more than one

agent perceive sufficient probabilities to apply for the position, but all these

agents’ productivities (11.5802,10.9797,16.4826) are perceived to belong to

the same pigeonhole. At pigeonhole sizes smaller than 8.5 and larger than

10.5 they do not. When they belong to the same pigeonhole, the employer

cannot distinguish between them and randomly chooses one of the appli-

cants; the actual productivity ai being revealed only after the choice has

been made. At pigeonholes between 11.0 and 16.0, the employer is able

to distinguish the applicants with productivity 16.4826 and 11.5802, and,

hence, the employer is able to choose the more productive applicant, even

if his overall perception is relatively inaccurate. This seems to imply the

following: There is no perfect choice of pigeonhole sizes that will always

produce the best workforce. The average productivity of the workforce

will depend on the relation between the productivities of the applicants

and the pigeonhole sizes. Since each applicants’ productivity is being cat-

egorised into the next smaller pigeonhole, even at very large pigeonholes,

presumed the productivities lie accordingly, applicants may be perceived

correctly. Figure 5.27 illustrates a similar pattern for a model calibration

where two vacancies are available and the critical probability is set to 0.6.

The sensitivity analysis regarding the basic scenario revealed that the

results illustrated by Figure 5.26 are stable, even at diverse combinations of

v and cp. Several other figures can be found in Appendix B.2.

The average productivity of a workforce seems to depend on the re-

lation of productivities and inaccuracies and in certain situations an em-

ployer may not need to make the effort of categorising his applicants pre-

cisely.14 Since such a categorisation may require additional time and money

– a cost factor which has not been modelled at the current stage – it may

not be worth investing in. Appendix B shows other figures regarding the

average productivity at a different scenario (twenty agents, twenty job op-

14How an employer anticipates when such an situation is given is not part of this work.
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Figure 5.27: Average Productivity of the Workforce Recruited under different Levels of

Inaccuracy. Calibration: 2 Vacancies, Critical Probability 0.6

portunities) and at different calibrations of this scenario. Summarising the

results:

⋆ Average productivity does not necessarily decrease monotonically

with increasing perception error.

⋆ At relatively large degree of randomness in the recruiting process,

average productivity is significantly less than at precise perception.

⋆ The average productivity of the workforce seems to depend on the

relation between productivities of applicants and the choice of the pi-

geonhole sizes. Is the relation appropriate, even at larger pigeonholes

applicants can be perceived precisely.
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Chapter 6. Summary and Conclusion

6.1 Summary & Conclusion

The aim of the present work has been twofold. First to provide a rationing

toolbox which contains various rationing methods, and second to apply ra-

tioning methods from the toolbox to investigate a specific micro-economic

topic in detail. A fictitious labour market was modelled in order to answer

several questions.

The lagom model family is constructed by the working group Global

Change and Financial Transition (GFT) at the Potsdam Institute for Climate

Impact Research (PIK), and conducts micro- and macro-economic mod-

elling. Some of the micro-economic branches of lagom are disequilibrium

models. Trading at disequilibrium prices is allowed and may lead to mis-

matched demands and supplies. A market mechanism is needed to gen-

erate transactions from such mismatched demands and supplies. Such a

mechanism is a rationing method. Since inconsistent demands and sup-

plies may occur on markets that differ greatly from one another, providing

a single rationing methods is not sufficient.

The first goal arose from this need for different rationing methods. A

rationing toolbox was developed specifically for use within lagom. The tool-

box contains several well known rationing methods and some methods

that were specifically programmed for the lagom context. Each of the ra-

tioning methods was documented economically and mathematically. The

code containing computational documentation, was provided in Appendix

A. The applicability of the methods contained in the toolbox was tested

whilst working on the second aim of the present work.

The second goal was to apply rationing methods to model a micro-

economic labour market. The literature dealing with micro-economic labour

markets usually assumes that (a) a labour supplier who seeks employment

applies for a job if the offered wage exceeds his reference wage, and that

(b) an employer who faces a pool of applicants is not able to distinguish

them according to their qualifications. Such an employer, thus, chooses his

workforce blindly from the pool of applicants. By increasing the wage, he
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can increase the number of qualified applicants, but he still faces an anony-

mous pool of applicants.

The present work has provided a modified framework to bring together

ways of dealing with rationing methods with approaches dealing with micro-

economic labour markets.

On many labour markets, wages are set through negotiations between

trade unions and federations of employers, and are thus not negotiable be-

tween employers and applicants. Many employers screen their applicants

regarding their qualifications and choose the workforce accordingly. The

framework for investigating a micro-economic labour market was, thus,

set to depict this fact.

On a labour market on which wages are non-negotiable, a heterogenous

population of potential applicants faces consecutively occurring job oppor-

tunities, each exhibiting a certain number of vacancies. Each agent needs

to decide whether to apply in each case. Since the wage is non-negotiable it

is assumed that the incentive to apply is an agent’s perceived probability of

obtaining employment conditional on application (PPE). Only if an agent’s

PPE exceeds some critical probability will he apply. To determine his PPE,

an agent needs to anticipate his competitors’ application behaviour. The

assumptions he makes about this are expressed as an invariant set of static

probabilistic hypotheses. Each agent possesses the same set of hypotheses

but initially assigns subjective degrees of beliefs (initial prior second-order

probabilities) to each of the hypotheses. The agents are heterogenous with

respect to their productivities and their initial prior second-order probabil-

ities. During a cycle of job opportunities the agents observe each other and

learn from the information.

The employer is able to perceive the qualifications of his applicants

more or less accurately. He conducts recruitment with respect to one of

three rationing methods, each of them exhibiting a different level of accu-

racy in the perception of applicants’ qualifications. The rationing method

which the employer uses is common knowledge.
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The questions that were tackled within this framework are presented

below, followed by the results.

1. How can agents determine their individual PPE under different rationing

methods? To answer this question, the kind of information an agent

needs to make statements about the probability of a successful ap-

plication was determined. This information is: the productivity dis-

tribution of the population of potential applicants, the agent’s own

productivity, the probability of each possible pool size of applicants

(i.e their competitors’ application behaviour), the rationing method

used by an employer, and the number of vacancies. With this infor-

mation, an agent is able to determine his individual PPE. For ranking

rationing, pigeonhole rationing, and random rationing the analytical

determination of the PPE was presented. Axioms have been postu-

lated for each method and the results gained are consistent with the

axioms. This has been illustrated for each method by providing one

figure for each axiom.

2. How can one model heterogenous labour suppliers who must make appli-

cation decisions and simultaneously learn about their competitors applica-

tion behaviour by observing them? By answering question one it was

found that in order to determine their individual PPE, agents need

to have information about their competitors’ application behaviour.

It is, however, likely that they do not possess this information. In

this case what they can reasonably do is make hypotheses about their

competitors’ application behaviour, and, before any experience has

been gained, furnish each hypothesis with a initial degree of belief

(i.e. prior second-order probability). Such initial prior second-order

probabilities are based on subjective reasoning and differ across the

population. As the agents experience consecutive job opportunities,

they observe the actual application behaviour of their competitors.

They update their second-order probabilities so as to account for this

newly gained information. This kind of learning process was imple-

mented via Bayesian reasoning.
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The distinctive feature of this present implementation is the follow-

ing: Many heterogenous agents observe each other and learn simul-

taneously about each other’s application behaviour which emerges

endogenously by their own actions.

This differs from contributions such as Feltovich and Papageorgiou

(2004), Lewis and Terrell (2001), Farmer and Terrell (1996), and oth-

ers, where the learning process of only a single agent is modelled.

Under several model calibrations, the second-order probabilities of

all agents develop towards representing the same beliefs, while in

other calibrations they do not develop in such a clear way. The appli-

cation behaviour emerges endogenously and, thus, the agents’ obser-

vations may lead to diverse updated second-order probabilities.

3. In the given framework, can an employer, though inaccurate in the per-

ception of applicants’ qualifications, obtain an equally productive workforce

as if he were accurate? This third question was tackled by combining

methods developed for answering question one and question two. A

model was built simulating a whole sequence of consecutive job op-

portunities. At each time step it included: the determination of each

agent’s PPE, each agent’s decision whether to apply, the observation

of how many agents applied, the updating of each agent’s degrees

of belief (prior second-order probabilities) regarding his competitors’

application behaviour, the actual recruitment procedure, and the de-

termination of the average productivity of the workforce. The ac-

tual recruitment procedure was implemented by applying the corre-

sponding rationing method from the rationing toolbox.

In order to find out whether an employer can, by a specific choice

of inaccurate perception of applicants qualifications, obtain the most

productive workforce, the sequence of job opportunities was exe-

cuted repeatedly and the accuracy of the employers perception of ap-

plicants’ qualifications has been varied systematically. Many differ-

ent levels of accuracy could thus be accounted for, with the extremes

corresponding to either very precise or random allocation of jobs to
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applicants.

Only with very large perception inaccuracies regarding applicants’

qualifications, i.e a great degree of randomness, did the average pro-

ductivity of the workforce decrease significantly. With a limited sam-

ple of agents’ productivities, at nearly all levels of inaccuracy the

average productivity corresponded to the best that can be obtained.

There were, however, some minor decreases at some levels of inaccu-

racy, but these were always followed by increases.

Looking at the model data, it becomes clear how such a pattern could

emerge. The average productivity of the workforce depends on the

relation between productivities of applicants and inaccuracy of per-

ception. If a certain relation occurs, then even when being relatively

inaccurate the employer perceives applicants’ qualifications correctly.

The result is: If the productivities of applicants exhibit a suitable re-

lation to an employer’s inaccurate perception of these productivities,

he can obtain the most qualified workforce even when he does not

invest in a precise perception.

6.2 Concluding Remarks

Each agent in the model which has been presented in this work has in itself

the computational machinery to figure out how to behave in particular sit-

uations (cf. Axtell (2006, p. 208)). However, the current model is still highly

idealised and to develop the model further into the directions pointed out

by Axtell (2006, pp.203) the following shortcomings should be overcome:

⋆ The agents are assumed to possess an invariant set of static hypothe-

ses regarding their competitors’ application behaviour. The true ap-

plication behaviour may not be covered by any of these hypotheses.

⋆ The model was not tested to see how it reacts to:

◦ the productivity distribution of potential applicants, and
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◦ the sets of static probabilistic hypotheses.

⋆ The qualification of the agents does not change in the course of action.

At the present state of the model, more sensitivity analyses may yield fur-

ther insights. Such analyses include the systematic variation of the produc-

tivity distribution of the population and the systematic variation of the set

of hypotheses.

If agents possess an invariant and static set of hypotheses, the second-

order probabilities will develop so as to represent the true application be-

haviour, which emerges endogenously, as closely as possible. If one were

to equip each agent with a variant set of hypotheses, agents could be mod-

elled such that they could add a more realistic hypothesis to their set once

they anticipate that the true behaviour is not depicted by one of the hy-

potheses.

Furthermore, each agent may be modelled to possess one hypothesis

for the probability of each possible pool size of applicants. If this were the

case, there would be as many hypotheses as pool sizes (i.e potential appli-

cants). During the learning process, the second-order probabilities would

indicate which pool size seems most probable. However, conducting this

approach for large populations of potential applicants would necessitate an

increase in computational power and would require each agent to be very

sophisticated in observing his environment. In that sense, the invariant set

of static probabilistic hypotheses that had been criticised above may very

well serve as a better approximation of reality than a more sophisticated

approach.

The agents’ productivities in this model are assumed to be fix. Persis-

tent unemployment – because of decreasing qualification caused by long-

term unemployment – and learning-by doing during employment, as sug-

gested by Fuhrmann (1988, pp. 348), are not yet implemented. Thus, a

reasonable extension towards a more realistic model includes the model-

ing of human capital accumulation through employment and the decrease

of human capital through unemployment. The resulting model would then
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account for the fact that unemployment histories matters in the recruiting

process.

Another fruitful extension may be to model the agents to be insecure

about what kind of rationing methods the employer conducts. They could

then be modelled to learn about the rationing methods in Bayesian fashion.

6.2.1 Further Research

The framework provided by Chapter 5 provides a fruitful basis for further

research that combines two strands of literature. These strands are models

that deal with application processes and incentives for application, such as

Mookherjee (1987) and Weiss (1976, 1980), and literature that deals specif-

ically with rationing. Literature that assumes wages to be the incentive

for labour suppliers to apply for a job usually does not specify a rationing

method that the employer conducts to recruit his workforce. Either, as in

Mortensen and Pissarides (1994)1 a matching functions brings together jobs

and employees, or an employer picks randomly from a pool of applicants,

or a revelation method is used (see Mookherjee (1987)). In the two latter

models, an employer attracts more qualified agents if he were to set a larger

wage. Then, more qualified agents find that their expected wage exceeds

their reference wage (which is positively correlated with their qualifica-

tions) and apply for a job. An employer then picks randomly from them.

He has increased his chance to obtain more qualified applicants but he can-

not identify who they are.

Within the present framework it is possible to construct a model where

employers set wages and conduct a specific rationing method, and labour

suppliers decide whether to apply during a two-stage decision process. In

such a model, a labour supplier would first determine whether the offered

wage exceeded his reference wage, and if it did he would determine his

individual PPE. Only if his PPE exceeded his critical probability would he

apply. In such a framework an employer could, by increasing the wage

1Here the wage is not an incentive in the usual sense, since it is assumed that the highest

wage is being paid and no agent will decline a job.
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rate, attract more qualified agents, and, by conducting a certain rationing

method he could also pick the best workforce from the applicants. The po-

tential applicants, on the other hand, would only apply for jobs where the

wage offered exceeded their reference wage, and where they had enough

PPE to apply. The critical probability that needs to be exceeded by the PPE

so an application will be made could also be modelled to be correlated with

qualifications (e.g. more qualified agents need to perceive less chances of

success to apply, since they know that they could relatively easily find an-

other job). In general, such a model could be equipped with all features

and extensions that have been mentioned in this present work. A further

combination of the two strands of literature, the basics of which have been

accomplished by the present work, could thus be achieved.

On a more general level there are two possible paths to pursue. These

are not necessarily disjunct. One path to pursue is the analysis of the dy-

namics of the model by mathematical means. The other path is the exten-

sion of the model so that it can account for very large populations of het-

erogenous agents in ACE (Agent-based Computational Economics) style.

Exploiting the growing capabilities of computers, ACE is the

computational study of economic processes modeled as dynamic

systems of interacting agents.

Tesfatsion (2006, p. 177)

The agents in the current model interact, learn from past experiences, are

reasonable (using simple decision rules) and act in a system with emergent

properties; emergent in the sense that there are properties that arise from

the interactions of the agents and that are not properties of the individual

agents themselves (cf. Tesfatsion (2006, p. 178)).
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6.3 Deutsche Zusammenfassung

In der vorliegende Arbeit habe ich mich mit zwei Dingen beschäftigt. Zum

einen entwickelte ich eine Modellierungstoolbox, die verschiedene Ratio-

nierungsmethoden enthält. Diese Rationierungsmethoden waren entweder

aus der Literatur bekannt, oder wurden speziell für die lagom Modellfami-

lie entwickelt.

Zum anderen habe ich gezeigt, wie man mit Hilfe einiger der Rationie-

rungsmethoden aus der Modellierungstoolbox einen fiktiven Arbeitsmarkt

modellieren kann, auf dem heterogene arbeitssuchende Agenten einander

beobachten und daraus in Bayesianischer Weise über ihre Chancen einen

Job zu bekommen lernen.

Die lagom Modellfamilie wird von der Arbeitsgruppe Global Change and

Financial Transition (GFT) am Potsdam Institut für Klimafolgenforschung

(PIK) erstellt. Diese Arbeitsgruppe modelliert sowohl auf der mikroökono-

nimischen als auch auf der makroökonomischen Ebene. Einige der Model-

le auf der mikroökonomischen Ebene sind Ungleichgewichtsmodelle, und

Agenten können auch bei Nichtgleichgewichtspreisen handeln. Dies hat

zur Folge, dass Nachfragen und Angebote sehr wahrscheinlich nicht über-

einstimmen und es einen Mechanismus geben muss, der aus dieser Situati-

on Transaktionen generiert. Solch ein Mechanismus ist eine Rationierungs-

methode. Nicht übereinstimmende Nachfragen und Angebote können auf

verschiedenen Märkten auftreten, ewelche sehr unterschiedlich charakteri-

siert sein können. Daher ist es nicht ausreichend, nur eine Rationierungs-

methode für ein Modell, welches viele Märkte umfasst, zur Verfügung zu

stellen.

Das erste Ziel der Arbeit hat sich genau auf diesen Sachverhalt bezogen.

Ich entwickelte eine Modellierungstoolbox, die eine Anzahl von Rationie-

rungsmethoden beinhaltet. Neben einigen aus der Literatur bekannten Ra-

tionierungsmethoden beinhaltet diese Toolbox auch Methoden, die speziell

für lagom konzipiert wurden. Inm Rahmen dieser Arbeit habe ich jede der

Rationierungsmethoden ökonomisch und mathematisch dokumentiert. Ei-
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ne informatische Dokumentation habe ich innerhalb des Programmcodes

erstellt und in Appendix A bereitgestellt. Die Anwendbarkeit der Ratio-

nierungsmethoden wurde durch das Bearbeiten der zweiten Zielstellung

dieser Arbeit bewiesen.

Das zweite Ziel der vorliegenden Arbeit war es, Rationierungsmetho-

den zu verwenden um einen mikroökonomischen Arbeitsmarkt zu mo-

dellieren. Die Literatur, die sich üblicherweise mit der Modellierung von

mikroökonomischen Arbeitsmärkten beschäftigt, trifft in der Regel folgen-

de Annahmen: (a) ein Arbeitssuchender bewirbt dich dann auf eine Stelle,

wenn der angebotene Lohn den eigenen Referenzlohn – welcher positiv mit

der Qualifikation korreliert ist – überschreitet, und (b) Arbeitgeber, die sich

einem Pool von Bewerbern gegenübersehen sind nicht in der Lage, die-

se hinsichtlich ihrer Qualifikationen zu unterscheiden. Ein so modellierter

Arbeitgeber kann durch Erhöhen des Lohnes mehr qualifizierte Bewerber

anziehen, muss aber dennoch immer blind aus dem tatsächlichen Pool von

Bewerbern eine Belegschaft wählen.

Die vorliegende Arbeit hat nun – um Literatur die sich mit Rationierung

beschäftigt mit der zu verbinden, die sich mit Arbeitsmärkten beschäftigt –

einen veränderten Rahmen geschaffen, in dem Arbeitgeber Belegschaften

hinsichtlich ihrer Qualifikation wählen, und in dem Rationierungsmetho-

den auf den Arbeitsmarkt angewendet werden. Auf vielen Arbeitsmärkten

werden die Löhne durch Verhandlungen zwischen Gewerkschaften und

Arbeitgeberverbänden festgelegt. Das bedeutet, das weder ein typischer

Arbeitgeber, noch ein typischer Arbeitnehmer in solch einem Markt in der

Lage ist, den Lohn zu beeinflussen. Ausserdem wählen wohl die meisten

Arbeitgeber ihre Belegschaft hinsichtlich der Qualifizierung aus. Der Rah-

men, der in der vorliegenden Arbeit zur Modellierung eines Arbeitsmark-

tes erstellt wurde ist daher der folgende:

Auf einem Arbeitsmarkt, auf dem die Löhne exogen gegeben sind, gibt

es eine heterogene Population von Arbeitssuchenden, welche aufeinander-

folgende Arbeitsmöglichkeiten erleben. Jede Arbeitsmöglichkeit besteht aus

einer positiven Anzahl von Stellen. Jeder Arbeitssuchende muss sich bei je-
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der Arbeitsmöglichkeit entscheiden, ob er sich bewirbt oder nicht. Da der

Lohn nicht verhandelbar ist, ist der Anreiz zur Bewerbung die von jedem

Arbeitssuchenden für sich hergeleitete Wahrscheinlichkeit eine Stelle zu er-

halten (perceived probability of obtaining employment conditional on ap-

plication (im Folgenden PPE)). Nur wenn die PPE eines Arbeitssuchenden

eine kritische Wahrscheinlichkeit überschreitet wird er sich bewerben. Um

aber seine individuelle PPE zu ermitteln, muss ein Arbeitssuchender auch

das Bewerbungsverhalten aller Konkurrenten mit einbeziehen. Da er kei-

ne Information darüber hat, wie andere Arbeitssuchende sich verhalten,

muss er darüber Hypothesen aufstellen. Jeder Arbeitssuchende besitzt das

gleiche Set an Hypothesen, findet aber seine Hypothesen unterschiedlich

wahrscheinlich. Dies wird durch das Zuweisen von initial second-order pro-

babilities dargestellt. Die Arbeitssuchenden sind heterogen im Bezug auf

Ihre Qualifikation und den initial second-order probabilities, die sie ihren

Hypothesen am Anfang eines Lernprozesses zuordnen. Über einen Zeit-

raum, in dem Arbeitsmöglichkeiten aufeinanderfolgen, beobachten sie sich

gegenseitig und lernen aus dem Beobachteten für ihre zukünftige Chance-

nermittlung.

Der Arbeitgeber kann die Qualifizierungen der Bewerber mehr oder

weniger gut einschätzen. Dies wurde dadurch modelliert, dass er seine

Belegschaft nach der einen oder der anderen Rationierungsmethode aus-

wählt. Die Rationierungsmethode, die der Arbeitgeber verwendet ist allge-

mein bekannt. Die Fragen die mit Hilfe dieses Rahmens beantwortet wur-

den sind die folgenden:

1. Wie können Arbeitssuchende ihre individuelle PPE bei verschiedenen Ra-

tionierungsmethoden ermitteln? Um diese Frage zu beantworten wurde

ermittelt, welche Information notwendig ist, um Aussagen über die

Wahrscheinlichkeit einer erfolgreichen Bewerbung zu machen. Iden-

tifiziert worden sind dabei folgende Informationen: die Qualifikati-

onsverteilung der Population, die Qualifikation des Arbeitssuchen-

den der seine PPE ermittelt, die Wahrscheinlichkeit jeder möglichen

Poolgrösse von Bewerbern, die Rationierungsmethode die der Ar-

beitgeber verwendet sowie die Anzahl der offenen Stellen. Mit Hil-
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fe dieser Information kann ein Arbeitssuchender seine individuelle

PPE ermitteln. Für drei Rationierungsmethoden wurde gezeigt, wie

die Ermittlung der PPE eines Arbeitssuchenden analytisch aussehen

kann. Für jede dieser Methoden wurden Axiome postuliert, welche

zu erfüllen sind, und die Methoden wurden bezüglich der Erfüllung

der Axiome überprüft. In der Arbeit wurde beispielhaft, anhand ei-

niger Grafiken gezeigt, dass die Axiome von allen Methoden zur Er-

mittlung der PPE erfüllt werden.

2. Wie kann man heterogene Agenten modellieren, die Bewerbungsentschei-

dungen treffen müssen und gleichzeitig das Bewerbungsverhalten ihre Kon-

kurrenten beobachten um aus dieser Information über ihre eigene PPE zu

lernen? Bei der Beantwortung der ersten Frage wurde herausgefun-

den, dass, um Aussagen über die PPE eines Arbeitssuchenden zu tref-

fen, Informationen über das Bewerbungsverhalten der Konkurrenten

des Arbeitssuchenden notwendig sind. Es ist aber wahrscheinlich,

dass ein Arbeitssuchender diese Information nicht besitzt. In diesem

Fall kann man annehmen, dass ein Arbeitssuchender Hypothesen

über das Bewerbunsgverhalten der Konkurrenten aufstellt und jede

Hypothese mit einer individuellen Gewichtung versieht. Da Arbeits-

suchende unterschiedliche Erfahrungen haben, wird die Gewichtung

am Anfang von Indivduum zu Individuum unterschiedlich ausfal-

len. Um einen Lernprozess abzubilden, wurde in der vorliegenden

Arbeit erfolgreich ein Bayesianisches Updating mit einem entschei-

denden Merkmal implementiert: Während in der Literatur wie Far-

mer and Terrell (1996), Lewis and Terrell (2001) und Feltovich and

Papageorgiou (2004) üblicherweise nur der Lernprozess von einem

Indivduum modelliert, wurde in dieser Arbeit eine große Anzahl von

Individuen modelliert, die simultan und durch gegenseitiges Beob-

achten lernen. Damit trägt diese Arbeit einen Schritt dazu bei, die

Implementierung von Lernverhalten in Multiagentenmodelle mit he-

terogenen Agenten voranzutreiben.

3. Kann ein Arbeitgeber bei relativ geringer Genauigkeit in der Einschätzung

der Qualifikation von Bewerbern eine so qualifizierte Belegschaft einstellen,

wie er es täte, wenn er in eine genaue Einschätzung investieren würde? Die
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dritte Frage wurde beantwortet, in dem die Methoden und Konzepte

zur Beantwortung der ersten beiden Fragen miteinander kombiniert

wurden. Es wurde ein Modell erstellt, in dem eine Population von he-

terogenen Agenten eine ganze Folge von Arbeitsmöglichkeitenn er-

fährt und zu jedem Jobangebot passierte das folgende: Jeder Arbeits-

suchende ermittelt seine PPE, entscheidet sich für oder gegen eine

Bewerbung, aktualisiert seine individuellen second-order probabili-

ties der Hypothesen, das Rekruitment der Belegschaft wird durchge-

führt und die Durchschnittsqualifikation der Belegschaft wird ermit-

telt. Dieses Modell wurde wiederholt ausgeführt und entscheidende

Paremeter wurden verändert. Unter Ihnen die Genauigkeit des Ar-

beitgebers hinsichtlich der Einschätzung der Qualifikation von Be-

werbern, die in kleinen Schritten variiert wurde, so dass für eine große

Anzahl von Genauigkeiten Aussagen getroffen werden konnten.

Erst bei sehr großer Ungenauigkeit des Arbeitsgebers hinsichtlich der

Qualifikation von Bewerbern konnte eine sinkende Durchschnitts-

qualifikation der Belegschaft festgestellt werden. Durch Untersuchung

der Modellstruktur liess sich ermitteln, dass das Ergebnis, wie natür-

lich alle Ergebnisse, von der Kalibrierung des Modells abhängt: Das

Verhältnis von Qualifikationen der Bewerber zu der Ungenauigkeit

des Arbeitgebers bestimmt, ob auch bei relativ hoher Ungenauigkeit

Bewerber korrekt eingeschätzt werden oder nicht. Das Gesamtergeb-

nis ist daher das folgende: Ein Arbeitgeber kann, wenn die Qualifi-

kation von Bewerbern ein bestimmtes Verhältnis zu seiner Ungenau-

igkeit hat, auch bei sehr großer Ungenauigkeit eine sehr qualifizierte

Belegschaft rekruitieren. In diesem Fall muss er nicht in eine (eventu-

ell zeitintensive, kostenintensive) genaue Kategorisierung seiner Be-

werber investieren.
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B.1 Development of Individual Prior Second-Order
Probabilities Under Different Models and Cal-
ibrations

1 3 5 7 9

Agent

2
6

10
14

18
22

26
30

Jo
b

 O
p

p
o

rt
u
n

it
y

0.10 0.30 0.50 0.70 0.90

Second-order Probability

Figure B.1: Development of Individual Prior Second-Order Probabilities Regarding Hy-

pothesis 1 (Uniform PDF) under Basic Model with Calibration: 4 Vacancies and Critical

Probability 0.7
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Figure B.2: Development of Individual Prior Second-Order Probabilities Regarding Hy-

pothesis 2 (Weibull PDF) under Basic Model with Calibration:4 Vacancies and Critical Prob-

ability 0.7
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Figure B.3: Development of Individual Prior Second-Order Probabilities Regarding Hy-

pothesis 3 (Rayleigh PDF) under Basic Model with Calibration:4 Vacancies and Critical

Probability 0.7
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Figure B.4: Development of Individual Prior Second-Order Probabilities Regarding Hy-

pothesis 1 (Uniform PDF) under Basic Model with Calibration: 8 Vacancies and Critical

Probability 0.9
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Figure B.5: Development of Individual Prior Second-Order Probabilities Regarding Hy-

pothesis 2 (Weibull PDF) under Basic Model with Calibration: 8 Vacancies and Critical

Probability 0.9
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Figure B.6: Development of Individual Prior Second-Order Probabilities Regarding Hy-

pothesis 3 (Rayleigh PDF) at 30 Job offers, 8 Vacancies and Critical Probability 0.9
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B.2 Average Productivities of Workforces under
Basic and Alternative Model and Different
Calibrations

The following figures demonstrate how the average productivity of work-

forces recruited at different levels of accuracy in the perception of the ap-

plicants’ productivities depends on that accuracy. These graphs stem from

results obtained through a sensitivity analysis of the underlying model.

Figures B.7-B.8 correspond to a scenario where 10 agents revise their PPE

over a sequence of 30 job opportunities and are recruited at different levels

of accuracy; this model has been the basic scenario in Chapter 5. To gain

insights regarding the stability of the results, another calibration with 20

agents that revise their PPE over a sequence of 20 job opportunities was

subjected to the same sensitivity analysis. Some of the results are demon-

strated by Figures B.9-B.12.
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Figure B.7: Average Productivity of the Workforce Recruited under different Levels of In-

accuracy. Basic Model with Calibration: 4 Vacancies, Critical Probability 0.7
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Figure B.8: Average Productivity of the Workforce Recruited under different Levels of In-

accuracy. Basic Model with Calibration: 8 Vacancies, Critical Probability 0.9
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Figure B.9: Average Productivity of the Workforce Recruited under different Levels of In-

accuracy. Alternative Model with 20 Agents, 20 Job Offers, 5 Vacancies, Critical Probability

0.2
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Figure B.10: Average Productivity of the Workforce Recruited under different Levels of In-

accuracy. Alternative Model with 20 Agents, 20 Job Offers, 13 Vacancies, Critical Probability

0.4
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Figure B.11: Average Productivity of the Workforce Recruited under different Levels of In-

accuracy. Alternative Model with 20 Agents, 20 Job Offers, 17 Vacancies, Critical Probability
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Figure B.12: Average Productivity of the Workforce Recruited under different Levels of In-

accuracy. Alternative Model with 20 Agents, 20 Job Offers, 17 Vacancies, Critical Probability

0.5
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B.3 Perceived Probabilities of Obtaining Employ-
ment Conditional on Application (PPE): Code
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B.4 Agents, Bayes, and the Labour Market I: Learn-
ing by Observing: Code
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B.5 Agents, Bayes, and the Labour Market II: Av-
erage Productivities of Workforces
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