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1. INTRODUCTION

The oceans have been an important factor in shaping Earth’s past climate. Their circulation has influenced the overlying atmosphere (see, e.g., reviews of Alley et al., 2002; Clark et al., 2002; Rahmstorf, 2002) and they have acted, as they still do, as a repository for heat and gases. One consequence of the ocean’s response to climate change, which is acutely important for human society, is sea-level change (the book Understanding sea-level rise and variability edited by Church et al., 2010 gives an excellent overview of this topic; see Chapter 27). This chapter provides a brief introductory discussion of past ocean circulation and sea-level changes before the time of instrumental measurements.

We describe the methods used for reconstructing past ocean states using proxy data and models and give specific examples of ocean circulation and sea-level changes in Earth’s history. This is a large field with a vast body of scientific literature, thanks to a great research community with many excellent scholars, and this chapter can certainly not provide a comprehensive review. Rather, we provide the reader with an introduction to some of the main methods, together with examples of the research questions being addressed. Inevitably, the choice of examples is to some extent subjective and dependent on the authors’ areas of expertise. However, we hope to provide a basis of understanding this exciting and important topic in which many puzzles still wait to be solved.

The dominant drivers of paleoclimatic change depend on the timescale considered. Two important ones are tectonic and orbital timescales (Ruddiman, 2000). The former covers climatic changes on timescales of some millions of years up to the age of the Earth of 4.6 billion years. These changes are driven by tectonic processes associated with the solid Earth’s internal heat, but also include the evolution of life which has altered the composition of Earth’s atmosphere (Stanley, 2005). Plate tectonics are a key driver of Earth’s long-term carbon cycle which controls atmospheric CO₂ concentration on multimillion year timescales by exchanging carbon with the Earth’s crust. Plate tectonics also alter the Earth’s geography with effects on climate, that
is, the position of continents and oceans, the formation of mountain ranges, and the opening or closing of ocean gateways.

On timescales of thousands to hundreds of thousands of years, the Earth’s orbital cycles are an important (probably dominant) driver of climate changes. These Milankovitch cycles (Milankovitch, 1941) have main periods of 23,000 years (precession), 41,000 years (tilt of Earth’s axis), and \( \sim 100,000 \) as well as \( \sim 400,000 \) years (eccentricity of Earth’s orbit) and have a strong effect on the seasonal and latitudinal distribution of solar radiation (Ruddiman, 2000). These orbital cycles are pacemakers of the Quaternary glaciations (see Section 3).

In addition, climate has been changed by variability in the sun’s radiation output and by internal processes in the climate system, such as through instabilities in ocean circulation or ice sheets. It is important to distinguish between changes in global-mean temperature (primarily dependent on Earth’s global radiation balance but with small transient variations due to changes in ocean heat storage; Chapter 27) and those climate changes caused by redistribution of heat such as through changing oceanic or atmospheric heat transport (Chapter 29).

2. RECONSTRUCTING PAST OCEAN STATES

Past changes in ocean circulation and sea level have left a number of lasting records that can still be sampled today, for example, in the form of sediments on the ocean floor, uplifted marine terraces, or ancient corals. In order to interpret these proxy data and to provide quantitatively consistent scenarios of past ocean states and changes, a range of models is used. The combination of proxy data and models allows us to formulate and test hypotheses about mechanisms of past ocean and climate changes.

2.1. Proxies for Past Ocean Circulation

Although there are numerous sources of information about past ocean states in the sedimentary record, it is not easy to interpret this information in terms of specific changes in ocean circulation. In fact, this is an inverse problem where the products of a given ocean circulation (in terms of sediment deposition) are used to infer what the ocean circulation state may have been. Solving this inverse problem is complicated by the fact that what is found in the sedimentary record is usually the result of multiple influencing factors, the data have uncertainties both in dating and in the parameter values measured, and their time resolution is often seriously limited (e.g., by bioturbation of the sediment) so that they need to be interpreted as some kind of time average.

Tracers of past ocean circulation can be broadly grouped into three types: nutrient-type water mass tracers, conservative water mass tracers, and circulation rate tracers. In addition, special cases are the neodymium isotope ratios and nongeochemical tracers. An excellent, much more detailed review along these lines is found in Lynch-Stieglitz (2003); see also Chapter 26.

2.1.1. Nutrient Water Mass Tracers

Nutrient water mass tracers are those elements that are involved in biological activity and thus behave like nutrients, that is, like the key constituents of marine organic matter: carbon, nitrogen, and phosphorus. These are taken up by marine life during primary production near the ocean surface and hence tend to be depleted in surface waters. In many parts of the ocean, nitrogen or phosphorus are close to zero concentration at the surface since their availability is the limiting factor of primary production (these are bio-limiting elements). As dead organic matter sinks through the water column and decays there or on the seafloor, nutrients are returned to the water. Thus, water masses typically gain in nutrient concentration over time after they have left the surface ocean. In the present-day Atlantic, the main water masses of Antarctic Intermediate Water (AAIW), North Atlantic Deep Water (NADW), and Antarctic Bottom Water (AABW) reflect the initial nutrient content set by the respective surface value in the water mass formation region and by subsequent mixing between these water masses. In the deep Pacific Ocean, nutrient content reflects the initial value of the inflowing AABW, progressively increasing as the water mass ages along the pathway that it spreads.

The basic principle behind the use of nutrient-style watermass tracers is to use elements (or isotopes of elements) that behave like nutrients but that are preserved in sediments (typically in the calcium carbonate shells of bottom dwelling marine organisms such as foraminifera), so that their distribution during past epochs can be mapped using a large number of sediment cores from different ocean depths. Prominent among these tracers are carbon isotope ratios \( (\delta^{13}\text{C}) \) (Deuser and Hunt, 1969) and the cadmium/calcium ratio \( (\text{Cd/Ca}) \) (Boyle et al., 1976).

A basic precondition for using the composition of shells (or “tests”) of marine organisms as water mass indicators is that the chemical composition of these shells faithfully reflects that of the seawater they grew in. This is illustrated for two species of foraminifera in Figure 2.1 for their carbon isotope ratios.

The choice of species is important: not all are as well suited as the two shown. Biological processes can lead to preferential uptake of the lighter \( ^{12}\text{C} \) as compared to \( ^{13}\text{C} \), so that a systematic offset arises between \( \delta^{13}\text{C} \) (a measure of relative \( ^{13}\text{C} \) content) in the shells relative to the ambient...
water (Wefer and Berger, 1991). This is generally the case for planktonic foraminifera (i.e., those living in the water column), which thus do not record water mass properties as well as the benthic (i.e., bottom dwelling) species shown in Figure 2.1 (Spero and Lea, 1996). Hence, benthic foraminifera are commonly used to reconstruct past deepwater masses. Within benthic foraminifera, differences between species are thought to mainly arise because of their different choices of microhabitat (e.g., Tachikawa and Elderfield, 2002). Some (e.g., Uvigerina) live not on the surface of the sediments but within the pore water, which is depleted in $\delta^{13}$C relative to the bottom water. This example highlights that much experience and a detailed understanding of the processes is required in order to arrive at robust conclusions from proxy data; it takes considerable time and detective work to develop proxies to the level where they can be properly interpreted.

The Cd/Ca ratio in shells of benthic foraminifera is another commonly used proxy for nutrient cycling in the ocean, because these elements are incorporated in the shells in proportion to their abundance in the water. However, there is a depth-dependent empirical factor that needs to be accounted for in reconstructing seawater cadmium concentrations from the shells (Boyle, 1992).

Cadmium in seawater is distributed much like major nutrients (e.g., phosphorus)—indeed it shows an almost linear relationship to phosphorus. Apparently, marine plankton metabolize cadmium like a nutrient, so it is depleted in warm surface waters where primary productivity occurs and enriched in deep waters where organic matter decays (Boyle et al., 1976). A complication that needs to be considered in the interpretation is that the biological relation between cadmium and phosphorus is not exactly linear due to preferential uptake, so that a curved P versus Cd relation is expected along a water mass that is progressively nutrient-depleted by biological activity (Elderfield and Rickaby, 2000). In contrast, a straight mixing line would be obtained by progressive mixing of two distinct water masses with low and high nutrient content.

Further nutrient-style tracers include barium and zinc, measured as Ba/Ca and Zn/Ca ratios, respectively (Lynch-Stieglitz, 2003).

### 2.1.2. Conservative Water Mass Tracers

Conservative water mass tracers are those that (in contrast to nutrients) have no sources or sinks in the subsurface ocean, so that their properties are set at the ocean surface and the variations deeper in the water column reflect the transport and mixing of water masses (see Chapters 6–8 and 20). This is the case with temperature and salinity, the standard water mass tracers of modern physical oceanography. Such a conservative tracer is magnesium, as the Mg/Ca ratio in benthic foraminifera reflects the water temperature during calcification, that is, in which the organisms lived (Rosenthal et al., 1997). The major challenge here is to determine the water temperature from Mg/Ca with sufficient accuracy in order to reconstruct the relatively small gradients in deepwater temperatures.

Another common conservative tracer is the oxygen isotope ratio, expressed as $\delta^{18}$O (i.e., the relative deviation of $^{18}$O content from a standard). The $\delta^{18}$O value of ocean water is set at the surface depending on water exchange (e.g., by evaporation and precipitation), hence it is closely linked to salinity (Lynch-Stieglitz, 2003). Since $^{18}$O is heavier than the common $^{16}$O, it evaporates less easily. Therefore, continental ice (made from snow) is depleted in $^{18}$O and the formation of large ice sheets leads to a sizeable increase in $^{18}$O in ocean water. During the last glacial maximum (LGM), sea level was $\sim 130$ m lower than today; the missing water was $^{18}$O depleted and stored on land in the form of ice. The remaining water therefore was proportionally $^{18}$O enriched by about 1% in $\delta^{18}$O. In fact, this glacial $^{18}$O peak can still be found today in the pore water of sediments formed at the time, now typically found at a depth of 20–60 m within the sediments, depending on location (Schrag et al., 2002).

The $\delta^{18}$O in the calcite shells of foraminifera depends on that of the surrounding waters and on the temperature (there is a temperature-dependent biological fractionation) (e.g., Duplessy et al., 2002). Hence, if the $\delta^{18}$O of the water or the salinity and ice volume effect is known (or negligible), $\delta^{18}$O in these shells can be used as a proxy for local temperature (Figure 2.2). The slope shown there suggests that
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benthic $\delta^{18}O$ in calcite increases by $\sim 0.25\%$ per °C. However, $\delta^{18}O$ is useful as a water mass tracer even if the effects of temperature and salinity cannot be separated, since they are both conservative tracers (Lynch-Stieglitz, 2003).

### 2.1.3. Circulation Rate Tracers

The tracers discussed so far provide information on the water masses present in the past at locations for which we have sediment data, including on the relative contribution of waters from different source regions and thus relative renewal rates. But they do not reveal the rates of ocean circulation. Various methods have been applied to estimate rates.

One set of techniques uses radiocarbon ($^{14}$C), which is created in the atmosphere due to cosmic rays. While the surface ocean is close to equilibrium with atmospheric radiocarbon content, this decays below the surface according to the half-life of $^{14}$C of 5730 years. In the modern ocean, this is a very useful measure of the age of water masses, that is, the time elapsed since they left the surface (Stuiver et al., 1983).

The problem with using $^{14}$C in paleoclimatic studies is that it continues to decay after it is incorporated in calcite shells, so that the time recorded by $^{14}$C ages of benthic foraminifera is the age of the deepwater plus the age of the foraminifera shell. To derive the deepwater age, an independent measure of the shell age is needed. This can be derived from the age of planktonic foraminifera colocated in the same sediment (Broecker et al., 1988). Or the method is applied to benthic corals, which can be dated independently using uranium dating (Adkins et al., 1998).

Another approach is measuring the ratio of protactinium to thorium, $^{231}$Pa/$^{230}$Th. These elements are created uniformly throughout the water column by uranium decay and rapidly removed into the sediments by reacting with sinking marine particles (Anderson et al., 1983). Since the efficiency with which both elements are removed is different, their ratio depends on how long this removal process has operated, for example, along the path of NADW flowing south in the Atlantic. This method has been used to infer NADW flow rates during the LGM (Yu et al., 1996). However, this ratio is also sensitive to particle fluxes and composition and interpretation is not straightforward.

Finally, the geostrophic method, a standard approach in physical oceanography, can also be applied to paleoclimate. It requires knowledge of density profiles in the past upper ocean, which can be estimated from $\delta^{18}O$ in benthic foraminifera (see Section 2.1.2). This method has been used to reconstruct past Gulf Stream flow in the Florida Straits (Lynch-Stieglitz et al., 1999). To reconstruct density profiles, benthic foraminifera are required from different depth levels and thus a range of cores from different water depths.

### 2.1.4. Other Tracers

Some other tracers exist, that neither behave like nutrients (i.e., with biological sources and sinks) nor are conservative. An example is neodymium isotopes, which have sources and sinks at the ocean–sediment interface, because neodymium precipitates in metallic crusts or is mobilized from detrital material. This gives water masses like NADW a distinctive neodymium isotope signature that can be used to assess the mixing of water masses of different origin (Rutberg et al., 2000).

### 2.2. Past Sea-Level Proxies

When studying sea level, we first need to distinguish relative from absolute sea-level changes. Absolute sea-level changes are changes in the sea surface height with respect...
to a fixed absolute reference frame, for example, the center of the Earth, as measured from a satellite. Relative sea-level change is what an observer (or tide gauge) at the coast would have experienced. It is measured locally, relative to the land and is thus the sum of absolute sea-level changes and vertical motions of the land. In the recent geological past (last ~4000 years), vertical land motion was the dominant factor of relative sea-level change on many coastlines.

Within absolute sea-level changes, it is useful to distinguish local from global changes. There are mechanisms (e.g., a change in wind regime) that can change sea level locally without having any effect on global-mean water volume and sea level. Changes in global-mean (or eustatic) sea level consist of changes in the volume of seawater (arising either from mean density changes or from addition of water, e.g., from melting continental ice) and of changes in the volume of the ocean basins that contain it (due to plate tectonics or isostatic adjustment).

Past sea-level changes are reconstructed using sea-level indicators (proxies) that have a specific (and known) relationship to sea level. A sea-level indicator is any biological, chemical, or physical proxy that can be reliably related to sea level. These include relic beaches, ancient corals, intertidal sediment, and historic human structures built at or close to contemporary sea level (e.g., fish ponds, ports, or coastal wells). The relationship between a proxy and sea level is established from modern, observable examples. When a fossil example of the sea-level indicator is located, it is dated and interpreted based on its modern counterparts. The resulting reconstruction estimates the unique position in time and space of former sea level as a sea-level index point. Compilations of index points allow patterns and trends in relative sea level to be described. Almost all of these record the local sea level relative to the land, and a major challenge in interpreting these data is to disentangle the land motions from true sea-level changes, and to obtain a reconstruction of global sea-level history that can be linked to climate. More detailed reviews are found, for example, in Lambeck et al. (2010) and Shennan et al. (2007).

2.2.1. Coastal Morphology and Corals

Waves, tides, sediment transport, or reef-building corals shape the coastline, and in some places, the resulting coastal land forms are found today at elevations far away from present-day sea level. Tidal notches that have been eroded out of coastal cliffs during extended periods of stable sea level can today be seen at different elevations (Pirazzoli and Evelpidou, 2013). Marine terraces form when the flat former beach front is uplifted or inundated. The sequence of reef terraces on Huon Peninsula (Papua New Guinea) is famous: the reef front from the last interglacial has been uplifted over 100 m above the present sea level due to seismic activity (Figure 2.3; McCulloch et al., 1999; Ota and Chappell, 1999). For large relative sea-level changes, these are useful indicators.

Since corals can grow tens of meters below the water surface but not above it, the envelope of (radiometrically dated) ancient corals can provide a lower limit to past relative sea level (e.g., Lambeck, 2002). Most useful are coral species that have a particularly close relation to sea level, such as Elkhorn coral (Acropora palmata). Coral microatolls are disc-shaped coral colonies that have been stopped from further upward growth by exposure at low tides, so that the center of the upper surface is dead and coral growth occurs laterally around the margin (Figure 2.4; Woodroffe and McLean, 1990). Because corals show annual growth bands, precise dating is possible, and microatolls can reveal interannual to decadal sea-level changes of the order of ±5 cm and millennial changes of the order of ±25 cm (Lambeck et al., 2010). However, since they...
mainly record how low the water drops at low tide, highly localized events (such as storms) that change the shoreline and affect tidal flow and the formation of pools on reef flats can alter the results. As with most proxy data, it is the combination of data from different sites and/or using different methods that ultimately provides robust results.

2.2.2. Sediment Cores

Sheltered, low-energy coasts are often vegetated by salt marshes in temperate climate zones and mangroves in the tropics. The distribution of these ecosystems is fundamentally and intrinsically tied to tidal limits and sea level. Under regimes of rising relative sea level, organic and muddy sediment is deposited in these environments. Over time the sediment accumulates to form an important archive from which relative sea level can be reconstructed. The sediment is dated using the radiometric method (principally radiocarbon), while sea-level indicators preserved in the sediment such as identifiable plants, diatoms, and foraminifera are used to determine the vertical location of the marsh surface at any time relative to the tidal range (Scott and Medioli, 1978). Since the current vertical position of the sediment is used in reconstructing the past sea level, an important issue is that no compaction of the sediment has occurred after it has formed (Allen, 2000).

The procedure is illustrated in Figure 2.5. This method is useful for high-resolution reconstruction of sea-level changes over the last few millennia, with a vertical precision of ±5–20 cm (e.g., Gehrels, 1994; Donnelly et al., 2004; Kemp et al., 2011).

A notable exception to the usual records of local relative sea level is the δ¹⁸O in benthic foraminifera, which depends
on the total ice volume on land (see Section 2.1.2). Since ice volume changes are by far the dominant cause of global sea-level changes during glacial–interglacial cycles, $\delta^{18}O$ is a very useful global sea-level tracer on these timescales (Waelbroeck et al., 2002).

2.2.3. Manmade Sea-Level Indicators

Ancient buildings or artifacts and their relation to sea level can provide clues about past sea-level changes. The oldest example is the famous cave paintings of Cosquer cave in
southern France from the last ice age (from 19 to 27 kyears BP); today the entrance of the then inhabited cave is 37 m below the sea surface (Lambeck and Bard, 2000). Ancient wells submerged off the coast of Israel have been dated to be between 8200- and 9500-years old (Sivan et al., 2004). Only divers can today visit the sunken city of Baia in Italy to marvel at the floor mosaics (Passaro et al., 2013).

More useful as a sea-level constraint are structures with a precise relation to sea level, such as ancient harbor walls or the Roman fish tanks which were connected to the sea with a series of canals and sluice gates for water exchange, which constrain the sea level at the time these ponds were built to within a narrow range (Lambeck et al., 2004). Remains of the Roman market at Pozzuoli include pillars that have borings by marine organisms up to 7 m above present-day sea level; the site must have been submerged up to that level and uplifted again between the time it was built and the present (due to volcanic activity). Remarkably, already in 1832, Lyell showed this in his Principles of Geology (Lyell, 1832). More recently, old paintings of Venice have been analyzed for the level up to which the palace walls are covered by brown algae (Camuffo and Sturaro, 2003; Figure 2.6). Canaletto and his students painted these palaces along the canals with great accuracy using a camera obscura. Results show a ~70-cm relative sea-level rise since the first half of the eighteenth century (mostly due to land subsidence) which is the main cause of the frequent floodings of Venice today (Carbognin et al., 2010).

2.3. Models

In principle, the full range of ocean models described elsewhere in this book can also be applied to paleoclimate. The major difficulties are the specification of paleoclimatic boundary conditions and computational cost. Computing a very different ocean circulation, like that of the LGM, requires millennia of model time until a new thermodynamic equilibrium of the circulation with the temperature and salinity fields is reached.

Ocean-only models require boundary conditions for the entire ocean surface, a demand that is very difficult to satisfy. Historically, ocean-only models have often been driven by prescribing surface temperatures and salinities using a relaxation boundary condition and prescribed wind forcing anomalies (e.g., Fichefet et al., 1994). But even if a global map of these quantities is available, fundamental problems with relaxation boundary conditions remain: if the surface temperature and salinity fields in the model perfectly match the data, then the heat and freshwater fluxes vanish, but if the fluxes are correct, then errors in temperature and salinity must exist. Hence relaxation boundary conditions cannot converge to the “true” solution but only approximate it in a first-order sense.

High-resolution (eddy-permitting) ocean models are starting to be applied to paleoclimatic studies (Ballarotta et al., 2013), but due to computational cost, these models typically can only be run for a limited time period of the order of decades, which means they remain close to the initial conditions for temperature and salinity in the water column and essentially diagnose a velocity field that is dynamically consistent with this initial distribution.

Coupled ocean–atmosphere models are best suited for paleoclimatic applications (Braconnot et al., 2007a,b) because they can simulate the surface climate together with atmospheric and oceanic circulations in a physically consistent way.

FIGURE 2.6 Left: A detail from B. Bellotto’s painting S. Giovanni e Paolo (1741). The two arrows give the level of the algae belt in 1741 (lower) and today (upper) as derived from on-site observations. The painting shows that there were two front steps above the green belt. The displacement is 77 ± 10 cm. Right: The same door today. The picture was taken during low tide and the top step of the old front stairs is just visible (green arrow). The door was walled up with bricks in the first 70 cm above the front step to avoid water penetration. From Camuffo and Sturaro (2003).
way, including the air–sea fluxes which are crucial in driving the ocean circulation. The boundary conditions required are less demanding. For example, for a simulation of the LGM, besides the orbital parameters, one needs the atmospheric composition (greenhouse gases, dust load) and specification of the land surface (vegetation and ice cover). More comprehensive Earth system models require increasingly fewer external boundary conditions as more processes are included in the simulation. If an ice sheet model is included, then the ice sheet configuration need not be prescribed; if a vegetation model is included, then the vegetation cover is likewise predicted rather than prescribed, and with a closed carbon cycle the atmospheric CO₂ concentration is also predicted by the model. Only the latter approach can ultimately explain glacial cycles—as long as prescribed CO₂ is still included, the forcing already includes the same sawtooth-shaped 100-kyear cycles as the climate response, so even a simple linear model can produce reasonable glacial cycles. But the Milankovitch forcing—the ultimate external driver of the glacial cycles—does not resemble the climate response, so that obtaining realistic glacial cycles only from this forcing requires capturing the key nonlinearities in the climate system.

When going back deeper into Earth’s geologic past, boundary conditions such as the atmospheric greenhouse gas content are increasingly poorly known, and the additional problem arises that the ocean’s bottom topography also becomes more and more uncertain due to the action of plate tectonics.

Models of intermediate complexity (Claussen et al., 2002) are particularly suited for paleoclimate studies, not only because their computational speed allows for the long simulated time periods needed in paleoclimate experiments (e.g., related to the slow time scale of ice sheet formation), but also because modeling such a complex nonlinear system well outside the realm of experience (i.e., modern climate) is a process of learning by trial and error. Model runs are compared to proxy data, discrepancies are inevitably found, and their physical (or computational) reasons are investigated; on this basis, model improvements are made and the next round of experiments is performed, and so on—this learning process requires a large number of model experiments to reach a mature stage. Full-blown general circulation models, which explicitly simulate weather in the atmosphere with the associated short time steps, typically only allow a few model experiments and thus the first tentative steps in this development and learning process. Also, explicitly resolving synoptic timescales (i.e., weather) may not be needed for most paleoclimatic studies.

In terms of experimental design, historically the first approach was the simulation of time slices, that is, a “snapshot” of a climate state at a particular point (or period) in time, such as the mid-Holocene and the LGM (Braconnot et al., 2007a,b). In this case, a model is driven by boundary conditions that are unchanging in time, and it needs to be run until an equilibrium with these fixed boundary conditions has been reached. More advanced are transient simulations where boundary conditions are changing over time, for example, to simulate climate evolution over a full glacial cycle (Ganopolski et al., 2010). Particularly when boundary conditions are poorly known, sensitivity studies are a useful approach in which a whole range of possibilities is investigated in an ensemble of model runs.

Increasingly, models are used to simulate not just paleo-ocean circulation but also the transport, transformation, and sedimentation processes of particular tracers, so that the models effectively simulate the formation of a sedimentary sequence that can be directly compared to proxy data from sediment cores (Schmidt, 1999; Hesse et al., 2011). This is a promising alternative to comparing a modeled circulation state to one heuristically inferred backward from proxy data. One still would like to draw inferences about past ocean circulation, so the inverse problem remains, but it can be approached in a more quantitative manner with the help of such models, for example, by data assimilation techniques using proxy data.

Modeling sea-level changes in principle require models of all the processes that contribute to sea level. For the large global sea-level changes during glacial cycles, the problem essentially reduces to continental ice sheet modeling, the dominant contribution. The much smaller sea-level variations during the last few millennia, including the twentieth century rise, on the other hand, are caused by a more even mix of thermal expansion and ice sheet and glacier mass changes which are not easily modeled (see Chapter 16).

As a complementary approach to these “bottom up” models of individual processes, semiempirical models have been developed, which link global sea level to global-mean temperature or radiative forcing with simple equations calibrated with empirical data (Rahmstorf, 2007; Grinsted et al., 2010). The equation used in a semiempirical model is typically a variation on the idea that the rate of sea-level rise is proportional to the amount of warming above a previous temperature level at which sea level was stable. In some cases (particularly for multicentury timescales), a time scale of the response is explicitly included.

To aid in the interpretation of sea-level proxies, an entirely different class of models is used: those that describe vertical land motions, for example, models of glacial isostatic adjustment (GIA; Argus and Peltier, 2010). This is important to derive absolute sea-level changes from proxy records of relative sea level, by subtracting the local vertical land movement.

3. THE OCEANS IN THE QUATERNARY

The Quaternary period covers roughly the last 2.5 million years, which are characterized by periodic glaciations. A prime target for reconstructions and models of the paleo-ocean has been the LGM about 20 kyears before present, because it is the most recent period with a
massively different climate (so the signal is large). Inter-glacial climate, full glacial cycles, and millennial-scale events have also been targets of scientific interest, as well as of course the climate evolution of the most recent millennia preceding the twentieth century global warming.

3.1. The Last Glacial Maximum

The LGM is defined as the time period when the continental ice sheets reached their maximum total mass during the last ice age: Clark et al. identify the interval between 26.5 and 19 kyears BP with the LGM (Clark et al., 2009). Maximum ice sheet size coincides with a minimum in global sea level since continental ice mass is by far the dominant factor in glacial–interglacial sea-level changes. Figure 2.7 shows global sea-level history across the LGM based on four proxy records for relative sea level from far-field sites (i.e., sites that are remote from the location of the ice sheets) as well as an independent estimate of eustatic sea-level changes based on a large number of proxy estimates of the size of continental ice masses. Global sea level during the LGM was 120–135 m lower than at present (Peltier and Fairbanks, 2006).

The timing of the LGM coincides with a strong minimum in summer insolation in mid- to high northern latitudes due to orbital cycles, and it is thus naturally explained by the Milankovitch theory of glaciations. Between the LGM and the beginning of the Holocene ~10 kyears BP, peak northern summer insolation increased by some 40–50 W/m². This massive increase in solar heating was the driver of Northern Hemisphere deglaciation and consequent sea-level rise by ~130 m. Detailed analysis reveals some episodes of exceptionally rapid sea-level rise, known as meltwater pulses (Fairbanks, 1989). The most prominent is meltwater pulse 1A at 14.5 kyears BP, with an estimated sea-level rise of about 20 m at a rate reaching 4 m per century (Stanford et al., 2006; Deschamps et al., 2012). Clark et al. (2009) argue that meltwater pulse 1A included a major meltwater contribution from the West Antarctic Ice Sheet.

A comparison of glacial sea-level proxies with δ¹³O from benthic foraminifera shells (the often-used Lisiecki–Raymo stack (Lisiecki and Raymo, 2005)) reveals some differences that can be explained by changes in deepwater temperature, since the calcite δ¹³O depends on both ice volume and local temperature (Section 2.1.2). This difference suggests that deep ocean temperatures during the LGM must have been ~3 °C colder than today, and hence close to the freezing point of seawater.

Because of the relatively good availability of data, the large climate change signal, and relatively stable climate conditions over several millennia, the LGM was the target of the earliest proxy reconstructions of paleo-ocean circulation (Duplessy et al., 1988) and of a number of time slice climate model experiments with atmosphere models, with ocean models and with coupled ocean–atmosphere models, including systematic model intercomparison studies (Braconnot et al., 2007a,b). Figure 2.8 (left) shows the distribution of δ¹³C in the modern and LGM Atlantic ocean, as a nutrient-like tracer of water masses (see Section 2.1.1). The δ¹³C distribution of the modern ocean reflects the spread of the well-known water masses NADW and AABW. The LGM Atlantic likewise shows a low-nutrient water mass of northern origin and below it a high-nutrient water mass, but their boundary is higher up in the water column at about 2 km depth. The northern water mass is sometimes called glacial North Atlantic intermediate water (GNAIW); it can be interpreted as a shoaling of the flow of NADW which leaves room for a northward and upward extension of AABW during the LGM. This distribution of water masses was more recently confirmed by Cd/Ca ratios (Lynch-Stieglitz et al., 2007). More recent and detailed compilations of LGM proxy data also show a presence of AAIW in the Atlantic, the northward extent of which is subject to ongoing research. δ¹⁸O data at 30 °S from the eastern and western side of the basin indicate a collapse of the east–west density gradient, which currently characterizes the outflow of NADW (see Section 2.1.3). While the protactinium/thorium ratio suggests a NADW renewal rate similar to today, these δ¹⁸O data may indicate a much reduced NADW outflow into the Southern Ocean (Lynch-Stieglitz et al., 2007). Reconstructions of surface properties of the northern Atlantic at the same time suggest that NADW (or GNAIW) formation probably occurred to the south of the Greenland–Iceland–Scotland ridge during the LGM (Oppo and Lehman, 1993; Alley and Clark,
Figure 2.8 Left: Distribution of δ¹³C in the modern and LGM Atlantic Ocean from Duplessy et al. (1988). Right: Stream function of Atlantic Ocean circulation for modern and LGM conditions in the climate model of Ganopolski et al. (1998). Dark blue shading indicates bottom water of Antarctic origin, brown the bottom topography.
consistent with a southward extension of sea ice cover and in contrast to the modern ocean where it partly forms in the Nordic Seas and then overflows this ridge.

The first coupled ocean–atmosphere model simulation of LGM climate (Ganopolski et al., 1998), at the time still with prescribed continental ice sheets, produced an LGM circulation in the Atlantic broadly consistent with these proxy findings (see Figure 2.8). We can see a southward shift of deepwater formation, a shoaling of NADW flow and an upward and northward extension of AABW, and a similar NADW renewal rate as at present, combined with a near-breakdown of the outflow across 30°S as the overturning cell recirculates within the Atlantic. This flow pattern is consistent with recent findings of a reversed gradient in the $^{231}$Pa/$^{230}$Th ratio between north and south Atlantic during the LGM (Negre et al., 2010).

However, subsequent attempts at modeling LGM climate, including those for the Paleoclimate Modeling Intercomparison Project, have produced a variety of circulation patterns for the LGM Atlantic (Weber et al., 2007). This is perhaps not surprising since the stability properties of the thermohaline ocean circulation are highly nonlinear and dependent on a subtle density balance, where particularly the freshwater budget is difficult to get right in models even for the modern ocean (Hofmann and Rahmstorf, 2009). Systematic comparison of model results with the full suite of proxy data is needed to establish what range of circulation patterns is consistent with the data.

3.2. Abrupt Glacial Climate Changes

While the LGM was a period of frosty climate stability lasting for several 1000 years, the glacial time before the LGM as well as the period of deglaciation following the LGM were rather turbulent, punctuated by abrupt and massive, large-scale climate changes. An illustration is given in Figure 2.9, based on Greenland ice core data (often shown as standard because of their high resolution) and sediment data from the subtropical North Atlantic. The numbered warm events there are known as Dansgaard–Oeschger (DO) events while H1...H6 refers to Heinrich events, defined as episodes of massive continental ice discharge into the northern Atlantic as documented by ice-rafted debris in sediment cores. They could either result from internally or externally triggered ice sheet instability. Heinrich events do not stand out in Greenland temperature but tend to occur during cold periods preceding some strong DO events.

There is plentiful and strong evidence linking these abrupt climate events to changes in Atlantic Ocean circulation, reviewed, for example, in Alley (2007). From a mechanistic point of view, the perhaps most compelling piece of evidence for a major role of ocean heat transport changes is the “bipolar seesaw” (or “seasaw”): an antiphase behavior between the North Atlantic and the Southern Ocean/Antarctica (Stocker, 1998). Establishing the phase relationship required accurate relative dating between distant paleoclimatic records, which was achieved for Greenland and Antarctic ice cores using the globally synchronous variations in atmospheric methane that are recorded at both poles (Blunier and Brook, 2001; Figure 2.10). Methane changes must be synchronous since methane is a well-mixed greenhouse gas in the atmosphere, so they can be used to line up the records. Examination of the phase relation shows that during cold phases in Greenland (termed “stadials”) Antarctic temperature increases, while at the time of abrupt warming in Greenland (the DO events) Antarctic temperature begins to drop and then continues to decline during Greenland warm phases (called interstadials).

The same pattern is found in climate model simulations in response to changes in the Atlantic meridional overturning circulation (Ganopolski and Rahmstorf, 2001; see Figure 2.11). This behavior can be nicely explained by a simple conceptual model consisting of changes in northward ocean heat transport coupled to a heat reservoir in the south, the Southern Ocean (Stocker and Johnsen, 2003).

![Figure 2.9](image-url)  
**Figure 2.9** Proxy data from the subtropical Atlantic (green) (Sachs and Lehman, 1999) and from the Greenland ice core GISP2 (blue) (Grootes et al., 1993) show several Dansgaard–Oeschger (D/O) warm events (numbered). The timing of Heinrich events is marked in red. Gray lines at intervals of 1470 years illustrate the tendency of D/O events to occur with this spacing, or multiples thereof.
Subsequent more detailed data, including also millennial events from the previous glacial period, support this concept, showing a magnitude of Antarctic response that asymptotically approaches an equilibrium with increasing duration of North Atlantic stadials (Margari et al., 2010).

While compelling evidence thus points to ocean heat transport changes at the core of abrupt glacial climate events, the exact nature of these ocean circulation changes is harder to establish. The simple concept of a bistable AMOC, which is either turned “on” or “off,” clearly does not have enough degrees of freedom to explain glacial and modern circulations as well as DO and H events. Neither does the concept of an AMOC that simply has different flow rates appear to explain the data.

For example, why are DO warmings in Greenland so abrupt? Why do Heinrich events appear as prominent cooling at the Portuguese margin (Cacho et al., 1999) but not in Greenland (Figure 2.9)? And why are DO events associated with a large salinity increase near Iceland (Kreveld et al., 2000)?

One possible explanation for these features is a concept with three distinct circulation modes and transitions between them (see schematic Figure 2.12), which is based on time slice reconstructions using sediment cores (Sarnthein et al., 1994) as well as model experiments (Ganopolski and Rahmstorf, 2001). The central image shows a “cold mode” of the AMOC prevailing during the LGM and stadial periods. DO events occur when convection starts in the Nordic Seas (a situation that is stable in the Holocene but only metastable during glacial conditions, that is, in the latter case the circulation reverts spontaneously to the cold mode after some hundreds of years), which extends the AMOC northward, reduces sea ice cover there, and leads to strong warming over Greenland. This mechanism can explain the salinity increase during DO events (Figure 2.11b) and the shape and phasing of Greenland and Antarctic temperatures (Figure 2.11d and e). DO events can thus be viewed as a “flickering” between the Holocene and LGM modes of the AMOC, where the latter is the stable one during glacial times. Other modeling attempts have been reviewed by Kageyama et al. (2010).

Heinrich events can be interpreted as a temporary shutdown of North Atlantic deepwater formation and flow, caused by a dilution of northern Atlantic surface waters due to meltwater release stemming from the iceberg discharge events (Otto-Bliesner and Brady, 2010). Such a shutdown would lead to cooling of the North Atlantic (but perhaps hardly affecting Greenland, since ocean heat transport already does not reach that far north in the cold mode) and warming in Antarctica, asymptotically approaching an equilibrium as seen in Figure 2.11e and in ice core data (Margari et al., 2010).

An interesting discussion has arisen about the timing of DO events, many of which tend to occur in intervals...
of 1500 years or multiples thereof (see the gray lines in Figure 2.9; Alley et al., 2001a; Schulz, 2002; Rahmstorf, 2003). A physical mechanism that can produce such a timing is stochastic resonance (Gammaitoni et al., 1998; Alley et al., 2001a,b; Ganopolski and Rahmstorf, 2002). Model simulations suggest that solar cycles could provide the weak regular trigger required by the stochastic resonance mechanism (Braun et al., 2005).

3.2.1. Deglaciation

Since the late 1990s and based on an increasingly large number of proxy records, the time history of deglaciation (the transition from the last ice age into the Holocene) has been interpreted as a globally near synchronous warming out of the ice age (synchronized in part by the global atmospheric CO₂ increase), superimposed with a
north–south seesaw due to episodic changes in the Atlantic overturning circulation (Alley and Clark, 1999; Clark et al., 2002; Rahmstorf, 2002). During deglaciation, the melting of the ice sheets may have provided an irregular freshwater input disrupting the Atlantic Ocean circulation. The most recent data compilations have confirmed that interpretation and added much detail (Barker et al., 2009; Clark et al., 2012). In line with early model results for the response of the AMOC to freshwater forcing, they document an immediate antiphase response off South Africa and more gradual changes in Antarctica. Thus, a major role of AMOC changes in shaping the climate evolution during deglaciation can now be considered well established, thanks to the consistent picture that has emerged from many high-resolution proxy records as well as model simulations. Details of the sequence of events are still subject to active research.

3.3. Glacial Cycles

The prime characteristic of glacial cycles is the growth and decay of vast continental ice sheets, directly mirrored in the global ocean in the form of sea-level and salinity changes. Since the average depth of today’s global ocean is 3790 m, the 130-m sea-level drop during the LGM amounts to ~3.5% of all ocean water being removed and stored on land, increasing the average salinity of the remaining ocean water by over 1 psu and increasing its average $\delta^{18}O$ content by $1.0^{\circ}\pm0.1^{\circ}$ (Clark et al., 2009).

Figure 2.13 shows a reconstruction of eustatic sea-level changes over the last four glacial cycles based mainly on $\delta^{18}O$ and coral data. To first order, it shows a sawtooth pattern with a slow descent into full glacial conditions but comparatively rapid deglaciations, which can be explained by a fundamental asymmetry in ice sheet physics: continental ice sheets grow slowly by accumulating snow at their surface, but they can decay much more rapidly due to a combination of surface melting and ice flow (i.e., solid ice discharge into the ocean).

Figure 2.14 shows a recent attempt at modeling the last glacial cycle with an intermediate complexity coupled climate model driven by variations of the Earth’s orbital parameters and atmospheric concentration of major greenhouse gases prescribed from ice core data (Ganopolski et al., 2010). The model contains a three-dimensional polythermal ice sheet model which successfully reproduces the history of ice sheet growth and decay and hence sea level, as shown in the figure, with some underestimation of the maximum ice sheet volume. The oscillations superimposed on the basic sawtooth shape result from the precession cycle in the orbital parameters which has a period of 23 kyears.
A remaining challenge is to produce such simulations with predicted rather than prescribed greenhouse gas concentrations.

In the course of glacial cycles, ocean circulation changes have mainly been discussed with respect to abrupt events within the glacial and the specific sequence of events during the last deglaciation (see Section 3.2.1). However, if a weakening of the Atlantic overturning circulation is a general feature of the transitions from glacial to interglacial conditions, due to the massive northern meltwater input occurring at these times, then the bipolar seesaw may be part of the explanation of the time lag of atmospheric carbon dioxide concentration behind Antarctic temperature that is found in Antarctic ice cores (Ganopolski and Roche, 2009).

### 3.4. Interglacial Climates

Conditions during the current Holocene and previous interglacials do not differ as dramatically from modern climate as do glacial conditions, so it is more difficult to establish what changes in ocean circulation—if any—may have occurred. Global mean temperature likely was no more than 1.5 °C warmer than in the preindustrial time, if at all, although regional differences were larger (Turner and Jones, 2010; McKay et al., 2012). Lynch-Stieglitz et al. (2009) have attempted to reconstruct the flow of the Florida current over the past 8000 years from oxygen isotope data and found a small increase of 4 Sv (out of a total of ~30 Sv) over this period. Given this small change and the uncertainties of the proxy method, the main (and also interesting) conclusion probably is that the flow was rather stable over the last 8000 years.

Most discussion on interglacial climates has focused on sea-level changes, both over the Holocene and in previous interglacials. Global sea level during the Eemian interglacial, ~120,000 years BP, has been estimated as peaking at 5.5–9 m above present sea level (Kopp et al., 2009; Dutton and Lambeck, 2012). This is of considerable interest in the context of current global warming since it may provide clues about the response of ice sheets to warmer climate conditions. Data from the Eemian in combination with an ice sheet model ensemble have been used to constrain the stability threshold of the Greenland ice sheet (Robinson et al., 2011). This threshold could be crossed between 0.8 and 3.2 °C global warming above preindustrial conditions, with a best estimate of 1.6 °C (Robinson et al., 2012). Discussion on Eemian sea level continues, for example, about sea-level changes within the Eemian period and about the relative contributions of the Greenland and Antarctic ice sheets (Dahl-Jensen et al., 2013).

In the Holocene, sea level is characterized by the long tail of deglaciation due to the long time scale needed for melting continental ice. Different locations record different times when the relative postglacial sea-level rise ended, due to the interplay between eustatic sea-level rise and postglacial uplift (or in some places, subsidence). Lambeck et al. (2010) have constructed a eustatic sea-level curve for the past 6000 years, based on a multitude of relative sea-level data (Figure 2.15). Their best estimate shows how postglacial sea level rise came to an end between 2 and 3 kyears BP, after which sea level was approximately constant until the modern rise, registered by the tide gauges, started.

A compilation of relative sea-level records for the last two millennia from different parts of the world is shown in Figure 2.16. This shows some consistency but also large local deviations (e.g., records for Israel, Cook Islands). It is tempting to consider the consistent records as representative of eustatic sea level (the data have already been adjusted for GIA) while the deviating records are affected by local issues. More records need to be collected from different shores to build up a clearer picture.

Figure 2.17 shows proxy records from the US east coast (also shown in Figure 2.16) with an attempt to model the sea-level evolution with a semiempirical model as a function of global temperature. A successful fit is obtained for the last millennium but not the time before 1000 AD. Ongoing work suggests this may be due to the global temperature reconstruction that was used, which is warmer than others before 1000 AD and thus leads to sea-level rise in the model at a time when stable sea level is found in the proxy data.

4. **THE DEEPER PAST**

4.1. **Challenges of Deep-Time Paleoceanography**

Reconstructing the ocean circulation in the geological past becomes increasingly more difficult at earlier times. This is mainly due to the effects of plate tectonics which continuously
FIGURE 2.16 Late Holocene sea-level reconstructions after correction for GIA. Rate applied (listed) was taken from the original publication when possible. In Israel, land and ocean basin subsidence had a net effect of zero. Reconstructions from salt marshes are shown in blue, archaeological data in green, and coral microatolls in red. Tide gauge data expressed relative to AD 1950–2000 average. Vertical and horizontal scales for all datasets are the same and are shown for North Carolina. Datasets were vertically aligned for comparison with the summarized North Carolina reconstruction (pink). From Kemp et al. (2011).

FIGURE 2.17 Sea-level reconstruction for North Carolina from salt marsh data (as in Figure 2.16, here shown blue) compared to tide gauge data (green) (Jevrejeva et al., 2006) and a semiempirical model (red). From Kemp et al. (2011).
change the position of continents and the topography of the ocean floor on geological timescales, both of which have a direct influence on ocean circulation. In contrast to the oceans in the Quaternary (Section 3), accurate paleogeographic reconstructions are therefore a prerequisite for understanding the ocean circulation during Earth’s deeper past.

For the past 150 million years or so, paleogeographic reconstructions mostly rely on magnetic anomalies imprinted into the ocean floor and on the positions of the relatively stable mantle plumes. Unfortunately, these proxies are not available for earlier times, because oceanic crust is continuously formed at mid-ocean ridges and later returned to the mantle at subduction zones. In fact, the oldest parts of the ocean floor date back to the Jurassic period (200–146 million years ago), with the majority being much younger (Müller et al., 2008a; see Figure 2.18). For earlier times, paleogeographic reconstructions have to rely on paleomagnetic data (indicating the latitude and orientation of continents) and paleontological records (indicating the geographic distribution of species), making paleogeographic maps increasingly uncertain beyond the Cretaceous (146–66 million years ago) (Cocks and Torsvik, 2002; Torsvik and Cocks, 2004).

The continuous recycling of the oceanic crust also limits the sedimentary record and thus the availability of tracers of past ocean circulation (see Section 2.2), again making the Cretaceous the earliest time for which the physical state of the ocean can be investigated in detail. As a matter of fact, the Cretaceous with its warm greenhouse climate and small meridional temperature gradient is also a particularly interesting period in Earth’s history. In particular, it has been suggested that the ocean circulation in the Cretaceous could have been radically different from today. The remainder of this section therefore concentrates on the climate during the Cretaceous and briefly reviews research on the ocean circulation during this time.

### 4.2 The Oceans During the Mid-Cretaceous Warm Period

Temperature reconstructions indicate that the global average surface air temperature was above modern levels for the entire Cretaceous, with particularly strong warming around 95 million years ago, when global surface air temperatures were about 20 °C warmer than today (Figure 2.19). In the following, we focus on ocean circulation during this mid-Cretaceous warm period, beginning with a look at the continental configuration at that time.

A reconstruction for the paleogeography during the mid-Cretaceous (90 million years ago) is shown in Figure 2.20. At that time, the break-up of the supercontinent Pangaea, which had begun in the Jurassic, has progressed to a point where continental landmasses known today had separated from each other, although in many cases only separated by narrow and very shallow seas. Note that the distribution of continents and the absence or presence of open ocean gateways can be of considerable importance for Earth’s climate. The opening of the passages around Antarctica, for example, likely played a major role in the growth of its ice sheet and thus for the global and regional energy balance (Kennett, 1977).

One particularly striking feature of the geography during that period are epicontinental (or epeiric) seas, shallow seas covering large parts of what would later become continental North America, Europe, and Africa. This Cretaceous transgression is thought to be primarily caused by rapid seafloor spreading at mid-ocean ridges, which reduced the volume of ocean basins and thus led to a rise in eustatic sea level (Hays and Pitman, 1973). Estimates of mid-Cretaceous sea levels differ widely, however, roughly covering a range from 50 to 250 m above present day (Müller et al., 2005; Müller et al., 2008b).

Early model simulations indicated that the changes in paleogeography (as compared to present day) alone can account for about 5 °C warming during the mid-Cretaceous (Barron and Washington, 1984). Later studies, however, found only a minor contribution to the observed warming (Barron et al., 1995; Bice et al., 2000). Higher levels of atmospheric greenhouse gases (in particular carbon dioxide) are thought to explain the bulk of the warming during the Cretaceous.

Mid-Cretaceous atmospheric carbon dioxide levels can be estimated from proxy data and models of the global carbon cycle. Empirical estimates rely on δ13C carbon isotope ratios in paleosols, alkenones, or planktonic foraminifera, distribution of stomatal pores in C3 plants, or δ11B boron isotope ratios in planktonic foraminifera (Royer, 2006). As shown in Figure 2.21, atmospheric carbon dioxide concentrations during the middle Cretaceous were around 1000 ppm and thus significantly higher than today, albeit with a large uncertainty range (roughly 500–1500 ppm). A strong contribution of the higher carbon dioxide levels (possibly enhanced by methane) to the observed warming is therefore very likely. The geological record also indicates an ice-free world during the Jurassic and Cretaceous. These time periods are therefore an ideal testbed to study the internal dynamics of a climate system without polar icecaps.

Concerning geographic patterns, temperature proxy data for the mid-Cretaceous indicate tropical temperatures a few degrees warmer than today (possibly up to 40 °C), but significantly warmer polar regions. As for other warm periods in Earth’s history, the mid-Cretaceous is therefore characterized by a significantly reduced meridional temperature gradient often referred to as an “equable” climate (Crowley and Zachos, 2000; Hay, 2008). For illustration, Figure 2.22 shows an example of a proxy-based latitudinal temperature distribution during the late Cretaceous as...
FIGURE 2.18 Age distribution of the oceanic crust on Earth. Source: NOAA.
compared to the present-day climate. (Note that earlier studies had indicated an even flatter Cretaceous temperature gradient with “cool tropics,” but this interpretation has now been shown to be biased by diagenesis, see, e.g., Pearson et al., 2001).

Equable climates during previous warm periods (and in particular during the Cretaceous) have received considerable attention because climate model experiments have generally had difficulties in reproducing the latitudinal temperature distribution inferred from proxy data.
Crowley and Zachos, 2000. It has often been suggested that an increased meridional heat transport in the ocean could have caused the reduced temperature gradient in the Cretaceous. One hypothesis postulates that—in contrast to the present-day situation—deepwater formation could have taken place at low latitudes, with warm saline water masses transported at depths toward the poles (Chamberlin, 1906). Model simulations for the Cretaceous do not support this hypothesis, however, and yield conflicting results concerning the open ocean sites of deepwater formation. Emanuel (2001) suggests that the higher intensity of tropical cyclones following an increase in tropical temperatures could lead to stronger vertical mixing in the tropics, resulting in an increased ocean heat transport toward the poles. Hotinski and Toggweiler (2003) propose that the presence of a circumglobal ocean passage at low latitudes could increase the meridional heat transport in the Cretaceous oceans. This hypothesis is another example of the more general importance of ocean gateways for ocean circulation and climate. Hays (2008) argues that a significant contribution from many sources of deepwater along the margins of the wide-spread shallow seas in the Cretaceous may be expected. This lack of a truly global overturning circulation could also help explain the evidence for ocean anoxia observed in the sedimentary record as frequent occurrences of black shales (Hay, 2008).

Clearly, much remains to be done to better understand the role of the ocean circulation for the equable climate problem. However, other factors could have contributed to the shallow temperature gradient. Forest expansion during in the Cretaceous has been shown to lead to high-latitude warming, for example (Otto-Bliesner and Upchurch, 1997; Zhou et al., 2012). Further, an increased meridional transport of latent heat in the atmosphere or changes in the radiative balance of mid and high latitudes have been suggested to contribute to the equable climate during the Cretaceous. For example, Abbot et al. (2009) suggest a high-latitude positive cloud feedback mechanism in which high-latitude warming leads to increased atmospheric convection, resulting in decreased cooling (or even warming) by clouds at high latitudes and thus a more equable climate. Further, coupled oceanic–atmospheric processes could be important. Rose and Ferreira (2013) propose that enhanced ocean heat transport could drive strong atmospheric convection in the mid-latitudes, leading to warming up to the poles due to higher humidity in the upper troposphere.

More detailed simulations with coupled Earth system models could shed further light on the processes responsible for the equable climate problem and on the role of the oceans in the Cretaceous climate system.

5. OUTLOOK

The proxy data and model results discussed here give an impression of the formidable detective work that is required to find and decipher information about past ocean states. Both proxy data and models are difficult and time-consuming to develop and understand, and their results are not always easy to interpret. Mistakes and blind alleys
are an inevitable part of this slow learning process. Yet, we hope we have been able to convince the readers that these efforts pay off and that slowly, more and more robust and precise information is emerging. This information about past climate and oceans is crucial for a better understanding of the rapid climate changes we are witnessing (and causing) at present.

The effort on paleoclimatic research is thus an effort well spent. While there are still more questions than answers, there is great promise that further painstaking work will be able to clarify many of the issues that still seem puzzling today. A better knowledge of the past is vital for an improved understanding of the dynamics of the Earth system, and it thus helps to provide the kind of knowledge humanity needs for a sustainable stewardship of our home planet.
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