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1. INTRODUCTION

The deep Atlantic meridional overturning circulation (AMOC) consists of four main branches: upwelling processes that transport volume from depth to near the ocean surface, surface currents that transport relatively light water toward high latitudes, deepwater formation regions where waters become denser and sink, and deep currents closing the loop. These four branches span the entire Atlantic on both hemispheres, forming a circulation system that consists of two overturning cells, a deep one with North Atlantic Deep Water (NADW) and an abyssal one with Antarctic Bottom Water (AABW). A highly simplified, illustrative sketch of this circulation is given in Figure 1. The AMOC exerts a strong control on the stratification and distribution of water masses, the amount of heat that is transported by the ocean, and the cycling and storage of chemical species such as carbon dioxide in the deep sea. Thus the AMOC is a key player in the Earth’s climate. In the North Atlantic its maximum northward heat transport is about 1 PW ($10^{15}$ W) [Hall and Bryden, 1982; Ganachaud and Wunsch, 2000; Trenberth and Caron, 2001], contributing to the mild climate predominant in northwestern Europe. A reduction in AMOC is likely to have strong implications for the surface heat and freshwater fluxes, which influence the volume transport of the meridional overturning circulation and shape its spatial circulation pattern without actually supplying energy to the overturning itself in steady state. We conclude that both wind-driven upwelling and vertical mixing are likely contributing to driving the observed circulation. To quantify their respective contributions, future research needs to address some open questions, which we outline.
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surfaces of equal density (diapycnal mixing). Munk and Wunsch [1998] described this mechanism in detail. The action of winds and tides generates internal waves in the oceans. These waves dissipate into small-scale motion that causes turbulent mixing. This mixing of heat lightens water masses in the deep ocean and causes them to rise in low latitudes. Resulting surface and intermediate waters are then advected poleward into the North Atlantic where they are transformed into dense waters by atmospheric cooling and salt rejection during sea ice growth. These waters sink to depth and spread, setting up the deepwater mass of the ocean. Thereby a meridional density gradient between high and low latitudes is established. A sketch of the involved processes and their locations is given in Figure 2.

The second candidate is wind-driven upwelling, as put forward by Toggweiler and Samuels [1993b, 1995, 1998]. On the basis of observational radiocarbon constraints they concluded that the actual amount of upwelling of abyssal water caused by diapycnal mixing is insufficient to sustain an estimated overturning of about 15 Sv (1 Sv = 1 Sverdrup = 10^6 m^3 s^-1) in the Atlantic Ocean. As an alternative they suggested that most of the oceanic upwelling is wind-driven and occurs in the Southern Ocean. The strong westerly circumpolar winds induce a vigorous northward transport of waters, called Ekman transport, near the ocean surface. Since there is a horizontal divergence of the Ekman transport, an upwelling from depth is induced that is associated with the so-called Drake Passage effect (see Figure 2). In this view it is the strength of Southern Ocean winds rather than the oceanic diapycnal mixing that governs the strength of the AMOC. Note that in this theory the winds induce large-scale motion of the water masses in the Southern Ocean, which enter the Atlantic and flow to the northern deepwater formation sites. Wind-driven mixing, i.e., small-scale turbulent motion that is induced by surface wind stress, is part of the mixing processes and is not considered as a direct wind-driven upwelling.

Determining which of these two processes is the main driving mechanism of the MOC is of great interest, even beyond the mere aim of physical understanding. The two could imply different sensitivities to variations in external forcing [Schmittner and Weaver, 2001; Prange et al., 2003] and thus a different evolution of the MOC under continued global climate change. In the present paper we review work on theory, modeling, and observations that argue for either or both of the possible driving mechanisms.

We wish to emphasize that the driving processes do not fully determine the AMOC’s spatial extent and strength. The amount of water that actually sinks in the North Atlantic is controlled by a variety of processes including the horizontal gyre circulation, atmospheric cooling, precipitation, evaporation, and ice melting. These processes
can change the AMOC’s spatial pattern drastically, and they can temporarily reduce or increase the amount of deep water formed, with a strong impact on climate. However, our focus here is on the AMOC as a large-scale coherent circulation system and on longer timescales, that is, on which mechanism provides the ocean with the energy necessary to sustain a steady state deep overturning circulation.

The terms “meridional overturning circulation” and “thermohaline circulation” (THC) have sometimes been used almost like synonyms, but they have very different meanings. “MOC” is merely a descriptive, geographic term: It is simply a circulation in the meridional-vertical plane, as depicted by an overturning stream function as in Figure 3. The term “MOC” thus does not refer to any particular driving mechanism.

The term “THC,” by contrast, is a definition of flow by driving mechanism. There are three qualitatively different physical mechanisms to drive oceanic flows: (1) direct momentum transfer by surface winds, (2) acceleration of water by tidal forces, and (3) thermohaline forcing. This classification has been found in oceanography textbooks since the early 20th century [e.g., Defant, 1929; Neumann and Pierson, 1966]. A simple, archetypal example of the latter would be the regional thermohaline (or, in this case, thermal) circulation caused by “hot spots” of geothermal heating at the ocean bottom near mid-ocean ridges [Joyce and Speer, 1987; Thompson and Johnson, 1996]. Another example is the flow driven by strong surface cooling of a previously warmer body of water, as occurs, for example, when a polynya opens up in sea ice [Buffoni et al., 2002]. In these examples, thermohaline fluxes at the ocean boundary (surface or bottom) cause density changes that drive a flow by setting up pressure gradients.

A complication arises when considering the large-scale thermohaline circulation in steady state, as this steady state
state cannot be maintained by surface buoyancy fluxes alone. As discussed in detail in section 2, a mechanical energy input is required to sustain the turbulence necessary to mix down heat in order to maintain the pressure gradients in addition to the surface fluxes. To account for this fact, the large-scale thermohaline circulation has been defined as “currents driven by fluxes of heat and fresh water across the sea surface and subsequent interior mixing of heat and salt” [Rahmstorf, 2002, p. 208, 2003]. The same fact is addressed by the definition of Huang [2004, p. 497]: [The THC is] “an overturning flow in the ocean driven by mechanical stirring/mixing, which transports mass, heat, fresh water, and other properties. In addition, the surface heat and freshwater fluxes are necessary for setting up the flow.” However, mechanical stirring is only necessary for sustaining a steady state large-scale MOC not for the examples of transient or regional thermohaline flows mentioned above. Being aware that the word “driver” is used with different meanings in the literature, we use it for the remainder of this paper with the meaning “the physical process that provides the necessary energy input to sustain a steady state deep MOC.”

[11] Since we discuss both a mechanism to drive the large-scale MOC directly by winds (section 4) and the traditional driving mechanism including turbulent mixing and thermohaline forcing (section 3) in this paper, we will generally use the driver-neutral terms “MOC” or “AMOC.” We restrict our discussion to the deep MOC, excluding the shallow Ekman cells of the MOC that are usually confined to the upper few hundred meters.

[12] The paper is organized as follows. Section 2 deals with “Sandström’s theorem.” On the basis of experiments and theory it implies that the steady state MOC cannot be driven by surface buoyancy fluxes alone. We present the critical discussion that has followed the early statement of this theorem. A focus is put on the energy budget of the general circulation. Subsequently, the two possible driving mechanisms are presented. Diapycnal mixing as a driver is discussed in section 3, centered around the budget of turbulent diapycnal mixing energy and its sources, which are basically winds and tides. In addition, we treat the fundamental difficulties of representing turbulent mixing in ocean general circulation models. Surface wind forcing as a driver is addressed in section 4. This includes tracer evidence for wind-driven upwelling in the Southern Ocean and a specific dynamical constraint favoring this upwelling. Section 4 ends with a revisit to the budget of turbulent diapycnal mixing energy. We find that likely both mixing and wind-driven upwelling drive the AMOC. Next, in section 5 we study the role of the surface buoyancy fluxes in setting the strength and the shape of the AMOC; today’s AMOC is characterized by deepwater formation in the northern North Atlantic and the Southern Ocean. A question of strong interest is the stability of the AMOC, to which we devote section 6. Specific issues are the AMOC’s instabilities in past climates and various sources of bistability, like freshwater fluxes or the different driving mechanisms. A reason for concern in the near future are transient changes of the AMOC along with their consequences. In section 7 we
summarize the central results and outline the main open questions.

2. ENERGY BUDGET AND SANDSTRÖM’S THEOREM

[13] As we will see in sections 3 and 4, the question of which mechanisms drive the AMOC is intimately linked to where and how the upwelling of deep water takes place. The ocean’s mechanical energy is continuously dissipated through friction. To maintain a steady state circulation, an energy source is required to overcome friction. Identifying such a process, its role in the energy budget of the ocean, and the energy pathways has been the subject of substantial research in the past decade [e.g., Munk and Wunsch, 1998; Toggweiler and Samuels, 1998; Huang, 1999; Colin de Verdière, 1993; Munk and Wunsch, 1998; Huang, 1999; Gade and Gustafsson, 2004; Huang, 2004; Wunsch and Ferrari, 2004; Gnanadesikan et al., 2005]. Our intention herein is to review the current understanding.

2.1. Sandström’s Theorem

[14] The starting point of discussions on energetics of the ocean and the drivers of the ocean’s overturning circulation is often what is commonly known as Sandström’s theorem [e.g., Defant, 1961; Dutton, 1986; Houghton, 1986; Colin de Verdière, 1993; Munk and Wunsch, 1998; Huang, 1999; Gade and Gustafsson, 2004; Huang, 2004; Wunsch and Ferrari, 2004; Gnanadesikan et al., 2005; Hughes and Griffiths, 2006]. Sandström [1908] performed a series of tank experiments in which he analyzed under which conditions buoyancy forcing alone, applied at different depths, could lead to a deep overturning circulation in a water tank. A heating and a cooling source were placed at opposite extremes in the tank. In one of the experiments the heating source was situated above the cooling source; in another one it was below. Sandström [1908] concluded that a thermally driven, closed, steady circulation in the ocean can only be established if the heating source is situated at a lower level than the cooling source.

Sandström’s theorem was later put on a more theoretical foundation by Sandström [1916] and Bjerknes [1916]. Neglecting the Earth’s rotation, the forces acting upon a fluid parcel are pressure gradient forces, gravity, and friction. The circulation equation along a closed streamline \( S \) thus gives [Defant, 1961]:

\[
\frac{dC}{dt} = \frac{d}{dt} \oint_S u \cdot dr = \oint_S \frac{du}{dt} \cdot dr = -\oint_S \alpha dp + \oint_S F \cdot dr + \oint_S g \cdot dr, \tag{1}
\]

where \( t \) is time, \( u \) is the velocity, \( \alpha \) is the specific volume (\( \alpha = \rho^{-1} \)), where \( \rho \) is the density, \( p \) is the pressure, \( F \) is the friction force per unit mass, and \( dr \) is a distance element along the streamline. Because \( g = -\nabla \phi \), the last term of the right-hand side vanishes. The two remaining terms on the right-hand side represent the work done by pressure gradient forces and the dissipation of energy through friction, respectively. In steady state,

\[
\frac{dC}{dt} = -\oint_S \alpha dp + \oint_S F \cdot dr = 0; \tag{2}
\]

that is, pressure gradient forces must do work against friction in order to balance frictional energy dissipation. Any extra positive work by pressure gradient forces will contribute to accelerate the fluid.

Sandström [1916] (see also the discussions by Defant [1961] and Huang [1999]) considered a Carnot cycle, consisting of two isobars (\( dp = 0 \)) and two adiabatic curves operating between a heating and a cooling source (Figure 4). In the first case the heating source is located at a lower pressure than the cooling source, and the cycle takes place clockwise. The system is heated from 1 to 2 and expands at constant pressure \( p_1 \). At 2 the heating source is removed, and the system is adiabatically compressed from 2 to 3. From 3 to 4 a cooling source is applied, and the system
TABLE 1. Energy Sources

<table>
<thead>
<tr>
<th>Energy Source</th>
<th>Term</th>
<th>Estimate, TW</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geothermal heating</td>
<td></td>
<td>0.05</td>
<td>Huang [1999]</td>
</tr>
<tr>
<td>Surface heat fluxes</td>
<td>$\tau \cdot u_{ag}$</td>
<td>0.0015</td>
<td>Huang and Wang [2004]</td>
</tr>
<tr>
<td></td>
<td>$\tau \cdot u_{as}$</td>
<td>3</td>
<td>Huang [2004a]</td>
</tr>
<tr>
<td></td>
<td>$\vec{V} \cdot \vec{u}_o + \rho \vec{w} \vec{w}_o$</td>
<td>60</td>
<td>Wang and Huang [2004b]</td>
</tr>
<tr>
<td>Winds</td>
<td>1</td>
<td>3.5</td>
<td>Munk and Wunsch [1998]</td>
</tr>
<tr>
<td>Tides</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*From all sources together, about 2 TW are available for turbulent mixing at depth. Most of these 2 TW are, however, dissipated by viscous friction. Only 0.4 TW, an uncertain estimate, is actually available for diapycnal mixing.

*Only part of the total surface heat fluxes is converted into mechanical energy.

Here $\tau \cdot u_{ag}$ represents the work by the wind stress on the large-scale geostrophic flow, and $\tau \cdot u_{as}$ is the work by the wind stress on the large-scale ageostrophic flow; $\vec{V} \cdot \vec{u}_o + \rho \vec{w} \vec{w}_o$ is the work by the winds on the surface waves.

is compressed at a pressure $p_2$. At 4 the cooling source is removed, and the system expands adiabatically back to 1. Thus the first term of the right-hand side in equation (2) is

$$-\int_S \alpha dp = -\int_{p_1}^{p_2} (\alpha_{2} - \alpha_{1}) dp < 0; \quad (3)$$

that is, pressure forces cannot do any work. In the second case the heat source is located at a higher pressure than the cold source, and the cycle takes place counterclockwise. In this case,

$$-\int_S \alpha dp = -\int_{p_1}^{p_2} (\alpha_{1} - \alpha_{2}) dp > 0. \quad (4)$$

Thus work by the pressure forces against frictional forces will be produced only if heating (expansion) takes place at a larger pressure (i.e., depth) than cooling (compression), as concluded by Sandström [1908, 1916]. This implies that heat flowing into the system is converted into work; that is, the system behaves as a heat engine. The same conclusion was drawn from studying Sandström’s theorem in the framework of a thermohaline loop model [Wunsch, 2005].

To explain the MOC in the ocean, we need to identify heat sources at depth (if other external forcings, like winds, are absent). The ocean is heated at the tropics and cooled at high latitudes at the surface, with the tropical sea surface about 1 m higher, and thus at lower pressure, than the high-latitude sea surface. This corresponds to the first case above: With this distribution of the surface heat fluxes the ocean is not a heat engine. The next possible source is solar radiation. It penetrates some 100 m into the ocean’s interior, depending on the radiation frequency and the sea state, including some of the biological indices [e.g., Morel and Antoine, 1994], but the associated energy source is of only about 0.01 TW (1 TW = 10^{12} W) [Huang and Wang, 2003]. Hence, according to Sandström’s theorem one should expect at most a shallow circulation, confined between the sea surface and the depth of penetration of solar radiation [Wunsch and Ferrari, 2004]. Moreover, the associated conversion rate to mechanical energy is only 0.0015 TW [Wang and Huang, 2005] (see also Table 1).

Another source of heat at depth is geothermal heating. Yet the implied energy source, about 0.05 TW, is too weak to have a significant impact in the ocean’s circulation [Huang, 1999] (Table 1). Obviously, there must be other heat sources at depth. This conclusion was already drawn by Sandström himself. He proposed turbulent mixing of heat at low latitudes to transport heat downward. However, his idea that salinity-driven convection could power the required low-latitude mixing is not feasible. Jeffreys [1925] pointed out that in Sandström’s experiments the only means to redistribute heat is conduction and that Sandström’s theorem does not take into account turbulent diffusion. Jeffreys [1925] showed that when turbulent diffusion is included any horizontal density gradient induces a circulation, even if the heating source is at a higher level than the cooling source. Thus he questioned the validity of Sandström’s theorem for the atmospheric circulation, in which turbulence is always present, but recognized its possible relevance for the ocean circulation, for which, he assumed, turbulence is confined to the surface neighborhood. As pointed out by Munk and Wunsch [1998], neither Sandström nor Jeffreys knew of the existence of vigorous convective motions in the ocean. The same applies to turbulent mixing in the ocean interior, in particular diapycnal mixing, which, because the ocean stratification is almost everywhere vertical, allows for the penetration of heat into the deep ocean.

Using a loop model, Huang [1999] showed that when turbulent mixing is taken into account and the heat source is located at a higher level than the cooling source, the strength of the circulation is controlled by the energy available for mixing. As explained by Huang [1999] (see section 3), in a stratified ocean, diapycnal mixing raises the center of mass of the system and thereby its gravitational potential energy (GPE). Thus an external mechanical source of energy is required to sustain mixing.

While in laboratory experiments a deep flow may be driven by surface heat fluxes and molecular mixing, such that external energy sources are not necessary (see section 2.3), for the oceanic MOC we conclude that the surface buoyancy fluxes do not drive the flow. The ocean is indeed heated and cooled at the surface, with the heating and cooling sources roughly at the same depth, but heating and cooling are not the sole forcing. The ocean is forced at its surface by atmospheric winds and through its volume by tides. Winds and tides result in turbulent mixing capable of driving the flow [Colin de Verdière, 1993; Munk and Wunsch, 1998; Huang, 1999]. In addition, the wind forcing directly contributes to the large-scale kinetic energy of the ocean. Winds and tides hence ultimately need to be considered as the driver of the AMOC.
2.2. Energy Budget

[20] Let us place Sandström’s theorem in a broader framework by considering all possible energy sources. The following is based on the work of Gill [1982], Oort et al. [1994], and Wunsch and Ferrari [2004]. The total energy of a fluid parcel is given by its internal, GPE, and kinetic energy. We will now consider the balances of each of these terms separately.

[21] The internal energy (I) balance per unit mass is

\[ \frac{\partial (\rho I)}{\partial t} + \nabla \cdot [\rho (\mathbf{u} + \mathbf{F}_{\text{rad}})] = \nabla \cdot \left[ -\rho c_p \kappa_T \nabla T - \frac{\partial h_E}{\partial S} \rho c_S \nabla S \right] = -p \nabla \cdot \mathbf{u} + \rho \epsilon, \tag{5} \]

where \( \rho \) is the in situ density, \( \mathbf{u} \) is the velocity, \( T \) and \( S \) are the temperature and salinity, respectively, \( \mathbf{F}_{\text{rad}} \) represents the radiative flux, \( c_p \) is the specific heat of seawater at constant pressure, \( \kappa_T \) and \( \kappa_S \) are the heat and salt diffusivities, respectively, \( h_E = I + p/\rho \) is the enthalpy, and \( \epsilon \) is the viscous dissipation rate,

\[ \epsilon = \nu \left( \left( \frac{\partial \mathbf{u}}{\partial x} \right)^2 + \left( \frac{\partial \mathbf{u}}{\partial y} \right)^2 + \left( \frac{\partial \mathbf{u}}{\partial z} \right)^2 \right), \tag{6} \]

where \( \nu \) is the molecular kinematic viscosity (\( \nu = \mu/\rho \), \( \mu \) being the molecular dynamic viscosity). Here \( \rho c_p \kappa_T \nabla T \) represents the diffusion of heat, and \( \frac{\partial h_E}{\partial S} \rho c_S \nabla S \) is the generation of internal energy due to different enthalpies of salt and water; \( p \nabla \cdot \mathbf{u} \) represents the work done by expansion at the expense of internal energy, and \( \rho \epsilon \) is the heat produced by viscous dissipation of kinetic energy.

[22] The GPE balance for a fluid parcel is

\[ \frac{\partial (\rho E)}{\partial t} + \nabla \cdot (\rho \mathbf{u} \cdot \mathbf{u}) = \rho \mathbf{u} \cdot \nabla \phi + \rho \frac{\partial \phi_{\text{tides}}}{\partial t}, \tag{7} \]

where \( \phi \) is the gravitational potential, which includes both the Earth’s geopotential and a time-dependent tidal potential \( \phi = g z + \phi_{\text{tides}}(x, y, z, t) \), with the gravitational acceleration \( g \). The term \( \rho \mathbf{u} \cdot \nabla \phi \) represents the conversion of kinetic energy to GPE (see below).

[23] Finally, the balance of kinetic energy for a fluid parcel is

\[ \frac{\partial \left( \frac{1}{2} \rho |\mathbf{u}|^2 \right)}{\partial t} + \nabla \cdot \left( \frac{1}{2} \rho \mathbf{u} |\mathbf{u}|^2 \right) = \nabla \cdot \left[ \rho \nabla \left( \frac{1}{2} \rho |\mathbf{u}|^2 \right) \right] - \mathbf{u} \cdot \nabla p - \rho \mathbf{u} \cdot \nabla \phi - \rho \epsilon. \tag{8} \]

The first term on the right-hand side represents the diffusion of kinetic energy due to viscous processes. The second term represents the work done by pressure forces, which can be written as \( -\mathbf{u} \cdot \nabla p = -\nabla \cdot (\rho \mathbf{u}) + p \mathbf{v} \cdot \mathbf{u} \), where \( p \mathbf{v} \cdot \mathbf{u} \) is the compressive term appearing with opposite sign in (5). The third term appears with opposite signs in equations (7) and (8) and represents the work done by gravity and tidal forces (i.e., the GPE to kinetic energy conversion). The fourth term appears with opposite signs in equations (5) and (8) and represents the dissipation of kinetic energy produced by viscous dissipation (friction). Replacing \( \phi = g z + \phi_{\text{tides}} \), we have

\[ \frac{\partial}{\partial t} \left( \frac{1}{2} \rho |\mathbf{u}|^2 \right) + \nabla \cdot \left( \frac{1}{2} \rho \mathbf{u} |\mathbf{u}|^2 \right) = \nabla \cdot \left[ \rho \nabla \left( \frac{1}{2} \rho |\mathbf{u}|^2 \right) \right] - \mathbf{u} \cdot \nabla p - \rho \mathbf{u} \cdot \nabla \phi_{\text{tides}} - \rho \epsilon \tag{9} \]

where \( w \) is upwelling velocity. We now consider the steady state volume integral of (9). In the steady state the first term on the left-hand side vanishes. As explained as well by Wunsch and Ferrari [2004], the second term on the left-hand side represents the advection of kinetic energy through the boundaries. Since advection through the lateral boundaries or the bottom is not possible, this term is reduced to the advection of kinetic energy through the surface. Faller [1968] estimated the kinetic energy input through the surface associated with precipitation at less than \( 4 \times 10^{-4} \) PW. Although not negligible, most of this energy is expended in small-scale turbulence close to the surface.

[24] Thus, neglecting this term,

\[ \int_S \left[ \rho \nabla \left( \frac{1}{2} \rho |\mathbf{u}|^2 \right) \right] \cdot \mathbf{n} \, ds \]

\[ + \int_V \left[ -\mathbf{u} \cdot \nabla p - \rho \mathbf{u} \cdot \nabla \phi_{\text{tides}} - \rho \epsilon \right] \, dv = 0, \tag{10} \]

where \( \mathbf{n} \) is an outward unit normal vector to the boundaries of the ocean at each point and \( dv \) is a volume element. This implies that in the steady state the energy input by the winds (the first term on the left-hand side) plus the work done by pressure gradients, the work done by gravity, and the energy input through tidal forcing must balance the dissipation of kinetic energy by friction.

[25] The work done by pressure gradients can be expressed in terms of the net vertical buoyancy flux and the nonhydrostatic pressure work. We decompose the pressure \( p \) into its hydrostatic, horizontally averaged component \( \rho_o \) and its nonhydrostatic component \( \rho' \), \( p = \rho_o + \rho' \). By definition,

\[ \frac{\partial \rho_o}{\partial z} = -\rho_o g, \tag{11} \]

where \( \rho_o \) is the horizontally averaged density. Thus

\[ -\mathbf{u} \cdot \nabla p = -\mathbf{u} \cdot \nabla (\rho_o + \rho') \]

\[ = \rho_o g - \mathbf{u} \cdot \nabla \rho' \]

\[ = \rho_o w + \rho \mathbf{v} - \mathbf{u} \cdot \nabla \rho', \tag{12} \]

where

\[ b = g \frac{\rho_o - \rho}{\rho_o} \tag{13} \]

is the buoyancy. Inserting (12) into (10), the \( \rho \mathbf{v} \) term that appears with opposite signs in these expressions cancels.
out. Another way of seeing this is integrating over the ocean volume and taking into account that in a steady state there is no net vertical mass flux across any horizontal surface [e.g., Wunsch and Ferrari, 2004], i.e., \( \int_V \rho w dV = 0 \); we have

\[
\int_V -u \cdot \nabla p \, dv = \int_V \rho_w w \, dv - \int_V u \cdot \nabla p' \, dv; \tag{14}
\]

that is, the pressure work appears as that of the buoyancy forces plus that of the nonhydrostatic pressure [Colin de Verdière, 1993; Wunsch and Ferrari, 2004]. Inserting (12) or (14) into (10) and integrating by parts the second term on the right-hand side of (14), we obtain

\[
\begin{align*}
\int_S \left[ \nu \nabla \left( \frac{1}{2} \rho |u|^2 \right) \right] \cdot \hat{n} \, ds \\
+ \int_V \left[ -\rho u \cdot \nabla \varphi_{\text{tides}} + p' \nabla \cdot u + \rho_w w - \rho c \right] \, dv = 0. \tag{15}
\end{align*}
\]

This implies that in steady state the energy input by the surface winds, the tides, compression, and buoyancy forces must balance the dissipation of kinetic energy. Taking into account the continuity equation, the compressive term can be written as

\[
p' \nabla \cdot u = -\frac{\rho'}{\rho} \frac{D \rho}{Dt} - \frac{1}{\rho c^2} \frac{D \rho}{Dt} - \alpha \frac{D \theta}{Dt} = \frac{D \rho}{Dt} \left( \frac{1}{\rho c^2} + \beta \frac{D s}{Dt} - \alpha \frac{D \theta}{Dt} \right) \tag{16}
\]

where \( D/ Dt \) is the material derivative, \( s \) is salinity, \( \theta \) is potential temperature, and \( \alpha \) and \( \beta \) are the corresponding expansion coefficients. Since water is nearly incompressible, the first term on the right-hand side can be safely neglected. In addition, because diffusive fluxes are important only close to the surface because of heat and freshwater fluxes, in the ocean interior the second and third terms on the right-hand side can be neglected. Thus the compressive work term is small, and we neglect it hereinafter. We now analyze the implications of this balance in the case of buoyancy forcing alone.

2.3. Convective and Nonconvective Systems

Let us consider now the case in which there is no wind or tidal forcing but only buoyancy forcing, which in the general case can be located anywhere in the ocean. Equation (15) then reads

\[
\int_V \left( \rho_w w - \rho \right) \, dv = 0; \tag{17}
\]

that is, in the absence of any other energy source besides heating or cooling leading to buoyancy forcing, a steady state circulation requires the work done by buoyancy forces to balance the dissipation of kinetic energy through friction. Since the latter implies a sink of kinetic energy, it must be positive. This implies

\[
\int_V \bar{w} \, dV > 0; \tag{18}
\]

that is, the net vertical buoyancy flux must be positive. Thus upwelling must be positively correlated with positive buoyancy, i.e., lighter water, and downwelling must be positively correlated with negative buoyancy, i.e., denser water. Equation (18) expresses the condition required for a system to be a convective system [e.g., Gnanadesikan et al., 2005]. That is, in a convective system, buoyancy forces do net work against friction to maintain the circulation. Thus buoyancy forcing drives the circulation. This is equivalent to the condition for a heat engine (equation (2)).

[27] Let us consider the buoyancy conservation equation

\[
\frac{\partial b}{\partial t} + \nabla \cdot (u b) = Q_b, \tag{19}
\]

where \( Q_b \) is a buoyancy source term. In the steady state and integrating horizontally over \( x \) and \( y \) and vertically from the bottom of the ocean \( (z = -H) \) to some depth level \( z_0 \) below the surface, we have

\[
\langle \bar{w} \bar{b} \rangle \bigg|_{-H}^{z_0} = \int_{-H}^{z_0} \langle Q_b \rangle \, dz, \tag{20}
\]

where the angle brackets indicate horizontally integrated and the overbar indicates steady state quantities.

[28] Hence, in order to have a positive buoyancy flux whatever the value of \( z_0 \) as required from the dissipation in the kinetic energy balance, buoyancy sources must be located at a larger depth than buoyancy sinks.

[29] Paparella and Young [2002] and Gnanadesikan et al. [2005] have shown that when the sole forcing on a fluid is surface buoyancy flux (horizontal convection), the net steady state vertical buoyancy flux across every surface \( z = \) constant vanishes, i.e.,

\[
\langle \bar{w} \bar{b} \rangle \equiv \int_S \bar{w} \bar{b} \, ds = 0, \tag{21}
\]

where the surface integral is calculated at a constant depth. In particular, for the total volume integrated, time-averaged vertical buoyancy flux we have

\[
\int_V \bar{w} \bar{b} \, dv = 0. \tag{22}
\]

This is approximately the case of the ocean, where the buoyancy forcing is practically limited to the surface. Thus the net work done by buoyancy forces is zero in a steady state, and buoyancy forcing can in this sense not be considered as the driver of the flow. This is equivalent to Sandström’s theorem.

[30] As pointed out by Paparella and Young [2002] and Gnanadesikan et al. [2005], this does not necessarily imply that the flow is zero. To see this, the total vertical velocity and buoyancy are decomposed into their large-scale, long-term and small-scale, short-term components \( w, b \) and \( w', b' \), respectively, i.e., \( w = \bar{w} + w' \) and \( b = \bar{b} + b' \). Thus equation (21) would be

\[
\langle \bar{w} \bar{b} \rangle = \langle \bar{w} \bar{b} \rangle + \langle \bar{w}' \bar{b}' \rangle = 0; \tag{23}
\]
if \( \langle \overline{\nabla T} \rangle \neq 0 \), this implies that there must be a compensation of the work done by buoyancy forces on the large-scale, long-term and the small-scale, short-term components. Thus, even if for the total flow the net vertical buoyancy flux vanishes, for the large-scale flow it does not. The corresponding pertinent kinetic energy balance would be the large-scale version of (17), i.e.,

\[
\int_V [\nabla^2 T - \epsilon] \, dv = 0, \\
(24)
\]

where the Boussinesq approximation has been taken into account. Note that here

\[
\epsilon = A \left\{ \left( \frac{\partial \nabla T}{\partial x} \right)^2 + \left( \frac{\partial \nabla T}{\partial y} \right)^2 + \left( \frac{\partial \nabla T}{\partial z} \right)^2 \right\} \\
(25)
\]

is the turbulent viscous dissipation rate of large-scale kinetic energy, and \( A \) includes the eddy and molecular kinematic viscosities.

[31] Thus (23) represents a balance between two equal and opposite terms, the first of which compensates the large-scale kinetic energy dissipation.

[32] If the term \( \langle \overline{\nabla T} \rangle \) is parameterized as vertical diffusion with a vertical diffusivity coefficient \( \kappa \), we have

\[
\langle \overline{\nabla T} \rangle - \kappa \langle \overline{T_z} \rangle = 0. \\
(26)
\]

As shown by Paparella and Young [2002], integrating (26) over the ocean depth, the following is obtained for the total large-scale buoyancy flux in the steady state:

\[
\int_V \overline{\nabla T} \, dv = \int_{-H}^0 \langle \overline{\nabla T} \rangle \, dz \\
= \kappa [\langle \overline{\nabla T}(0) \rangle - \langle \overline{\nabla T}(-H) \rangle] \\
= \int_V \epsilon \, dv, \\
(27)
\]

where \( \langle \overline{\nabla T}(0) \rangle \) and \( \langle \overline{\nabla T}(-H) \rangle \) are the horizontally integrated large-scale, long-term buoyancies on the surface and at depth, respectively. In the limit \( \kappa \to 0 \) the dissipation \( \epsilon \to 0 \), instead of reaching a finite limit independent of viscosity, as is the case for a turbulent fluid. In other words, a horizontal convective system cannot exhibit the observed small-scale turbulence observed in the ocean. Hence the whole flow must also be zero.

[33] However, horizontal convection is able to drive a flow in which no energy is dissipated by turbulent mixing. This is seen in experiments [Stommel, 1962; Rossby, 1965] and numerical studies [Beardsley and Festa, 1972; Rossby, 1998]. In these cases the heat is transported from the boundary into the fluid by molecular diffusion and conduction. Coman et al. [2006] repeated Sandström’s [1908, 1916] experiments in the original setup. They observed an overturning circulation and conclude that Sandström failed to detect this. Sandström [1908, 1916] was not aware of diffusion, as Jeffreys [1925] pointed out. Yet, as already noted [Bjerknes, 1916], the idea behind Sandström’s theorem is still valid: The heat fluxes through the ocean surface must continue into the ocean itself, penetrating it, in order to set up a deep circulation. The heat flux penetrating the fluid can be caused by molecular or turbulent mixing.

[34] Is molecular diffusion sufficient to drive a flow as vigorous as observed in the ocean? Siggers et al. [2004] show a theoretical possibility for the observed horizontal heat transport to be achieved in this way. Mullarney et al. [2004], in a tank experiment, even see a horizontal convective flow with an eddying surface layer similar to the observed one. The occurrence of a flow of this kind depends on the parameters of the experiment, like length scales and applied temperature differences. However, an estimate of the energy from surface thermal forcing available to the ocean yields an amount at least 10,000 times smaller than the mechanical energy from wind and tidal dissipation [Wang and Huang, 2005] (see Table 1). Therefore it appears that turbulent mixing driven by winds and tides is necessary to sustain the upwelling of deep water across the stratification, as it is observed in the ocean. This implies that surface buoyancy fluxes do not drive the MOC but are rather a passive result of the latter [Munk and Wunsch, 1998; Huang, 2004]. Once an external energy source, capable of sustaining turbulence, is introduced, a MOC can be driven.

[35] Turbulent mixing as a driver of the global MOC, along with the required sources of external energy, is discussed in section 3. Another possible driver is the direct input of large-scale kinetic energy through the winds. This driver does not involve diapycnal mixing but rather wind-driven, isopycnal upwelling (see section 4).

3. DIAPYCNAL MIXING AS A DRIVER FOR THE OVERTURNING CIRCULATION

[36] In this section we discuss the hypothesis that diapycnal mixing is the main driver of the AMOC by contributing most of the potential energy needed for the deepwater masses formed in the North Atlantic to return back to the surface. The most important process that gives rise to mixing is the breaking of internal waves [Garrett and St. Laurent, 2002; St. Laurent and Garrett, 2002; Wunsch and Ferrari, 2004] generated by (1) the wind at the surface, (2) the interaction of abyssal tidal flow with topography, and (3) the interaction of the eddy field with bottom topography.

[37] The term “diapycnal” refers to turbulent mixing across surfaces of equal density, as compared to “isopycnal” mixing, which occurs along those surfaces. The zonally averaged density profile in Figure 2 shows that vertical mixing is diapycnal in most parts of the ocean. There are, however, exceptions where vertical mixing has a strong isopycnal component because of sloping isopycnals. This happens in the high latitudes, where the isopycnals outcrop at the surface, in frontal regions such as the Antarctic Circumpolar Current, and in western boundary currents. Mixing along isopycnal surfaces is much more pronounced since it occurs with the least expenditure of energy. Hence, although essential as a potential driver of the
MOC, the diapycnal mixing coefficient is typically several orders of magnitude smaller than the isopycnic one. Note that by mixing we mean small-scale turbulent motions in the ocean that occur on centimeter scales up to mesoscale eddies, whose spatial scales are on the order of 1–50 km.

3.1. Mixing Coefficients

Because of the lack of data, and to simplify matters, the diapycnal mixing coefficient was initially assumed to be uniform throughout the ocean interior, implying a uniformly distributed, slow upwelling over large regions of the oceans \([\text{Stommel and Arons, 1960}]\). Assuming that vertical advection \(w\) and turbulent mixing are the dominant terms in the transport equation of a conservative tracer \(C\) leads to a vertical advection-diffusion balance

\[
w \partial_z C = \partial_z (\kappa \partial_w C),
\]

with a vertical turbulent diffusion coefficient \(\kappa\). Here turbulent mixing has been parameterized as turbulent diffusion, analogous to molecular diffusion. \([\text{Munk, 1966}]\) assumed a constant \(\kappa\) and estimated a value of \(\kappa = 1 \times 10^{-4} \text{ m}^2 \text{s}^{-1}\) for the diapycnal turbulent diffusivity by fitting this balance pointwise to tracer data from the central Pacific Ocean. Since then, \(\kappa = 1 \times 10^{-4} \text{ m}^2 \text{s}^{-1}\) was widely regarded as the proper diapycnal mixing coefficient needed to return the deep waters back to the surface.

However, in recent years, direct and indirect measurements of mixing coefficients have revealed that diapycnal mixing is highly variable in space. Interior mixing rates away from topographic features and boundaries indicate values of the order of only \(\kappa \approx 0.1 \times 10^{-4} \text{ m}^2 \text{s}^{-1}\) \([\text{Moum and Osborn, 1986; Ledwell et al., 1993; Oakey et al., 1994}]\) and even lower values close to the equator \([\text{Gregg et al., 2003}]\). Strong mixing with turbulent diffusion coefficients up to \(\kappa = 100 \times 10^{-4} \text{ m}^2 \text{s}^{-1}\), on the other hand, can be found near highly variable bottom topography \([\text{Polzin et al., 1997; Ledwell et al., 2000; Garabato et al., 2004b}]\) or along continental slopes \([\text{Moum et al., 2002}]\).

Taking into account that mixing is highly variable in space, \([\text{Munk and Wunsch, 1998}]\) reestimated the basin average diapycnal turbulent diffusivity by applying the vertical advection-diffusion balance to zonally averaged densities. They interpreted the resulting turbulent diffusivity as a surrogate for a small number of concentrated mixing regions from which the mixed water masses are exported to the ocean interior. Their analysis was based on the assumption that all of the estimated 30 Sv of deep water that is formed at both northern and southern high latitudes (see section 5) upwells at low latitudes between depths of 1000 m and 4000 m. This approach resulted in the same globally averaged value of \(\kappa = 1 \times 10^{-4} \text{ m}^2 \text{s}^{-1}\). \([\text{Munk and Wunsch, 1998}]\) hypothesized that the power required to mix waters with a uniform coefficient of \(\kappa = 1 \times 10^{-4} \text{ m}^2 \text{s}^{-1}\) is the same as if concentrated mixing occurred with much higher coefficients in only about 1% of the ocean, thus reaffirming \(\kappa = 1 \times 10^{-4} \text{ m}^2 \text{s}^{-1}\) as the average diapycnal mixing coefficient required to return the deep waters back to the surface.

3.2. Mixing Energy Requirements

We reconsider here the energy balance for a non-convective system like the ocean \((\text{equation (23)})\) in which the net buoyancy transport is zero,

\[
\langle w \tilde{b} \rangle = \langle \tilde{\pi} \tilde{b} \rangle = 0,
\]

where the overbar again denotes large-scale long-term averages. We assume the mechanical energy source for sustaining the flow is from diapycnal mixing, supplied through \(w \tilde{b}\). We remind the reader that the angle brackets denote the horizontal integral, so equation (29) holds for every depth level below the surface. The direct wind input into the large-scale kinetic energy balance is neglected here, and from the volume-integrated kinetic energy balance \((\text{equation (17)})\):

\[
\int_V \rho \tilde{\pi} \tilde{b} dv = -\int_V \rho w \tilde{b} dv = \int_V \rho e dv
\]

the energy required to sustain the flow can be estimated. Since the dissipation term on the right-hand side is positive, the large-scale potential to kinetic energy conversion term \(\tilde{\pi} \tilde{b}\) is positive, and potential energy supplied by diapycnal mixing is converted into large-scale kinetic energy and drives the flow.

\([\text{Munk and Wunsch, 1998}]\) used the closure from \((\text{equation (28)})\) for the turbulent mixing term in \((\text{equation (30)})\)

\[
\rho_0 w \tilde{b} = \rho_0 \kappa(z) \partial_z b
\]

and estimated the amount of energy production \(E_{\text{mix}}(z)\) required to maintain the abyssal stratification against an upwelling velocity \(w(z)\):

\[
E_{\text{mix}}(z) = \kappa(z) \rho_0 \partial_z b = -\kappa(z) g \partial_z \rho(z).
\]

where \(\kappa\) is the depth-dependent turbulent diffusivity as computed from the density distribution and the assumed upwelling of 30 Sv in the low-latitude oceans and \(\rho\) is the density. By integrating equation (31) over the global abyssal ocean volume, they obtained that a total of 0.4 TW of energy input is required.

\([\text{Wunsch and Ferrari, 2004}]\) also estimated the energy requirement from the term on the left-hand side of \((\text{equation (30)})\), by considering the density difference between the denser downwelling and less dense upwelling waters. Again, inserting vertical velocities consistent with a total of about 30 Sv volume transport that needs to upwell across stratification and density profiles consistent with observations, one obtains the same result of 0.4 TW.

The question remains whether the required energy production is available in reality. This depends crucially on how and where the turbulent kinetic energy provided by the winds and tides is made available for mixing. This energy is supplied at large scales (up to 1000 km) and then transferred across the internal wave spectrum to small dissipation scales (centimeters to millimeters); however, dissipation mechanisms are poorly known and quantified \([\text{Kantha and Clayson, 2000}]\). In the ocean interior the energy distribution of the internal wavefield is well described by...
the Garrett-Munk wave number/frequency spectrum [Garrett and Munk, 1972, 1975; Munk, 1981]. Generally, the energy content of the Garrett-Munk spectrum seems to be able to explain the measured values of diapycnal diffusivity in the order of $0.1 \times 10^{-9} \text{m}^2\text{s}^{-1}$ in the ocean interior [Kantha and Clayson, 2000]. The interaction of abyssal tidal flow with bottom topography is probably responsible for most of the localized elevated mixing rates near the bottom of the ocean. How much of the tidal energy is locally dissipated near their generation site or radiated away is, however, still unclear [St. Laurent and Garrett, 2002; Garrett and St. Laurent, 2002].

[45] Therefore estimates of the amount of energy available for mixing in the real ocean rely on estimates of energy production rates and energy pathways and are highly uncertain. Faller [1968] and Holland [1975] were the first to estimate the terms of the energy budget of the general circulation. The following discussion of these estimates is summarized in Table 1. The total amount of mechanical energy input by the winds can be partitioned as in the work of Wang and Huang [2004a] into

$$W_{\text{wind}} = \tau \cdot u_o + \nabla' \cdot \nabla'_{o} + \rho' w'_{o},$$

(32) where $\tau$ and $u_o$ are the long-term large-scale surface wind stress and velocity, respectively, $\nabla'$ and $\nabla'_{o}$ are the respective high-frequency perturbations associated with surface waves, and $\rho'$ and $w'_{o}$ are perturbations of the surface pressure and vertical velocity, respectively. In equation (32) we have dropped, for simplicity, the overbar in all quantities that refer to large-scale long-term averages. Splitting the horizontal surface velocity into its geostrophic and ageostrophic components, we have

$$W_{\text{wind}} = \tau \cdot u_{o,g} + \tau \cdot u_{o,a} + \nabla' \cdot \nabla'_{o} + \rho' w'_{o},$$

(33)

[46] The first term represents the work done by the surface winds on the geostrophic flow, estimated by Wunsch [1998] to be 1 TW. Most of this large-scale energy enters through the Southern Ocean and is the subject of section 4. Here we are interested in how much is eventually available for mixing, and Wunsch and Ferrari [2004] argue that this potential energy is mainly lost through baroclinic instability resulting in mixing. The second wind input term is the work on the ageostrophic flow, estimated to be about 3 TW [Wang and Huang, 2004a; Watanabe and Hibiya, 2002; Alford, 2003]. The third and fourth terms are the work of the wind stress on surface waves. They represent by far the largest contribution, estimated by Wang and Huang [2004b] to be 60 TW, most of which is shown to enter the ocean through the Antarctic Circumpolar Current. However, as pointed out by Wang and Huang [2004b], this does not mean that the latter term is the dominant energy input to the large-scale oceanic energy balance, since a large fraction is bound to be dissipated in the surface layer. All of the wind energy input terms also contribute indirectly to mixing through generation of internal waves, which probably constitute the bulk of background mixing. In total, a rough estimate is that about 1 TW of wind energy input is available for turbulent mixing.

[47] The energy input by tides in the ocean is estimated to be about 3.5 TW, most of which is thought to be dissipated on the continental shelves, but around 1 TW would be available for abyssal mixing through the generation of internal waves and turbulence [Munk and Wunsch, 1998; Egbert and Ray, 2000]. It needs to be stressed that energy pathways are not known well enough and the above represents a very brief summary of the current understanding of the mechanical energy balance of the ocean that is discussed in more detail by Wunsch and Ferrari [2004]. Overall, a crude estimate is that winds and tides provide mixing energy with a rate of about 2 TW.

[48] The largest part of this mixing energy is directly dissipated through viscous friction. Only a fraction of this turbulent kinetic energy production, determined by the mixing efficiency $\gamma$, is converted to potential energy and hence mixing. Osborn [1980] estimated the mixing efficiency to be $\gamma = 0.2$, pointing out that this value may depend strongly on the mechanism causing the turbulence. This value results in a very rough estimate of 0.4 TW directly available for diapycnal mixing from winds and tides.

[49] The above discussion implies that if the ocean’s deep overturning circulation is to be driven mainly by mixing, the amount of energy required for mixing, as estimated by Munk and Wunsch [1998] (see equation (31)), is just about that which is available. However, such estimates and this conclusion rely on assumptions that need to be critically assessed. Munk and Wunsch’s [1998] numbers for the energies and diffusivities are based on the assumption that all estimated 30 Sv of the globally formed deep water (see section 5) upwell in low latitudes across stratification. All 0.4 TW of tidal and wind energy would need to be converted to a kind of mixing that allows deep waters to rise up to the surface. This implies that the energy supply has to act where stratification is high and not in an already mixed water column. Evaluating the driving forces for the AMOC requires assessing how much NADW actually upwells across stratification or, alternatively, at a density similar to that at which it was formed (see section 4).

[50] A further underlying assumption in the estimates of Munk and Wunsch [1998] is that although mixing is locally enhanced at the ocean boundaries, there exists a horizontal homogenization of water masses, meaning the mixed water masses have to be exported to the ocean interior [see, e.g., Garrett et al., 1993]. This horizontal homogenization is a prerequisite to applying the vertical advection-diffusion balance to zonally averaged quantities [Caldwell and Moun, 1995]. The question of whether boundary mixing is vigorous enough and can work such that it explains basin-averaged diffusivities remains unresolved.

[51] Gade and Gustafsson [2004] have analyzed the oceanic circulation’s energy requirements as well as the implied mass transport by assuming the ocean circulation operates in closed cycles in pressure-volume diagrams.
These, they show, can be estimated from the density distribution, considering geothermal heating and diapycnal mixing. Four types of circulation patterns emerge, with different deepwater formation in the North Atlantic. The implied energy requirements depend on the details of the circulation pattern. With the estimate of 2 TW available [Munk and Wunsch, 1998], Gade and Gustafsson [2004] estimate a very weak implied flow of about 3 Sv. However, as Gade and Gustafsson [2004] recognize, the circulation patterns considered were relatively simplified, and more realistic flow patterns with more than one deepwater formation source should be considered.

There is an effect that considerably reduces the required amount of mixing. Hughes and Griffiths [2006] studied the effect of entrainment in a conceptual model. Dense waters formed at the surface flow down the continental slopes. On their way down they entrain the surrounding waters with them. Consequently, these entrained waters need not upwell to the surface but only to intermediate depths, and the amount of mixing to sustain an AMOC is much less than the 2 TW estimated by Munk and Wunsch [1998].

Another issue is the highly uncertain value for the mixing efficiency $\gamma = 0.2$. Studies from the main thermocline indicate a much lower value of $\gamma = 0.05$ [Caldwell and Moun, 1995]. Recent estimates from a large observational database give $\gamma = 0.12$ [Arneborg, 2002], which would imply that an energy input of about 3.5 TW, instead of the 2 TW estimated above, is required to balance the upwelling. Peltier and Caufield [2003] recently point out that the mixing efficiency varies widely depending on the fluid environment. Given this large uncertainty, it seems that with today’s knowledge we cannot reliably determine the turbulent mixing energy budget.

### 3.3. Diapycnal Mixing in Ocean Models

Model studies are helpful to gain insight into how the spatial distribution of vertical mixing in the ocean influences the AMOC. Most ocean models show that the deep overturning circulation and heat transport are very sensitive to the employed diapycnal diffusion coefficient [Bryan, 1987; Zhang et al., 1999; Mignot et al., 2006]. Given the lack of theories on how to parameterize small-scale scale mixing in terms of large-scale quantities, mixing coefficients in ocean models are often used as tuning parameters to achieve the most realistic simulation regarding large-scale observable quantities (surface currents, tracer concentrations and transports, etc.). However, it has to be kept in mind that the employed mixing might partly correct for model deficiencies, many of which arise from the coarse horizontal and vertical resolution (e.g., representation of western boundary currents and deepwater formation processes). Moreover, mixing is not allowed to evolve with the ocean circulation in a changing climate.

Commonly, uniform mixing coefficients or an arctangent vertical profile with interior mixing values of $0.3 \times 10^{-4}$ m$^2$ s$^{-1}$ increasing to $1.3 \times 10^{-4}$ m$^2$ s$^{-1}$ at the ocean bottom [Bryan and Lewis, 1979] is employed. Attempts to express mixing coefficients in terms of model parameters include vertical diffusivity dependent on stratification [Cummins et al., 1990] or related to the Richardson number [Large et al., 1994].

The influence of mixing location on meridional overturning in ocean models was examined by Marotzke [1997], who imposed mixing only at the boundaries, and by Scott and Marotzke [2002], who concentrated mixing entirely at high or low latitudes in or below the thermocline or at the boundaries. Both studies concluded that boundary mixing is more efficient in driving a MOC than mixing in the interior. They relate the meridional density difference in their one-hemisphere model to the east-west density difference in the western boundary current that determines the volume transport and conclude that interior upwelling hinders the processes leading to these east-west density differences. Scott and Marotzke [2002] found that mixing at depths below the thermocline until close to the bottom is not required to generate a deep flow and has little effect on the strength of the circulation through the thermocline. Both studies employ a one-hemisphere model without wind forcing and without bottom topography, which poses a limitation to the validity of the results for more realistic global ocean models.

The effects of topographically enhanced mixing were investigated by Hasumi and Suginohara [1999]. In a global ocean model with realistic topography and wind forcing they increased the diffusivity where subgrid-scale bottom roughness exceeded a certain threshold. Their simulations show that upwelling and circulation of the bottom to deepwater masses is affected by localized deep mixing but that the maximum of the AMOC is insensitive to these changes. In fact, a vigorous AMOC can exist even with a very low background mixing coefficient of only $0.1 \times 10^{-4}$ m$^2$ s$^{-1}$ [Montoya et al., 2005; Saenko and Merryfield, 2005; Mignot et al., 2006; Hofmann and Morales-Maqueda, 2006].

Modeling studies which employ fixed mixing coefficients disregard the amount of mechanical energy required for the mixing. Huang [1999] considered fixed energy profiles from which diffusivities are calculated in an idealized ocean basin with only thermal forcing. He observes a different sensitivity of meridional mass and heat transport to the meridional temperature difference with prescribed energies or prescribed mixing coefficients. However, his parameterization is not conservative: A heat source is introduced where stratification vanishes, which makes it difficult to interpret the results. In his temperature balance equation the diapycnal mixing term appears as $\partial_T/m_{\text{mixing}} = \partial_z [\epsilon(z)/\rho_0]$, with $\epsilon(z)$ being the fixed external energy source profile for mixing. If stratification goes to zero, so should $\epsilon$.

Similarly, Nilsson and Walin [2001], Nilsson et al. [2003], and Mohammad and Nilsson [2004] analyze the behavior of the AMOC that follows from a diffusivity parameterization $\kappa_\nu \propto N^{-q}$, representing the dependence of diffusivity on the local buoyancy frequency $N = \sqrt{-g(\partial_z \rho)/\rho_0}$. They conclude that the AMOC may
intensify rather than decrease with increased freshwater forcing in the North Atlantic. The main deficiency of these simulations is the fact that they were performed with a one-hemisphere model such that the entire overturning circulation had to be driven by mixing (see also section 6.3).

[60] Simmons et al. [2004] used output from a global barotropic tidal model to constrain vertical mixing in an ocean general circulation model (OGCM), representing that part of tidal energy that leads to local topographically enhanced mixing. They added a constant weak background diffusivity of $0.1 \times 10^{-4}$ m$^2$ s$^{-1}$ to the predicted diffusivities in order to account for other nonlocal sources of mixing. This bottom-enhanced mixing improved the representation of deepwater mass properties. The strength of the AMOC was reduced by 50% compared to a simulation with uniform mixing with a coefficient equal to the average of the nonuniform one. Their decrease in AMOC maximum can be attributed to the low value of $\nu = 0.1 \times 10^{-4}$ m$^2$ s$^{-1}$ at thermocline depth compared to $0.9 \times 10^{-4}$ m$^2$ s$^{-1}$ for the uniform mixing case. Montoya et al. [2005] found a realistically represented AMOC in a climate model of intermediate complexity that contains an OGCM, using the same low background diffusivity and topographically enhanced mixing (see Figure 3). Saenko and Merryfield [2005] used the same parameterization for vertical diffusivity and specifically addressed the role of the topographically enhanced mixing as compared to a simulation with only a background mixing of $0.1 \times 10^{-4}$ m$^2$ s$^{-1}$. Their simulations reveal a stagnant abyssal North Pacific Ocean in the latter case, whereas the deep stratification and circulation were more realistic with bottom-enhanced mixing even though the inflow of abyssal waters into the Pacific was still far below observational estimates. Interestingly, the AMOC was already realistically modeled in the low background mixing case. These studies indicate that it is important to use nonuniform diffusion coefficients based on energy considerations instead of fixed constant diffusivities in order to represent the driving mechanisms of the AMOC in a more realistic way and consistent with the available energy.

[61] Although in the past decades, spurious diapycnal mixing, that may arise in numerical models [e.g., Veronis, 1975] has been reduced through the incorporation of isopycnal mixing schemes [Redi, 1982; Gent and McWilliams, 1990], possibly the majority of the current ocean models still overestimate the contribution of diapycnal mixing as a driver of the AMOC. Models mostly employ coefficients in the interior ocean much larger than the observed $0.1 \times 10^{-4}$ m$^2$ s$^{-1}$, resulting in deficient heat transport because the temperature contrast between cold southward and warm northward flows is too weak. The coefficient is sometimes increased to obtain a more realistic present-day model AMOC. Yet a model with an overturning circulation that is too weak is not necessarily caused by diapycnal mixing that is too weak; it can be the result of erroneous surface fluxes, insufficient representation of deepwater formation processes, etc.

[62] Ocean models make use of computational tracer advection schemes with implicit numerical diffusion. This additional diffusion is rarely considered. Yet it can be of the same order as the explicitly applied diffusivity [Gerdes et al., 1991; Griffies et al., 2000; Hofmann and Morales-Magueda, 2006], and it limits the ability to test the model’s behavior in the limit of very low diapycnal mixing [Toggweiler and Samuels, 1998].

[63] A further potentially important mechanism for mixing is double diffusion. On the molecular level the diffusivities of heat and salt differ by an order of magnitude, driving convective motions even in a stable stratification. There is evidence that these processes play a significant role in turbulent mixing [Schmitt, 1994], which led a number of authors to apply different ratios of vertical turbulent diffusivities in ocean models [Zhang et al., 1999, and references therein]. The overall implications for the large-scale ocean circulation are still unclear; however, double diffusion generally leads to a reduction of the AMOC because of the implied upgradient flux of buoyancy.

[64] How important is mixing for the abyssal stratification of the water masses? Vallis [1999] points out that the source of stratification below the thermocline is not the downward diffusion of heat together with upward advection but, rather, the presence of different water masses in the abyss. In a model without a circumpolar channel and starting from an ocean with uniform density, low values of the vertical diffusivity resulted in a deep ocean with very weak stratification. As soon as an Antarctic circumpolar channel, partially blocked by meridional topography, was added, the deep waters formed there spread equatorward and produced stratification. It is the basin-scale advection that plays the dominant role in setting up the stratification. In fact, the structure and depth of the main thermocline can also be quite well explained with ideal fluid thermocline theory, without directly invoking vertical mixing [Luyten et al., 1983; Jenkins, 1980; Radko and Marshall, 2004].

[65] The study by Vallis [1999] highlights the importance of the model geometry when investigating the role of mixing. Many of the studies mentioned above employed one-hemisphere models with North Atlantic Deep Water formation and without an Antarctic circumpolar channel, with all upwelling necessarily taking place within the Atlantic ocean. As will be discussed in section 4, the wind-driven Antarctic Circumpolar Current (ACC) is another, dynamically rather different, potential driver of the AMOC. In a one-hemisphere model without wind forcing the only driving mechanism is diapycnal diffusion, and hence the sensitivity of the AMOC might be inadequately represented. From our current understanding the low observed interior mixing coefficients are consistent with the fact that no significant upwelling of deepwater masses up to the surface has been observed so far at low latitudes (see section 4). Furthermore, another observational constraint is derived from the Sverdrup balance:

$$\partial_w \beta = \frac{\beta}{f} v, \tag{34}$$
where $w$ and $v$ are vertical and meridional velocities, respectively, $f$ is the Coriolis parameter, and $\beta = \partial f / \partial y$ is its meridional derivative. The Sverdrup balance implies that vertical divergence of vertical motion (left-hand side) will be associated with a meridional velocity (right-hand side). It also means that there can be no meridional flow in the ocean interior in the absence of a vertical velocity $w$, which must cross the horizontal isopycnals. However, apart from western boundary currents a number of observations indicate predominantly zonal flows, which are consistent with locally enhanced mixing at depth [Hogg et al., 1996; Hogg and Owens, 1999; Webb and Suginohara, 2001b] but not with strong interior mixing.

In summary, neither the observations of mixing and upwelling nor the incorporation of mixing into models has been adequately understood to date. The estimates of the individual terms in the energy budget are fraught with large uncertainties. For these reasons it is still difficult to quantify to what extent diapycnal mixing drives the AMOC.

4. WIND-DRIVEN UPWELLING IN THE SOUTHERN OCEAN

The alternative hypothesis to upwelling of deepwater masses driven by diapycnal mixing is wind-driven deep upwelling in the Southern Ocean. If this mechanism dominates, the strength of the AMOC is controlled by winds acting on the surface of the Southern Ocean. We now discuss this alternative view and its implications in terms of the energy requirements to drive the MOC.

4.1. Where Does Deep Upwelling Take Place?

Several lines of evidence question that deep upwelling occurs in a broad, diffuse manner [Döös and Coward, 1997; Webb and Suginohara, 2001b; Toggweiler and Samuels, 1993b]. Rather, there is evidence for substantial upwelling of deepwater masses occurring in the Southern Ocean. These findings basically stem from the distribution of prebomb radiocarbon [Toggweiler and Samuels, 1993b], rates of biogenic silica production [Gnanadesikan and Toggweiler, 1999], and transect studies of other tracers [Wunsch et al., 1983; Robbins and Toole, 1997].

Prebomb radiocarbon data in the tropical Pacific Ocean reveal an asymmetric distribution of the surface $\Delta^{14}C$ with respect to the equator [Toggweiler and Samuels, 1993b], indicating that surface water masses in the Northern Hemisphere must be younger than those in the Southern Hemisphere. Toggweiler and Samuels [1993b] conclude that in the case of a strong abyssal upwelling along the equatorial Pacific the $\Delta^{14}C$ age distribution of sea surface water masses would be symmetric.

Although the relatively high biogenic silica export flux occurring in the eastern equatorial Pacific (7–10 Tmol yr$^{-1}$ [Gnanadesikan and Toggweiler, 1999]) could indicate a strong upwelling of nutrient-rich water masses in that region, Toggweiler et al. [1991] argue that these water masses need not necessarily originate from an abyssal source, since lower layers of the equatorial undercurrent could feed the eastern equatorial Pacific upwelling system.

The few available high-resolution simulations indicate substantial upwelling of deepwater masses in the Southern Ocean south of the ACC in the latitude band of Drake Passage [Döös and Coward, 1997] (see Figure 5). Observational evidence supporting this conclusion comes again from prebomb radiocarbon data. Newly formed NADW in the Nordic and Labrador seas has $\Delta^{14}C$ values of about $-70\%$ [Broecker and Peng, 1982]. On its way toward the south, $\Delta^{14}C$ decreases continuously because of radioactive decay of $14^C$ atoms and reaches values of about $-160\%$ when it enters the ACC (see Figure 6 for details). Sparse prebomb $\Delta^{14}C$ samples from the sea surface in the Weddell and Ross seas reveal similarly low values of about $-150\%$ [Toggweiler and Samuels, 1993b], indicating a strong upwelling of deepwater masses.

4.2. Drake Passage Effect

In contrast to the rest of the ocean, where wind-driven upwelling is confined to the upper ocean, surface winds in the Southern Ocean apparently drive upwelling of deep water [Rintoul et al., 2001; Gnanadesikan and Hallberg, 2002]. What is special about this region of the globe?

The latitude band of Drake Passage, between South America and Antarctica, exhibits topographic characteristics unique on Earth. Except for the Arctic Ocean it is the only oceanic band that circles the Earth without encountering meridional topographic barriers down to a depth of about 2500 m. Below this depth the shallowest topographic features found are the Kerguelen Plateau, in the Indian Ocean part of the Southern Ocean, and the Scotia Arc in the vicinity of the Drake Passage. The profile of this “Drake passage band” is marked as a dashed line in Figure 2. This feature results in a particular dynamic constraint, the so-called Drake Passage effect [Toggweiler and Samuels, 1995]: Because of the lack of meridional topographic barriers the zonally averaged zonal pressure gradient must be zero in this latitude band down to the depths of the shallowest sills. Hence no net meridional geostrophic flow can be sustained at these latitudes and depths, and the zonally integrated geostrophic velocity has to vanish, i.e.,

$$\oint v_y \mathrm{d}x = \frac{1}{\rho} \oint p_x \mathrm{d}x = 0,$$

where the line integral represents any closed contour with the latitudes of the Drake Passage (about $56^\circ$–$63^\circ$S) and between the ocean’s surface and the shallowest point at each latitude. Thus only ageostrophic meridional flows can be sustained. Such flows may be directly forced by the wind. Surface winds over the Southern Ocean are mainly westerly, driving a northward Ekman transport in the ocean’s surface layers of about 30 Sv. The maximum zonal westerly wind stress occurs roughly at 50°S. Hence south of this area surface divergence leads to upwelling (the Ekman velocity being $v_E = (\nabla \times \mathbf{\tau})/\rho_0 > 0$, with the wind stress $\mathbf{\tau}$), while north of it there is surface convergence.
Toggweiler and Samuels [1993b, 1995, 1998] suggested that the Drake Passage effect has fundamental implications for the meridional overturning circulation. The basic idea is that at the latitudes of Drake Passage the return flow of the northward Ekman flow driven by Southern Ocean westerly winds must take place below the depth of the shallowest sill. In their view, given that at these latitudes the densities of the surface northward and deep southward water masses are very different, the only place where these can be connected is the North Atlantic. Hence NADW is viewed simply as the closing, sinking branch of a loop driven by Southern Ocean westerlies in which surface waters are pushed northward by Ekman drift, which, because of the Drake Passage effect, forces deep waters to upwell. The weak stratification in the North Atlantic favors that deep waters are formed there through buoyancy loss at the surface and subsequent sinking. North Atlantic outflow waters are thus nothing but the deep return flow of the surface Ekman transports from the Southern Ocean.

Consequently, the intensity of the inflow and outflow from the Atlantic basin, i.e., the strength of the AMOC, should be largely determined by the strength of the Southern Ocean zonal wind stress component. Strengthening the westerly winds in the Southern Ocean should result in

Figure 5. Upwelling regions of NADW in a high-resolution ocean model. The color scale indicates the vertical velocity of NADW as it reaches the isopycnal 1027.625 kg m\(^{-3}\), calculated from 1.58 million trajectories. About 60% of the NADW that crosses the equator in the Atlantic upwells south of 50°S. Updated figure from Döös and Coward [1997], reproduced with permission.

Figure 6. Atlantic south to north cross section along 28°W of the natural radiocarbon distribution (\(\Delta^{14}C\)) in parts per thousand. The low \(\Delta^{14}C\) concentrations at the surface of the Southern Ocean suggest strong upwelling there. Data are from the World Ocean Circulation Experiment (WOCE) [Key et al., 2004].
enhanced Atlantic overturning circulation via enhanced northward Ekman transport. This hypothesis has been tested with an OGCM, which shows, indeed, a large sensitivity of NADW and its outflow at 30°C to the zonal component of the wind stress in the Southern Ocean [Toggweiler and Samuels, 1993a, 1995]. Nevertheless, this finding has been questioned on the basis that the large sensitivity results from using restoring surface boundary conditions that impede North Atlantic temperatures to respond to ocean circulation changes: A model that took into account, albeit in a simplified way, the negative temperature feedback of the AMOC shows much smaller sensitivity of the NADW outflow to changes in the Southern Ocean winds [Rahmstorf and England, 1997].

Moreover, according to Toggweiler and Samuels [1993b, 1995], because of the Drake Passage effect, the northward Ekman flow must return south via the North Atlantic and below the depth of the shallowest sills. However, observations [Schmitz, 1995, 1996] indicate that the northward flow at about 40°S is, in fact, much smaller than the Ekman transport, which implies that a substantial part of the return flow takes place at shallow depths, i.e., above topography. In accordance with this, inverse model results [Sloyan and Rintoul, 2001b] and high-resolution ocean models [Killworth and Nanneh, 1994; Hallberg and Gnanadesikan, 2007] indicate considerable poleward transport at layers above topography. Rintoul et al. [2001] and Gnanadesikan and Hallberg [2002] describe how this can be achieved. As portrayed by the meridional overturning stream function (Figure 7), in ocean models a substantial amount of the southward Ekman return flow takes place within the Southern Ocean in the so-called Deacon cell. A very important property of this cell, as indicated by results from high-resolution models, is that it is associated with very little density changes [Döös and Webb, 1994]. This implies that if plotted in neutral (density) coordinates, the Deacon cell vanishes, while showing up in height coordinates. If the southward return flow occurs above topography at the same density as the Ekman flow (Rintoul et al.’s [2001] case I), there will be no overturning cell in density coordinates. The density layers below will also contain similar flows; water particles would describe cells in a given isopycnal layer such that flows in opposite sense of

![Figure 7](image1.png)

**Figure 7.** Global stream function of the zonally integrated meridional overturning circulation for the same simulation as in Figure 3. A total of about 38 Sv of deep water is formed. The deepwater formation rates in the North Atlantic (see Figure 3) and in the Southern Ocean are almost equal. The overturning cell in the upper waters of the Southern Ocean is called the Deacon cell as described in section 4.2.
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**Figure 8.** Schema showing how the Deacon cell vanishes. Thin lines represent constant density surfaces, called isopycnals; thick lines represent the trajectories of water particles on the isopycnals. If a zonal average is taken on the isopycnals, the circulation vanishes on each isopycnal, and no net meridional circulation remains. If the zonal average is taken on levels, then all meridional circulation cancels out too, except on the topmost and the lowest horizontal surfaces. Thus in this zonally averaged picture a spurious top-to-bottom overturning cell remains.
two adjacent density layers cancel (Figure 8). In height coordinates the net flow at all intermediate depths cancels except at the very surface and below topography. It can be shown that this case is associated with the existence of eddies, either stationary or transient [Rintoul et al., 2001]. Thus a substantial amount of the northward Ekman transport recirculates back southward, and the upwelling can take place above topography because of the presence of eddies.

[77] Hallberg and Gnanadesikan [2007] have recently shown that the structure of the overturning cells in the Southern Ocean varies considerably with the model’s resolution. Basically, the surface poleward transport increases considerably, and extends farther southward, with higher resolution. Furthermore, they have also shown that the sensitivity of the AMOC to wind stress changes markedly with the ocean model resolution. In coarse-resolution models, changes in the Ekman transport produce comparable changes in the overturning, with a large fraction of the enhanced Ekman transport supplied by deep upwelling. The eddy kinetic energy responds linearly to changes in the wind stress, so that for higher resolutions a large fraction of the Ekman transport changes are compensated by the eddy-induced transport, drawing from lighter waters than does the mean overturning. These results, together with those pointed out in the previous paragraph, thus suggest that the sensitivity to the Southern Ocean winds might depend on the model employed, in particular, its resolution, background climate, and feedback strength, and that, even in the case in which most of the upwelling of NADW takes place in the Southern Ocean, the Drake Passage effect might not necessarily result in such a strong link between Southern Ocean westerly winds and NADW.

[78] Finally, as long as the surface westerly winds over the Southern Ocean are present in a similar way to today’s, there will indeed be a northward Ekman transport of 30 Sv. However, even in the extreme case in which all this flow were associated with deep upwelling and a net return flow originating from below the depth of about 2000 m (Rintoul et al. [2001]’s case II), this does not necessarily imply the existence of an AMOC such as the present one, with deepwater formation in the North Atlantic. Climate models suggest the existence of two stable equilibria of the AMOC through the positive salinity advection feedback (see section 6.2 and Manabe and Stouffer [1988], Rahmstorf [1996], and Rahmstorf et al. [2005]), one with strong downwelling in the North Atlantic and one without. It is thus the possibility of having localized downwelling in the North Atlantic that determines the specific shape of the overturning cell (section 5). Although from Sandström’s theorem (section 2) it is clear that surface buoyancy fluxes do not drive the deep overturning circulation; through their influence on deepwater formation they play a central role in the amount of volume transported by the overturning circulation as well as its shape. Thus they should be considered as necessary for the existence of a deep AMOC [Huang, 2004].

### 4.3. Winds: Energy Requirements, Sources, and Pathways

[79] The scenario in which most of the deep waters upwell through wind-driven upwelling in the Southern Ocean implies that the dominant energy input driving the AMOC is the direct large-scale kinetic energy input through the winds to the large-scale circulation. As mentioned in section 3, one of the first estimates of mechanical energy input by the surface winds to the ocean circulation was that by Lueck and Reid [1984], who estimated 7–36 TW. It has been assumed that most of this energy probably remains in the surface, leading to turbulent mixing and surface gravity waves, and that only a very small fraction goes to the large-scale ocean circulation [Wunsch and Ferrari, 2004, and references therein]. Wang and Huang [2004a] have recently considered the work done by the large-scale, quasi-steady surface currents. As described in section 3, splitting the horizontal surface velocity into its geostrophic and ageostrophic components, we have (see section 3.2)

$$W_{\text{wind}} = \tau \cdot u_{\text{a,g}} + \tau \cdot u_{\text{a,e}}.$$  \hspace{1cm} (36)

where for simplicity we have dropped the overbar in all quantities that refer to large-scale long-term averages. The first term on the right-hand side represents the work done by the surface winds on the geostrophic flow. Fofonoff [1981] and Oort et al. [1994] estimated this contribution to be about 2 TW; Wunsch [1998], however, estimated only 1 TW and showed that the largest inputs take place in the Southern Ocean and northern western boundary current regions (Gulf Stream, North Atlantic, and Kuroshio currents). The second term is the work on the ageostrophic flow, estimated as about 3 TW, resulting from about 2.4 TW from subinertial periods [Wang and Huang, 2004a] and 0.5–0.7 TW from inertial periods [Watanabe and Hibiya, 2002; Alford, 2003]. The largest inputs are found in the Southern Ocean as well. Wang and Huang [2004a] indicate that part of the energy from subinertial periods contributes to sustain mixing and turbulence below the Ekman layer but most is likely to contribute to mixing and turbulence within the Ekman layer, maintaining the stratification of the upper ocean.

[80] The input of mechanical energy by the winds on the general circulation is thus essentially the work done by the wind stress on the geostrophic flow, i.e., the first term of the right-hand side in equation (36), which actually forces the interior circulation indirectly through the Ekman layer [Fofonoff, 1981; Wang and Huang, 2004a]. This can be seen by considering the kinetic energy balance for the Ekman layer [Wang and Huang, 2004a]:

$$E_I = W_{\text{wind,Ek}} - P - D,$$  \hspace{1cm} (37)

where $E_I$ is the total kinetic energy of the Ekman layer, $W_{\text{wind,Ek}}$ is the rate of wind energy input in the Ekman layer, given by

$$W_{\text{wind,Ek}} = \tau \cdot u_{\text{a,g}} + \tau \cdot u_{\text{a,e}}.$$  \hspace{1cm} (38)
where $\mathbf{u}_{a,e}$ is the surface Ekman flow, $P$ is the pressure work by the current integrated over the Ekman layer, and $D$ is the dissipation rate. As shown by Wang and Huang [2004a], because the geostrophic flow is normal to the pressure gradient, the surface pressure work within the Ekman layer is simply $\nabla p_s \cdot \mathbf{u}_e$, where $p_s$ and $\mathbf{u}_e$ are the surface pressure and the Ekman velocity, respectively. Integrating over the Ekman layer, assuming constant pressure gradients and taking into account the expression for the geostrophic flow, we have

$$P = \nabla p_s \cdot \mathbf{u}_e = \tau \cdot \mathbf{u}_{a,e}. \tag{39}$$

where $\mathbf{U}_e$ is the Ekman velocity integrated over the Ekman layer. Thus the surface pressure work integrated over the Ekman layer is equal to the work done by the wind stress on the geostrophic flow [Gill et al., 1974; Wang and Huang, 2004a; Gnanadesikan et al., 2005]. Inserting (38) and (39) into (37), the kinetic energy balance is simply

$$E_i = \tau \cdot \mathbf{u}_{a,e} - D. \tag{40}$$

Wind stress energy input into the ageostrophic current is thus used to maintain the Ekman spiral against dissipation in the Ekman layer [Wang and Huang, 2004a]. Wind stress work on the surface geostrophic currents is converted to pressure work by the current over the Ekman layer, which is related to the GPE energy generated by Ekman pumping: Divergence of the Ekman layer generates vertical velocities (Ekman pumping or suction, including coastal upwelling), which perform work against the hydrostatic pressure field, contributing to generation of GPE in the ocean. Thus the work done by the wind on the geostrophic flow is converted into large-scale kinetic energy, which is then transferred into large-scale GPE [Gill et al., 1974; Wunsch, 1998; Wang and Huang, 2004a; Wunsch and Ferrari, 2004; Huang et al., 2006].

As shown by Toggweiler and Samuels [1998], there are two regions of net kinetic to GPE conversion. The first one is indeed the subtropical gyres, because of Ekman pumping of light surface waters. Gnanadesikan et al. [2005] indicate that this is the dominant driving term in realistic general circulation models. Yet Toggweiler and Samuels [1998] point out GPE generation in this region almost cancels out with its drawdown through equatorial upwelling. The second region is the Southern Ocean, where surface divergence leads to the upwelling of deep, dense waters. Ivchenko et al. [1997] also report that upwelling is an important source of GPE in the FRAM model and that in high-resolution OGCMs there is always a net conversion of kinetic energy to GPE.

This is quite a different situation from the classical upwelling-diffusive balance, in which turbulent kinetic energy is converted to GPE, which is then converted into large-scale kinetic energy and eventually dissipated through friction. Munk and Wunsch [1998], Wunsch, [1998], and Wunsch and Ferrari [2004] assume the wind energy input to the ocean general circulation contributes to the global MOC through abyssal mixing up to a total of about 2 TW required if most of the deep water upwells at low latitudes (section 3). However, much less mixing would be required if all or most upwelling were wind driven in the Southern Ocean: virtually only that necessary to mix AABW. Dissipation would be balanced by the work done by winds on the large-scale circulation. In this case the sinking and upwelling water masses would have very similar densities; in the limit of no vertical mixing the second term on the left-hand side in equation (26) vanishes and $\nabla \mathbf{h} = 0$. The conversion of deep dense water to surface light water would take place at the surface of the Southern Ocean (Figure 9, case 2). This was indicated by Webb and Suginohara [2001a, 2001b], who revisited the energy requirements to sustain deepwater formation, taking into account the density structure in the Southern Ocean and the fact that most deep water apparently upwells there. They argue that the total of 25–30 Sv of deep plus bottom waters, which, as Munk [1966] and Munk and Wunsch [1998] assumed, must upwell to the surface, is an overestimate. This would mean that the estimate of about 2 TW required to sustain mixing is too high. The point of Webb and Suginohara [2001a, 2001b] is that not all 30 Sv need to upwell through mixing to the surface. They consider separately the two MOC cells, the AABW cell and the NADW cell (see Figures 10 and 11). AABW must be raised by mixing to the NADW level. Beyond that, as discussed in section 4.2, deep water is brought to the surface by wind-driven upwelling. In the NADW cell, 9–12 Sv of deep water upwell in the Southern Ocean to the surface via Ekman suction. The rest, about 5–8 Sv, is upwelled by mixing. For this latter mixing, Webb and Suginohara [2001a] estimate that an energy flux of 0.6 TW is required. Even if the mixing energy for the AABW conversion is added, the total mixing energy required is likely to stay below the ~2 TW that are available (see section 3). An inverse analysis of hydrographic sections in the Southern Ocean [Sloyan...
and Rintoul, 2001a] as well as an analysis of the surface fluxes [Speer et al., 2000] leads to the same conclusion that both diapycnal mixing and wind-driven upwelling are driving the AMOC. The energy budget is closed by including the required energy input for wind-driven upwelling.

5. THE ROLE OF DEEP WATER FORMATION

[S3] At its surface the ocean exchanges heat, fresh water, and momentum with the atmosphere. Having discussed the role of energy and momentum fluxes for the large-scale circulation in sections 3 and 4, we now concentrate on the heat (latent, sensible, and radiative) and freshwater (evaporation, precipitation, runoff, sea ice, and glacier meltwater) fluxes that are subsumed as buoyancy fluxes. From Sandström's theorem (section 2) it is evident that surface buoyancy fluxes cannot provide the energy that is necessary to drive the AMOC. However, they are essential for deepwater formation, i.e., the conversion of surface water masses to deep waters by raising their density through cooling and/or increasing salinity. The dense deep and bottom water masses in the oceans are formed in the regions of very high surface density. In other words, the surface buoyancy fluxes contribute to setting the properties of the deepwater masses. While the driving processes set the rate of upwelling of a steady state MOC, this does not have to result in an interhemispheric overturning circulation in the sense discussed so far in this review. It is the deepwater formation (DWF) processes that set the interhemispheric shape and the strength of the overturning cell. As mentioned in section 4.2, surface buoyancy fluxes should be considered as necessary for the existence of a deep MOC in the Atlantic [Huang, 2004].

Figure 10. Schema of the AMOC. The two cells, AABW and NADW, are driven by both diapycnal mixing and wind-driven upwelling. Above the levels of NADW are the lighter Intermediate Waters (IW). Lines indicate isopycnal surfaces; numbers indicate the respective neutral densities. The neutral density differs only slightly from the potential density but represents isopycnal motions more precisely. See Figure 11 for the observed position of the isopycnals. Other symbols are the same as in Figure 9. For the AABW cell the dense-to-light conversion occurs at depth through diaipycnal mixing only. For the NADW cell the dense-to-light conversion happens at depth as well as at the surface. For both cells the light-to-dense conversion is due to buoyancy fluxes and entrainment at high latitudes. The choice of the isopycnals is the same as Figure 13 of Sloyan and Rintoul [2001a].

Figure 11. Atlantic south to north cross section of neutral density $\gamma^n$ from WOCE data [Schlitzer, 2000]. The inset shows the geographical position of the section. Wind-driven upwelling in the Southern Ocean occurs for waters of $27.4 < \gamma^n < 28.0$ (see Figure 10). AABW, the densest water mass, is found at $\gamma^n > 28.2$. NADW typically has $27.7 < \gamma^n < 28.0$. In the interior ocean, diaipycnal mixing leads to an upwelling of AABW to NADW levels and of part of the NADW to thermocline depth ($\gamma^n \leq 27.4$). Since in most cases the underlying data were not observed during the DWF season, the outcropping of the respective isopycnals is not seen here. However, the overflow from Denmark Strait forms a boundary current on the shelf of Greenland at about 1000 m depth, just below the $\gamma^n = 27.8$ isopycnal in this section.
Thus they also strongly determine changes in the NADW cell of the AMOC, e.g., during the last glacial period (section 6.1) or, possibly, in the next decades and centuries (section 6.4).

5.1. Deepwater Formation in the North Atlantic

In the North Atlantic, there are several processes that lead to DWF. Open ocean deep convection and other turbulent vertical mixing processes go along with the actual heat loss to the atmosphere. Salt input occurs when sea ice freezes because strongly saline water (brine) is released during this process. Sill overflows, entrainment, and sinking in the boundary currents are associated with the actual downward motion.

Open ocean deep convection is observed in the Labrador Sea and less frequently in the Greenland Sea [Marshall and Schott, 1999]. It can reach depths of 2000 m in the Labrador Sea and 3000 m in the Greenland Sea. A deep convection event starts with preconditioning. Cyclonic wind forcing pushes the surface waters away from the central Labrador Sea toward the coasts, and this happens in a comparable way in the Greenland Sea. This surface divergence leads to upwelling of denser deep waters, which can be seen in transects as a doming of the isopycnals [Lilly et al., 1999]. Together with buoyancy loss to the atmosphere, this weakens the vertical density gradient. The actual convection event is initiated when an individual weather system results in a strong local heat loss and removes the remaining weak density stratification in the ocean. The consequence is a vigorous vertical mixing, with cold surface waters sinking and warmer deep waters rising. Such an open ocean convection event occupies and area of about 50 km diameter and lasts for only a few days. In the Greenland Sea, brine rejection from sea ice formation additionally increases the surface layer density. Open ocean convection also occurs in the Irminger Sea. Yet it is not established so far whether this plays a role for the AMOC [Bacon et al., 2003; Pickart et al., 2003].

The net downward motion of waters during a convective event is negligible. After convection, eddies mix the cold and dense waters in the center of the convection area with waters in the boundary currents. It is still an open question where exactly the postconvection sinking occurs. Recent modeling studies [Spall, 2004; Straneo, 2006] suggest that the sinking mainly occurs at the lateral boundaries of the Labrador and Greenland seas. Other studies suggest that there is an eddy-induced overturning with sinking in the convection region [Khatiwala et al., 2002].

While deep convection down to about 2000 m is necessary for deepwater formation in the Labrador Sea, the situation in the Nordic Seas is different. Any deepwater mass circulating from the Nordic Seas into the North Atlantic has to flow over one of the two sills of the Greenland-Iceland-Scotland ridge (roughly sketched in Figure 2). Their depths are 630 m in the Denmark Strait and 840 m in the Faroe Bank Channel. Hence deepwater formation down to these depths is sufficient for the necessary buoyancy loss to create the overflow waters that are involved in the AMOC [Meincke et al., 1997]. It is observed that these intermediate depths are ventilated regularly by widespread, wintertime mixed layer deepening [Watson et al., 1999]. Experiments indicate that year-round turbulent mixing in the upper ~1000 m is rather strong [Garabato et al., 2004a]. These processes are associated with strong heat loss of middepth Atlantic waters. Other relevant processes for DWF are horizontal eddy mixing, which dilutes the Atlantic Water on its way north, and shelf convection initiated by brine release. The freshwater budget of the Nordic Seas is determined by exchanges with the Arctic Ocean [see, e.g., Weaver et al., 1999; Furevik et al., 2007].

Assessing the rates of deep and bottom water formation is a challenging task. Because the very slow vertical motion of water masses associated with the AMOC eludes detection even when using modern current meters, there is no direct way to quantify the amount of water downwelling at high latitudes. Data on transient tracers such as tritium (\(^{3}\)H), chlorofluorocarbons (CFCs), and others from worldwide ocean surveys (e.g., Geochemical Ocean Sections Study, Transient Tracers in the Ocean, and World Ocean Circulation Experiment) allow an indirect estimate of NADW formation rate of about 15 ± 2 Sv [Broecker and Peng, 1982; Ganachaud and Wunsch, 2000]; Talley et al. [2003] estimate 18 ± 5 Sv from hydrographic data.

The contributions of the different DWF sites to the total amount of NADW formation are comparable. Estimates of the formation rates are based on direct measurement of the overflow currents [Dickson and Brown, 1994] and on inference from tracer distributions [Lab Sea Group, 1998; Smethie and Fine, 2001; Khatiwala et al., 2002], with an error of about 30%: (1) overflow over the Greenland-Iceland sill in Denmark Strait, 2.4–2.9 Sv; (2) overflow over the Iceland-Scotland sill, 2.4–2.7 Sv; and (3) DWF in the Labrador Sea, 2–4 Sv.

To obtain the 15–18 Sv of southward NADW volume transport, additional processes have to be taken into account. Notably, entrainment of waters along the currents’ paths adds considerable volume to the sill overflows.

5.2. Deepwater Formation in the Southern Ocean

In contradistinction to the strong convection sites in the open northern Atlantic the deep water in the Southern Ocean is formed mainly along the continental slope of Antarctica. During the winter in the Southern Hemisphere, large amounts of sea ice are formed around Antarctica. Because of the rejection of brine they leave behind dense water masses near the surface. Large ice-free patches in the sea ice cover, called polynyas, play a central role in this process also because of strong heat loss [Maqueda et al., 2004]. The buoyancy loss makes the waters sink to the bottom of the continental shelf. If the amount is large enough, it reaches the shelf break and flows down the continental slope. During this process its volume is increased significantly by entrainment of less dense waters, and bottom water is formed [Baines and Condie, 1998]. Specific details of the bottom topography with small spatial
structures (on the order of 10 km), such as submarine canyons, are central to these processes, because they determine the degree of entrainment of water masses that is possible because of the roughness of the topography. Therefore quantitative estimates of the amount of deep water formed in the Southern Ocean are difficult to obtain. However, they are crucial for global budgets of the vertical mass transport, which lead to global estimates of the required energy that sustains the global overturning circulation. Interactions between AABW and NADW are addressed in section 6.3.

[92] Assessments of the AABW formation rate based on the distribution of Δ14C and PO43- give values comparable with those in the Northern Hemisphere. PO43- concentrations, lowest in the North Atlantic (about 0.75 μmol L−1) and highest in the Southern Ocean (about 1.95 μmol L−1), show a relatively uniform distribution within the deep Pacific and Indian oceans with values of about 1.3 μmol L−1. Assuming northern and southern water masses to be equally well mixed in these ocean basins, Broecker and Peng [1982] found a formation rate of southern deep and bottom water of about 15 Sv. More recent CFC data analyses, however, contradict these results. Orsi et al. [1999] found that only about 5 Sv of AABW forms all along Antarctica. To reconcile these different assessments, Broecker et al. [1999] assumed the AABW formation rate to be highly variable during the last 1000 years. They speculate that AABW formation could have been much higher during the Little Ice Age (about 16th to 19th century) than today. Orsi et al. [1999] and Ganachaud and Wunsch [2000] argue that values derived from CFC and PO43- are not conflicting because they refer to different density classes of water masses. Whereas the PO43- based value of 15 Sv is associated with the formation of water masses crossing the γn = 28.11 isoline below 1500 m, the value of 5 Sv, derived from CFC data, is associated with production of waters recently exposed to the atmosphere. Entrainment of NADW into the relatively freshly formed Antarctic deep and bottom water coming from the sea surface could explain the steady increase in the formation rate toward greater depth. As a consequence they argue that there is no necessity for the entire amount of 15 Sv of AABW to upwell to the sea surface. This finding is in line with new assessments of the global amount of upwelling deepwater masses. Earlier studies [Munk and Wunsch, 1998] assumed 30 Sv of global deepwater formation, about 15 Sv each from the northern North Atlantic and the Southern Ocean. More recently, Webb and Sugino Hara [2001b] proposed a maximum amount of 20 Sv that have to reach the sea surface, as discussed in section 4.

6. STABILITY OF THE AMOC

6.1. Past AMOC Shifts

[93] Analysis of sediment cores and corals provides a wealth of information on past ocean circulation and shows that it has undergone major changes during the past 120,000 years (reviewed by Rahmstorf [2002]). Time slice compilations suggest that at different times, three distinct circulation modes have prevailed in the Atlantic [Sarnthein et al., 1994]. These have been labeled the stadial mode, interstadial mode, and Heinrich mode, based on their occurrence during stadial (cold) and interstadial (warm) phases of glacial climate and during Heinrich events (see below). In the interstadial mode, North Atlantic Deep Water formed in the Nordic Seas; in the stadial mode it formed in the subpolar open North Atlantic (i.e., south of Iceland); and in the Heinrich mode, NADW formation all but ceased, and waters of Antarctic origin filled the deep Atlantic basin. This grouping of the data into three distinct modes is a somewhat subjective interpretation; the data, however, strongly suggest that latitude shifts of convection (between the Nordic Seas and the region south of Iceland) have occurred [e.g., Alley and Clark, 1999] and that at certain times NADW formation was interrupted [Keigwin et al., 1994]. There is also solid evidence now for a link between these ocean circulation changes and abrupt changes in surface climate [see Clark et al., 2002].

[94] The most dramatic abrupt climate changes are the Dansgaard-Oeschger (DO) warm events, with a warming that can exceed 10°C within a decade or so [Severinghaus et al., 2003]. Proxy data show that the South Atlantic cooled when the North Atlantic warmed [Voelker et al., 2002], which is indicative of an ocean heat transport change, and that salinity in the Irminger Sea increased strongly [van Kreveld et al., 2000], indicative of saline Atlantic waters advancing northward.

[95] Another type of abrupt change is the Heinrich events; sediment data indicate a large discharge of icebergs into the northern Atlantic [Heinrich, 1988] and a shutdown of NADW formation [Keigwin et al., 1994]. These events are thought to have been caused by ice sheet instability; the iceberg discharge would then have provided a large freshwater forcing to the Atlantic (of the order of 0.1 Sv [Hemming, 2004]). This is an important difference to the DO events, for which no large forcing of the ocean is known.

[96] At the end of the last glacial period, as the climate warmed and ice sheets melted, the ocean circulation went through a number of oscillations that may be explained by meltwater input, i.e., the Younger Dryas and the 8.2 kyr cold event.

[97] Many aspects of these abrupt events found in proxy data have been reproduced in model simulations. Large freshwater input, such as that associated with Heinrich events, has been shown in many models to shut down NADW formation [e.g., Schiller et al., 1997]. While the earlier attempts to simulate abrupt events were based on present-day climate states in models, more recently, glacial climate states have become available as a basis for simulations of abrupt ocean circulation change [Ganopolski and Rahmstorf, 2001b]. Latitude shifts in convection can be triggered by small forcing if the ocean circulation is close to a threshold; the resulting climate change patterns resemble DO events [Ganopolski and Rahmstorf, 2001a]. Such convection shifts could be timed by solar variability [Braun.
et al., 2005]. The climate response to freshwater input of the 8.2 kyr event has also been simulated with encouraging results in a number of models [e.g., Bauer et al., 2004].

[98] The variability of the thermohaline ocean circulation during the Holocene after the 8.2 k event is discussed by Keigwin and Boyle [2000]. Variations are clearly much smaller than during glacial times, and the evidence for them is still controversial and not very strong. An important question here is whether cooling during the “Little Ice Age” (~1500–1900 A.D.) is related to THC changes, but this question remains unresolved.

6.2. Freshwater Fluxes and Bistability

[99] The surface fluxes of fresh water give rise to two thermohaline feedbacks. The first one is the “positive salt advection feedback”: The AMOC’s NADW cell transports salt northward, which maintains the waters’ relatively high salinity in the DWF regions in spite of the freshwater input in the northern midlatitudes. Because of the higher density this fosters sinking. Thus there is a positive advective feedback: An ongoing circulation keeps up the deepwater formation, and conversely, with a halted NADW formation, there is no northward salt transport, and hence DWF is suppressed. This advective feedback was described first by Stommel [1961] in a simple two-box model. It gives rise to a parabola-shaped stability diagram that shows a bistability of the overturning with respect to the atmospheric freshwater transport (see Figure 12): For a fixed freshwater flux, there is one stable state with and one stable state without an overturning circulation. A great number of studies have followed Stommel’s pioneer work; we mention here, in an exemplary manner, some studying this or similar box models [Rooth, 1982; Lohmann and Schneider, 1999; Monahan, 2002] and some applying it to three-dimensional ocean and climate models [Bryan, 1986; Marotzke and Willebrand, 1991; Tziperman et al., 1994; Rahmstorf, 1995a, 1996]. Overviews of this vast field are given by Weaver and Hughes [1992] and Rahmstorf et al. [1999].

[100] While the basin-size density gradients (see section 6.3) determine the advective feedback, a second, “convective” feedback concerns one specific deepwater formation site. There is a net freshwater input at the DWF sites in the North Atlantic. As long as convection happens regularly, the inflowing freshwater becomes denser by mixing with the deep saline waters. This keeps the surface density high and thus fosters convection to occur in the following winter. However, once convection has not occurred for a couple of years, because of, e.g., variability in the surface fluxes, then the fresh water accumulates at the convection site. This decreases the surface density and inhibits further convection events. In this way, convection sites may be switched off. The positive convective feedback was described in a two-box model by Welander [1982]; many studies since have used it for the analysis of three-dimensional ocean models [Lenderink and Haarsma, 1994, 1996; Rahmstorf, 1994, 1995b; Pierce et al., 1995] as well of observed data [Kuhlbrodt et al., 2001].

Figure 12. Schematic stability diagram for the volume flux of the NADW cell of the AMOC from a modified version of the Stommel [1961] box model. Solid black lines indicate stable equilibrium states, and dotted black lines indicate unstable states. Changing the freshwater flux into the North Atlantic shifts the position on the branches and may trigger transitions. These transitions are indicated by labeled arrows: a, NADW cell spin down due to advective feedback; b, shutdown due to the convective feedback; c, transition between different deepwater formation sites induced by the convective feedback; and d, restart of the NADW cell. “S” marks the Stommel bifurcation point beyond which no North Atlantic Deep Water formation can be sustained. Adapted from Rahmstorf [2000, Figure 2] with kind permission of Springer Science and Business Media.

[101] Both the advective and the convective feedback imply a possible bistability: Under constant boundary conditions, there can be an “on” and an “off” state. Stommel’s model for the large-scale MOC assumes that the boxes in his model are always well mixed, so surface buoyancy fluxes directly affect the deep flow. We need to reconsider Stommel’s bistability if wind-driven upwelling (section 4) plays a major role in driving the MOC.

6.3. Role of the Drivers for the Stability of the AMOC

[102] How do the stability properties of the AMOC change in dependence on the driving mechanism? How independent of the driving mechanism is the role of deepwater formation? We consider here the insight provided by simple conceptual models based on an equation system that is analytically solvable and yet is thought to capture the main physics of the real system. Most of those models consider a volume flux $\Psi$ of the AMOC’s NADW cell:

$$\Psi \propto D\Delta \rho,$$

(41)

where $\Delta \rho$ is a meridional density difference and $D$ is the pycnocline depth or scale of the vertical flow. One of the first of such conceptual models is the one devised by Stommel [1961], consisting of a high- and a low-latitude
box whose density difference determines the volume flux of the NADW cell. This model does not consider the energetics of the flow. Rather, the AMOC is simply assumed to be proportional to the meridional density difference between the boxes, which is determined by the surface heat and freshwater fluxes and the flow itself.

[103] By contrast, following theories for the structure of the thermocline, Bryan and Cox [1967] derived a scaling for the meridional circulation based on geostrophy and on advective-diffusive heat balance leading to a nonlinear scaling with the meridional density difference. Their derivation implies that the vertical scale for the meridional flow, the depth of the pycnocline, is not fixed as in the Stommel [1961] framework and that the driving of the AMOC in the form of diapycnal mixing is explicitly specified. An equation for the zonal velocity \( u \) follows from thermal wind balance:

\[
f \partial_z u = \frac{g}{\rho_0} \partial_z \rho. \tag{42}\]

Inserting typical scales for the pycnocline depth \( D \) and the meridional extent \( L_y \) of the flow and with \( \Delta \rho \) being the imposed meridional density difference, one obtains for the zonal flows

\[
U = \frac{g}{f \rho_0} \frac{\Delta \rho}{L_y} D. \tag{43}\]

[104] At the base of the thermocline the advection-diffusion balance equation (28) is assumed to hold for the density. The assumption behind the pycnocline scaling without wind is that changes in vertical diffusivity only change the depth of the pycnocline but not the density difference [Robinson and Stommel, 1959]. Inserting typical scales into equation 28 provides

\[
D = \frac{\kappa_v}{W}. \tag{44}\]

The relation between meridional and vertical flow is governed by vorticity dynamics, expressed through the Sverdrup balance:

\[
\beta_v = f \partial_w \quad V = \frac{f}{\beta} \frac{W}{D}. \tag{45}\]

It is assumed that the zonal flow scales like the meridional flow, such that \( UL_y D = VL_y D \). Combining equations (43), (44), and (45) gives an expression for the meridional overturning:

\[
\Psi = VL_y D = \left( \frac{g f L_y^2}{\rho_0 \beta^2} \right)^{1/3} \kappa_v^{2/3} \Delta \rho^{1/3}. \tag{46}\]

The meridional volume transport is proportional to \( \Delta \rho^{1/3} \), and it scales like \( \kappa_v^{2/3} \). Hence this derivation is different from the scaling in the Stommel box model with a constant pycnocline depth.

[105] It is important to note that the scaling \( \Psi \propto \Delta \rho \) is the result of multiple assumptions. One main assumption is that the pycnocline depth \( D \) is determined from advective-diffusive balance and is also the scale for the volume transport. However, in the presence of wind forcing, Ekman pumping creates a “bowl-shaped” structure of the pycnocline as consistent with the theories of the ventilated thermocline and not of vertical mixing. Recently, Marshall et al. [2002] and Radko and Marshall [2004] suggested that lateral eddy fluxes rather than the small-scale mixing at the base of the thermocline are key to maintaining the structure of the pycnocline and balance the downward transport of heat through Ekman pumping.

[106] Apart from that, Rahmstorf [1996] noted that \( D \) being independent of the NADW flow rate would be consistent with NADW not upwelling within the Atlantic. He obtains a linear relation of the Atlantic overturning with an interhemispheric meridional density difference in a global OGCM. Also, his hysteresis curves from the OGCM follow closely that of an interhemispheric box model related to the Stommel box model, using a linear scaling with the density difference. In this model it does not matter by what mechanism the water upwells (this being outside the model domain), and the hysteresis behavior is hence independent of the driving mechanism.

[107] The scaling of equation (46) has been extensively tested mostly in single-hemisphere models without wind forcing [Colin de Verdière, 1988; Marotzke, 1997; Zhang et al., 1999], as has been reviewed by Park and Bryan [2000]. For the scaling with diffusivity, power laws with exponents different from \( 2/3 \) have been found. Park and Bryan [2000] attributed discrepancies to a significant amount of spurious recirculation in the North Atlantic when the overturning is diagnosed in \( z \) coordinates. Park [1999] included the nonlinear mass transport law into Stommel’s box model and concluded that this model has different stability properties.

[108] Another assumption of the scaling equation (46) as well as for the Stommel-type box models is that since the meridional density gradient explains only a zonal flow with geostrophy, it scales like the meridional flow. One common illustration to underline this assumption is that as the zonal flow is bounded by continental barriers, it will lead to a secondary meridional flow: The north-south density difference leads to an eastward flow, which piles up water that downwells on the eastern wall. This resulting east-west gradient in the surface elevation then leads to a northward flow [Wright et al., 1995].

[109] Marotzke [1997] analytically derived an expression for the east-west pressure difference and therefore the meridional flow in relation to the north-south surface density difference for a one-hemisphere model without wind forcing and with the assumption that convection takes place in the eastern boundary. A linear relation between some measure of the interhemispheric meridional pressure gradient and the volume flux of the AMOC has been found diagnostically in global OGCMs. Hughes and Weaver [1994] used a measure of the depth-integrated baroclinic
pressure, defined as the vertical integral of density between the ocean surface and bottom; Thorpe et al. [2001] took the density integrated between the surface and 3000 m.

[110] Gnanadesikan [1999] assumed the north-south pressure difference produces a frictional flow in the western boundary and through that directly related the meridional pressure difference to the meridional flow. He extended the scaling from equation (46) and included two more processes into the conceptual model that would influence the pycnocline depth: Southern Ocean winds through the Drake Passage effect and Southern Ocean eddies. In his framework, northern sinking is balanced by a diffusively driven upwelling in low latitudes and a wind-driven upwelling in the Southern Ocean minus an eddy return flow. Hence he includes the two driving mechanisms explicitly but does not include the salt advection feedback that could lead to nonlinear behavior. His model has been under intense investigation as a possible paradigm for the global MOC [Saenko and Weaver, 2003; Klinger et al., 2003; Kamenskikh and Sarachik, 2004]. However, Levermann and Griesel [2004] discussed that the model does not lead to a linear scaling with the pressure difference $\Delta p D$, which seems contradictory to the diagnostic outcome of OGCMs. Griesel and Maqueda [2006] showed that a three-dimensional global OGCM is not consistent with Gnanadesikan’s [1999] theories, ultimately because the meridional density difference is not independent of the driving processes and the pycnocline depth is less variable.

[111] Griesel and Maqueda [2006] show that there is a linear relation of meridional pressure differences with the Atlantic overturning for simulations with a global OGCM for a variety of values of mixing parameters and surface freshwater forcings. The model behavior is closer to the Stommel model with linear scaling and an Atlantic pycnocline that is constant. This is supported by Mignot et al. [2006], who show that the pycnocline depth is independent of vertical diffusivity.

[112] The question of how a vertical diffusion coefficient depending on the stratification influences the AMOC was addressed by Nilsson and Walin [2001], Nilsson et al. [2003], and Mohammad and Nilsson [2004]. If the total rate of mixing energy supply is kept constant, then there is less vertical mixing in a strongly stratified ocean. In their conceptual and single-hemisphere models this allows for an overturning that increases with a decreasing north-south density gradient in opposition to the Stommel feedback. This intriguing effect, however, could not be reproduced in a coupled climate model [Marzeion et al., 2007].

[113] To our knowledge, no conceptual model exists that would include both driving mechanisms (mixing and winds) as well as potential processes that lead to nonlinear behavior in deepwater formation in a realistic way. Keeling [2002] set up conceptual models of a wind-driven overturning circulation in the limit of very low diapycnal mixing. In this framework, there is a bistability for two circulation states: one with and one without a NADW cell but both with an AABW cell in the abyssal Atlantic. Yet this bistability exists only for a narrow parameter range away from the current climate. Hence these models suggest a stable AMOC. A very demonstrative analytical model was constructed by Samelson [2004]. He sees the overturning circulation as a pump-and-valve system, where the wind-driven upwelling is the pump and deepwater formation in high latitudes is the valve. In the case where the buoyancy fluxes inhibit deepwater formation, then there is a regional recirculation of the waters pulled up in the Southern Ocean. While vertical mixing is very weak in both models, they, nevertheless, clearly demonstrate the difference between the energy source and the role of the surface buoyancy fluxes.

[114] How does the Stommel bistability depend on the magnitude of the vertical mixing? In zonally averaged models [Schmittner and Weaver, 2001; Ganopolski et al., 2001] the hysteresis loop shrinks with increasing vertical diffusion. By contrast, Prange et al. [2003] show, in a three-dimensional ocean model with fixed climatological forcing, that the Stommel hysteresis increases with vertical mixing and, conversely, disappears in the limit of no vertical mixing. It seems that processes like freshwater transports by the horizontal gyres, while not captured by zonally averaged models, must be taken into account for determining the stability.

[115] The wind-driven upwelling mechanism presented by Toggweiler and Samuels [1993a] has received further theoretical attention in a series of works [Nof, 2000, 2003; DeBoer and Nof, 2004a, 2004b]. By taking integrals of the vertically integrated momentum balance around closed loops, the vertically integrated pressure gradient terms are eliminated and the net northward volume inflow into the North Atlantic is related solely to the Southern Ocean wind stress. This aspect seems particularly important considering the consequences for stability of the AMOC. In an ocean where the overturning circulation would be mainly determined by Southern Ocean westerlies, deepwater formation in the North Atlantic would play a more passive role. If, on the other hand, pressure gradients within the outflow region in the Southern Ocean can vary over a broad range independently of the Southern Ocean wind stress, deepwater formation in the North Atlantic is allowed to vary more independently, and also a stable off-state can exist. Indeed, Griesel and Maqueda [2006] show that zonal pressure gradients in western and eastern boundary currents in the region of the South Atlantic inflow do play an active role, independent of Southern Ocean wind stress and influenced by deepwater formation.

[116] Concerning the relative formation rates of NADW and AABW, it appears that they are anticorrelated in model experiments with variations in the buoyancy fluxes [Klinger and Marotzke, 1999]. In experiments with changes in the wind stress forcing in the Southern Ocean, however, NADW strength and AABW strength vary together [Brix and Gerdes, 2003], although they respond on different timescales. This latter behavior was corroborated by Timmermann and Goosse [2004], who, in an experiment with a coupled ocean-atmosphere model, reduced the global wind stress to zero and found the ocean to have no global MOC. The role of wind-driven upwelling for maintaining
the global MOC is found in the model experiments by Saenko and Weaver [2004] as well. Apparently, an AMOC that is driven by both mixing and wind-driven upwelling and that is subject to surface buoyancy forcing may show a stability behavior relating to all of these three processes. Their relative roles are, however, still dependent on the employed model.

6.4. Transient Changes of the AMOC and Their Consequences

[117] The focus of the present article is on the physical processes that sustain a stable steady state of the AMOC. Model simulations suggest that it takes several millennia to reach such an equilibrium state in the deep ocean because of the long timescales of diffusion. Discussing the balance of energy in this equilibrium is necessary for understanding the AMOC, but since the energy constraint applies on long diffusive timescales, it is less relevant for the transient anomalous response, which, instead, is mainly determined by changes in surface buoyancy fluxes. A surface cooling of previously warmer water can lead to unstable stratification and a flow that obtains its energy by converting available potential energy into kinetic energy not requiring a mechanical energy input. Likewise, a surface warming or freshening in DWF regions can lead to a stable stratification there, interrupting the AMOC temporarily or in some conditions even triggering a transition to another stable state. This is important especially in the reaction to global climate warming. The weakening of the NADW cell of the AMOC shown by most coupled climate models in scenarios for the 21st century [Cubasch et al., 2001; Gregory et al., 2005] is mainly caused by heat and freshwater fluxes. Nevertheless, given the role of winds as an energy source to the ocean, the question has been brought up whether transient changes of the AMOC might also be caused by changes in the wind field [Wunsch, 2006].

[118] Some model simulations demonstrate that NADW changes may be transient and reversible. Using a global coupled climate model, Manabe and Stouffer [1994] showed how, in a scenario with quadrupling of the atmospheric carbon dioxide content, the NADW cell almost completely vanishes within 200 years. A continuation of this model run with the constantly high CO$_2$ content [Stouffer and Manabe, 2003] displays a recovery of the NADW cell to the initial strength after 1000 years. In another global coupled climate model a massive freshwater release to the North Atlantic leads to a collapse of the NADW cell, which then recovers to its initial value within 120 years after the freshwater forcing stops [Vellinga and Wood, 2002]. This corroborates a study of Schlöffer et al. [1997], where in a very similar way the NADW cell recovered within 200 years.

[119] The advective, positive “Stommel” feedback, however, allows for an irreversible shutdown of the NADW cell. This effect, clearly seen in box models (Figure 12), is also found in freshwater flux experiments in many coupled climate models [Rahmstorf et al., 2005]. As the result of a CO$_2$ increase plus an additional freshwater input simulating melting of the Greenland ice sheet, Rahmstorf and Ganopolski [1999] found a state without North Atlantic DWF that lasted for several thousand years. This suggests that a century-long transient weakening might eventually end up in a steady circulation state without a NADW cell. The question is whether global warming will drive the real ocean to this point of no return. From model experiments [Rahmstorf et al., 2005], no distinct answer emerges so far, and experts’ assessment of the probability of a breakdown of NADW formation are widely diverging [Zickfeld et al., 2007].

[120] The convective feedback is seen in many coupled climate models as well. For instance, a shutdown of convective activity in the Labrador Sea may lead to a 20% reduction of the maximum overturning [Wood et al., 1999]. If the same happens in the Greenland Sea, the reduction of maximum overturning in the Nordic Seas is between 27% [Schaeffer et al., 2002] and over 50% [Goosse et al., 2002], while the NADW outflow at 30°S is reduced by 12–20%. The convective feedback works on timescales of decades, meaning that shifts in the convection sites might already occur in the first half of the 21st century. The advective feedback has longer timescales, on the order of centuries.

[121] All of the oceanic circulation changes mentioned above have a large effect on climate. A local shutdown of convection could lead to a regional cooling of several degrees [Schaeffer et al., 2002]. A total breakdown of the NADW cell may cool large parts of Europe [Rahmstorf and Ganopolski, 1999]. Seager et al. [2002] have argued that the effect of ocean heat transport on climate has been overstated, but some of their calculations have been shown to be in error, causing an underestimation of the effect of ocean heat transport [Rhines and Håkkinen, 2003]. The model results presented by Seager et al. [2002] show a winter cooling of up to 24°C if ocean heat transport is turned off, in line with other modeling results. It should be noted that such a large cooling arises as a result of positive sea ice feedback and applies only to sensitivity experiments where ocean heat transport is turned off in present-day climate. If the ocean circulation changes in response to a strong anthropogenic warming, this warming may partly or fully compensate for any cooling due to reduced ocean heat transport [Rahmstorf, 1997; Wood et al., 2003]. Further implications of AMOC changes are sea level rise [Levermann et al., 2005] and shifts in the tropical precipitation patterns [Vellinga and Wood, 2002]. A comprehensive analysis of the impacts of AMOC changes is given by T. Kuhlbrodt et al. (manuscript in preparation, 2007). The potential for harmful impacts highlights the need to study the transient development of the AMOC along with the question of the driving processes.

7. DISCUSSION AND OPEN QUESTIONS

[122] The main aim of this paper is to clarify which physical mechanisms drive the Atlantic MOC (AMOC). Early experiments by Sandström [1908] and theoretical
work by Sandström [1916] and Bjerknes [1916] suggested that heating and cooling at the surface alone cannot drive a deep overturning circulation; rather, a deep heat source is required for that if other external forcing mechanisms, such as winds, are absent. Sandström was later [e.g., Jeffreys, 1925; Wang and Huang, 2005; Hughes and Griffiths, 2006] repeatedly challenged on the basis that because of downward mixing of heat (by molecular or turbulent diffusion) a deep flow can still be sustained even if heating and cooling occur only at the surface. In our view, however, this argument still leaves Sandström’s fundamental insight intact. For the large-scale circulation the downward mixing of heat can be considered as the deep heat source that Sandström’s theorem calls for, and Sandström’s insight has inspired much further work to identify this deep heat (or buoyancy) source. This is indeed how Sandström [1908] himself saw it when he proposed that downward penetration of heat in the tropics by mixing could drive the deep flow. He was incorrect, however, in suggesting that salinity differences could drive this mixing.

[123] Jeffreys’ [1925] suggestion that turbulent mixing drives the AMOC was established in detail by Munk and Wunsch [1998] and Huang [1999]: Turbulent diapycnal mixing, in balance with slow upwelling, transports heat downward and thus raises the gravitational potential energy of the water masses. Molecular diffusion is very likely not sufficient to obtain a MOC as turbulent and vigorous as observed [Wang and Huang, 2005]. Paparella and Young [2002] established that a fluid that is heated and cooled at the surface only cannot exhibit the kind of turbulence needed to drive a deep flow if there is no other mechanical energy source such as winds and tides. Their definition of turbulence is quite strict; flows could still no longer be stable and laminar in the regime of an extremely high Rayleigh number (e.g., for a strong temperature gradient [Mullarney et al., 2004]). Nevertheless, as pointed out by Wang and Huang [2005], the amount of mechanical energy that would be available from surface thermal forcing is only about 1.5 GW, not enough to explain the circulation observed in the ocean. A different possible way of raising the waters from depth is direct wind-driven upwelling [Toggweiler and Samuels, 1993b, 1995, 1998]. Here heat fluxes are not directly involved.

[124] Understanding the mechanism that drives the steady state Atlantic MOC requires understanding its energy source. There are two main candidates for the driving mechanisms: (1) mixing, i.e., energy input to small-scale motion through winds and tides (section 3), and (2) winds, i.e., direct energy input to the large-scale motion (section 4).

[125] We summarize the past sections by considering the two extreme cases sketched in Figure 9. If we assume that large-scale upwelling induced by the surface wind stress is absent, then upwelling must be in balance with diapycnal mixing (case 1). The energy source for the turbulent mixing is internal waves in the ocean that break and dissipate. The internal waves are triggered by (1) surface winds, (2) interaction of tidal waves with the ocean bottom, and (3) the interaction of eddies with the ocean bottom. These interactions are especially strong where the bottom topography is rough (underwater ridges, trenches, etc.). However, considering turbulent mixing as the only driver brings up a number of questions. The assumption of uniform upwelling leads to estimates of $\kappa \approx 1 \times 10^{-4} \text{ m}^2 \text{ s}^{-1}$ for the diapycnal mixing coefficient, given the observed present-day stratification. Yet such large values are not measured uniformly in the ocean’s interior. In response to these observations, Munk and Wunsch [1998] reinterpreted their value of $\kappa = 1 \times 10^{-4} \text{ m}^2 \text{ s}^{-1}$ as a basin-wide spatial average, with values 1 order of magnitude lower in the ocean interior and much higher values near rough topography or continental slopes. They estimate that 2 TW mixing energy are necessary to upwell the 30 Sv of deep waters that are globally formed (section 5). A detailed energy balance [Munk and Wunsch, 1998; Wunsch and Ferrari, 2004] (see section 3.2 and Table 1) reveals that the amount of mixing energy available from the three energy sources is just 2 TW. There are, however, large uncertainties in these estimates; thus it is not known whether the energy budget is really closed.

[126] In the alternative idealized case without diapycnal mixing (Figure 9, case 2), kinetic energy input is provided by the winds and is then converted into gravitational potential energy [Toggweiler and Samuels, 1998; Gnanadesikan et al., 2005]. In this theory the deep southward flow of North Atlantic Deep Water is nothing but the return flow of the surface waters in the Ekman layers in the Southern Ocean that are pushed northward into the Atlantic [Toggweiler and Samuels, 1993b, 1995, 1998]. The divergence of the Ekman transports together with the Drake Passage effect, that permits no net meridional geostrophic flow in the Southern Ocean above sill depth, enforces upwelling from depth. Indeed, the analysis of observed tracer distributions indicates strong upwelling of water masses in the Southern Ocean. As can be computed from the curl of the Southern Ocean wind stress [Döös and Webb, 1994], there are potentially around 30 Sv of upwelling and subsequent northward Ekman transport south of 50°S, which can be regarded as setting a theoretical upper bound to the strength of the AMOC in the purely wind-driven case. (These 30 Sv should not be confused with the 30 Sv of global DWF that Munk and Wunsch [1998] were assuming (section 5).) However, first, these 30 Sv are partitioned between the Atlantic and Indo-Pacific oceans; second, the larger part of the surface volume transport does not reach the North Atlantic but returns locally at around 40°S; and, third, not all of the upwelling at Drake Passage latitudes originates from the depth of the NADW outflow. The strength of Southern Ocean eddies determines how much of the water returns southward within the Southern Ocean and upwells at depths shallower than the shallowest sill [Rintoul et al., 2001]. Thus it is not simply the magnitude of the curl of the wind stress that determines the amount of Southern Ocean meridional volume transport that reaches the Atlantic basin. This volume transport also depends strongly on the density structure of the Southern Ocean, which is influenced by eddies and surface heat and freshwater fluxes.
[127] The picture that emerges is that of an AMOC driven by both mixing and wind-driven upwelling [Webb and Suginoahara, 2001a, 2001b; Sloyan and Rintoul, 2001a]. If we consider the two cells of the AMOC (sketched in Figures 10 and 11), then AABW is first brought up to the levels of NADW by mixing and is upwelled from there to the surface by the wind. By contrast, in the NADW cell, part of the volume flux is upwelled by the wind, and the rest is upwelled by diapycnal mixing. Quantitative estimates of the partition between mixing-driven upwelling and wind-driven upwelling are still rather rough [Webb and Suginoahara, 2001a, 2001b], but the main point here is that, through the input of large-scale kinetic energy to the large-scale circulation, less mixing energy is required. Hughes and Griffiths [2006] argue that the waters that are entrained downward close to the DWF sites need not upwell to the surface before and hence can be subtracted from the mentioned 30 Sv of Munk and Wunsch [1998], and Gnanadesikan et al. [2005] found that the main source for gravitational potential energy is the Ekman forcing. In both cases the required amount of mixing energy is further reduced.

[128] While this picture seems plausible, there are a number of issues that need further clarification. In order to determine the terms in the mixing energy budget more precisely, from observations, a better understanding of turbulent mixing in the ocean is needed. The value for the mixing efficiency \( \gamma \) (section 3.2), i.e., the part of the total turbulent kinetic energy that is available for diapycnal mixing, is still uncertain. Furthermore, the effectiveness of this mixing to enhance the potential energy of the system depends on its location. Mixing drives the overturning as long as it effectively transports heat (buoyancy) into the deep ocean. Models suggest that only the mixing in the thermocline drives a deep overturning (section 3) and that mixing at the boundaries is more efficient than in the ocean interior. It still needs to be verified whether locally strong mixing in regions where the thermocline is close to the bottom or the slopes (e.g., at the continental shelves) can account for the required \( \kappa = 1 \times 10^{-4} \text{m}^2 \text{s}^{-1} \) averaged over the whole ocean volume.

[129] In model simulations the role of diapycnal mixing should be critically examined with a special focus on the effective mixing taking place, i.e., including numerical diffusion. While some models show a realistic AMOC with a low vertical diffusivity of \( \kappa = 0.1 \times 10^{-4} \text{m}^2 \text{s}^{-1} \), many ocean models tend to operate on relatively high levels of vertical diffusivity, since the numerical diffusivity of advection schemes often is of the same order of magnitude as the explicitly set one. Moreover, mixing is often used as a tuning parameter: For example, strong mixing is applied to strengthen the AMOC and to compensate for deficiencies in the tracer distribution. As discussed above, this can lead to an unrealistic balance between the driving mechanisms of the AMOC and, consequently, to a possibly false representation of the climatic feedbacks.

[130] If the AMOC is largely wind driven, then this should imply a strong sensitivity of the AMOC to Southern Ocean wind forcing. This is, however, not found in all models [Rahmstorf and England, 1997], and this sensitivity decreases with increasing model resolution [Hallberg and Gnanadesikan, 2007], because the regional, eddy-driven Deacon cell recirculation strengthens.

[131] We have emphasized that surface buoyancy forcing per se cannot sustain a steady state deep overturning circulation. However, as discussed in section 6, the distribution of surface heat and freshwater fluxes is linked with the location of deepwater formation and therefore substantially influences the transient behavior of the overturning. Evidence from the past as well as model simulations shows that changes in the surface fluxes can strongly affect the AMOC, including a general weakening or a reorganization of the associated current systems, with potentially drastic climatic impacts (section 6.4). However, the formation processes of NADW and especially of AABW are not represented in a satisfying way in most current coupled climate models. This results in diverging scenarios for future regional changes of the AMOC. Hence a more detailed implementation of DWF in models is required.

[132] The stability of the AMOC as portrayed by the Stommel [1961] bifurcation is still valid for the mixing-driven part of the AMOC. This includes the sensitivity of the AMOC to surface buoyancy fluxes. The Stommel hysteresis loop is reproduced by coupled climate models [Rahmstorf et al., 2005], and many three-dimensional ocean models show the linear scaling of the overturning with the north-south density difference implied by the Stommel model. Yet, if spurious large mixing coefficients in OGCMs are reduced, the Stommel hysteresis loop seems to shrink. For the wind-driven part of the AMOC the role of the surface fluxes is portrayed by the pump-and-valve concept of Samelson [2004], where the wind-driven upwelling is the pump and the surface buoyancy fluxes are the valve. Shutting the valve in the northern North Atlantic suppresses DWF there, but the DWF will have to happen elsewhere. If we assume that the AMOC is driven by diapycnal mixing as well as by wind-driven upwelling and is subject to surface buoyancy fluxes, then its stability behavior is determined by all these processes.

[133] In conclusion, we find that further research about both the driving processes and the deepwater formation processes is necessary to understand the AMOC and to represent it adequately in ocean and climate models. Beyond the scientific challenge itself these research efforts are indispensable to reliably assess how the ocean circulation will change in the future and what consequences this may have for the global climate.
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